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One program (FIRST) was based on Findler's "Universa1‘Puzz1e Solver"
concept; the other (GABE) used Wang's theorem-prover logic. In both pro-

47| grams, the human operator converted English problem sentences to logical

membership relations. The programs kept track of all relations engered,
, indicated when more data inputs were needed, and scored whether 3 correct
. answer was achieved. :

4 = 0f the {Qo programs, FIRST appears to be most feasible with qédiﬁary

0l college subjects.® It accepts logical inputs in a near-EngljsH format, and

Jshows current Jlogical status of a problem vig tabular arrays of X's and O's. -
Ige present version of GABE used a strict "p, g, r" logical notation;
cellege subjects find this difficult. and unsatisfactory. )

The structure of the FIRST program suggests a "depth-of-inference"
measurement technique. When ail possible logical paths in a membership '
problem are known, the "depth'sof any given node in the path can be obtained
from probability-of-success numhers at that node; also it appears that a
subject's logical progress along a path can be computed and displayed:
Further empirical work will explore the usefulness of such depth measures |
for’ scoring indjvidual performances, <and for teaching problem-solving
J{ heuristics in technical materials. .
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< answér was ach1eved ..
a3

SUMMARY ) .
P . ,

/' . PRy
s TWO computer programs !pre wrftten tp provide gn-Tine aiding to-

human problem solvers. >Both‘programs were.written in time-shared BASIC
and were. designed for/"membership" problems. In th1s k1nd of pr651em,

there are severa] English sentences and 1mp11c1t in the sentences are
* \0 .

var1ous_re1at1ons, “the task is to_1nfér a membership structure that 1s

compatible with all the logical constraints Membershdp problems may be
cast in various gett1ngs,‘such as a murder mystery where a cu]pr1t is to |
be 1dent1fwed - ‘ - . fﬁ

* One program (FlRST)awas based on Findler's "ﬁniyersal Puzzle Solver"

concept the other thE) used Wang's theorem-prover logic. In both pro-

,grams, the human operator converted Eng11sh prob]ennsentences to logica]

v

. membership~ relations. The programs kept track of all. re}at1ons entered

t . -

indicated when more data 1nputs were needed, and scored whether a correct

IO
k]

0f the two programs, FIRST appears to be most feasible with ordinary

i .o” . -
1college subjects. It accepts logical, inputs*in a, near-English format, and -

a - i . * S

shows current logical status of a problem via tabular arrays of X's-and 0's.

* The present vebsion of GABE used a strict "p, g, r" _logica] notation;

co]]ege subgects fynd th1s.daff1cu1t and unsatisfactory. . *

-

The structure of the FIRST program suggests a "depth of inference"

[

measurement technlque Nhen?a]] poss1b1e 1og1ea] paths 1n a membersh1p~

from pnobab111ty—of-success numbers .at that node; a]so it appears that a

subJect s'log1ca1 progress a]qng a path can be: computed and d1sp1ayed

>

Further emprr1ca1 work.will exp]ore the usefu]ness of such depth measures

ﬁor sc0r1ng 1nd1v1dua1 pexformances, and ?or teach1ng prob]em-so]v1ng

-

heuristics -in technical materials. < - . ' N

c‘ 3 . _i . .\ ) . -
, . .- - 6

a .
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\problem are known, the Jldepth" of any given node in the path can be obtained
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Certain inte]]ectual tasEs,ﬂsuch'as estimating and combinﬁng?prob-
~ ab%l%t& informatioh, controilind severaT aircraft, or troubleshooting e
-equipment, mau be aided'by‘a'spec{aL‘type,of computer‘program.»“This
" type of programihas in %t a'representation bf‘the real-world setting,

and can qu1ck}y perform the library, bookkeep1ng, and ca]cu]at1ng chores, -

the contro]11ng human rema1ns on 11ne, contr1but1ng 1nputs and’ gudgments

.and the output may be’ ‘appreciably petter than e1ther man or computer

could produce a]one This report describes some pre11m1nary 1nvest1gat1ons
“

of computer program aids for humans who are attempt1ng to solve verbal

problems and verbal puzzies. ' ' /

>
¢

Mot1vat1on for’se]ect1ng verbal prob]ems~for our attent1on came from

- several p]aces A practical reason for building such ards-der1ves from
' » ' ]
the fact that some of the hardest problems facing humans are cast in part-
9 . ' . 4 . ‘
verbal form. A familiar example here-is the téchnician.whoimust’operate,

calibrate, or troubleshoot a complicated electronic 5? mechanicaludevice.

-

His tech manuals, diagrams, and previous training may sometimes provide

[

adequate information for him But his performance ‘mus be a m1xture of .~
e~

- hypothes1s formation-and-test behaviors, comb:ined w1th 1nferences about

0

the meaning .of observed events. When he ta]ks and thinks about his actions,
{

the techn1c1an is apt to use qua11tat1ve verba] models of the physical "

™ act1ons in the equ1pment His sequences of checks may be remembered in

. “
verbal form. Furthermores his attempts to va11date his interpretations

VIS

may be confirmed, contro]fed, contrad1cted, or frustrated' by verbal sen-

ténces in bech manuals. Conceﬁvably,\a,general software aid cou]d assist

\
. -
v . . . e

‘e »

-le

S 1 L S

* b . '.-4 .

It ns poss1b1e to ach1eve a genu1ne man computer 1nteract1on 1n this way, . %9.
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straight 2 dec1ding the ﬂ§55t thing to do. now, know1ng what tests I have

-~ ) done SO far,“«and in avoiding "dOing the same thing over and over again.'
L ) Many studies show that teohnicians are usuaiiy redundant and non- optimai
in their search behaVior, even though the correct information may reSide

} Ul
. . in documentary . sources -, Even though "it is all in ) the tech manuai W the “« - -,

N \
\

- . =search process may be quite ineffectnve. People must be taught and — .‘ -
taught specificaiiy; on ways to extfact ,information from complex sentences. .
We @xpect that a systematio investigation of vergai probiem-soiv1ng . .
processes wouid serve to pinpoint 3ust where the psychoiogicai difficulties
are? Verbal problems usua11y rest upon a definite underiyipg structure )
This stru€ture has to be'inferred‘from Engiish words, and elements of the - .
°structure‘are then operated upon by the application of 1ogica1 proFessesﬂ

‘ b If a computer program requires fhe human soiver to erpeex\ the essentiai

" . ' reiations in*a problem, then ’he program would aiways know, Just which of
7 . ‘ these felations are not yet realized by the perSon attempting the, prob1em ol
—_— The program couid show the soiver what his present soiution status is, and

\ just where the remaining 1ogica1 gaps are, In fact, as we indicate 1ater,

\ . R this approach leads to a way of measur?&e depth of inference required

Vo in a given verbal- probiem .. " ' -

‘,\ R N ' g n ~ .
v « . Finaiiy, the investigation of verbai probiem-soiv1ng re]ates to other e

v . ¢
.

research at the BehaViorai Technoiogy Laboratories, concerned with’ the

‘ -~

here, are usefui for studying~intersentence processing, in d1Sﬁ1nCt10n to o 7
the intrasentence proceSSing that ha¥ been the aimost exclusive concern of

“ traditional readin research. The importance ofsunderstanding more about
. ' ’ " . 2 - ' /o /

anainis of text proceSSing V%rbaiiy stated problems, of the sort? studieﬂm ' %
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1ntersentence processing 11es in 1ts c0ntr1but1ons to the compnehenslon .
of text passsbes, (1) its sa]1ency for uﬁaerstand1ng d1fferent types

of texts,_a tqplc,that“deserves more attent1on from the theor1sts, who

have tended‘Fo restr1ct l.!1r stud1es to simple narrat1ve/forms,—x(2) its
3 w»
potent1a] as @ rich, source_pf 1nformat1oﬂ3about h1gher ]eve] cogn1t1ve

prpcesses, and (3) the relevance of the 1nformat1on process1ng.sk3]]s .

it requires to effect1ve read1ng Manyq;f these issues are d1scussed in
e

greater detail by RTgﬂey (1977). N )
R " There is reason to Be11eve that 1ntegrat1on of 1nformat1on acrpss

,.
' sentences may require d1fferent k1nds of cogn1t1ve processes than those .

_required by 1ntraseﬁtence process1ng This assumpt1on is based on obser-
vations in our laboratory of two forms oﬁ_what we call decoup]ed read1ng.
In one form, the readet decides o read the passage,/ but not‘to read for

comprehension. In the other form, the veader s 1ntent10n is to rEad for
4
comprehehs1on, but somewhere in the passage he rea]1zes he does not re- ~‘

member the meaning of any’ of the last few sentences, He had«been read1ng
- v
vata word- by word ]eve], and had the fee]1ng that he, understood ‘what *he .

- -

read, but he sudden]y realizes that the focus of his attent1on was occup1ed '

. N R §
with someth1ng else. o . - . .

Word prob]ems shoul¥' be usefu] for 1nvest1gat1ng these figher ]eve]

o ,&. v* -~

1ntegrat1ve processks, since these prob]ems are eas11y read sentence- by-

sentence, but cannot be so]ved wﬁthout ‘a, }arge amount ,of more d1ff1cu]t :

¢
. »

1ntersentence procCessing.that- enta1]s deeper Tevels of 1nference The

i ..

who]e quest10n of what 1ntersentence re]at1onsh1ps 1nf]uence cogn1t1ve

—

processes med1at1ng comprehension and memory, desgrvesrantEns1ve 1nvest1-
. .
_ gatlon. Somé initial work has been done on story grammars for narrative
4 o B N kY . "

Ay .
N D . .

. - . .

' . L e ”
- X : A 12 N oL .
" e o 7 .

.
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. forms (Rume]hart,-]9Z§; Thorndyke, 13977; Mandler and Jehnson, 1?77),
S _but thts is just a beginning., Using this research-as & point of depart-
. i : i ure, work is in process at dur ]aboratory'on a second generation text - T
grammar that wi]]“encompass_forms other than the narrative form (Gordon,
, Munro, and Rigney, in‘pressj.- ’ . _ SN o
. One-way to tharacterize thetext structure problem is as follows.

Subpose that exactly thé same words were arranged in five different wa&s;
: < . o
(1) as a random string of characters, (2) as a random string.of words,

(5) as a random }ist of sentences, (4) as a -conventional paragraph with
£

topic sentence and amplifying sentences, and f1na11y, (5) as a word s

L} L N

puzzle. If these f1ve d1fferent arrangements of characters were g1ven
to subJects to read c]ear]y each arrangement would evoke different kinds >
. of cogn1t1ve processing, under the same obJectlve If subjects were given

. 'the objective of memorizing the passages, there would_be differences among

~

them in time to comp]etion, errors. in protocols, ands¢ength‘of retention.
If subjects were to]d to read the passages for. comprehension,: there also

woqu be, d1fferences among the dependent variables, It would, in fact, "

be difficq]t to find common measures of comprehension. The meaning of

) . T, v * Y *

. each passage would be-quite different. Why?
t

At
e

" Qur interest is in the different answers to this question requiFed

. for'different text forms abgve (3), the random list of sentences. e do
4 W : * 3 ‘o ’ - 3
’ not know, at this point, how many meta-sentence level forms exist.

. ‘ L et
» Possibly there are many’classes and many variations within each class.
- ’ Rigney (1976) speculated that there are at Jeast four; narrative, explana- ._
tion, description, and prescription. It remains to be seen whether this

will be a useful classification. We are reminded of some interesting

> g . '
. .0 ) - ' v




-
. ! variations in text forms. For example, in the Bransford .and Johgson . .
o ,\(1973) passage on'washing clothes, the meaning of the entire passage \ T
~ N - " ‘ - - ( N /
. "+ +  depends on the“tnformation that it is.about washing clothes. Each /

" sentence In the passage relates to?washing«c1othes. Tn%s seems to be

the crucial intersentence re]ationship Other intersentence relations

>

\
seem to be pr1mar11y those found in prescrxpt10nsa var1oussobJeG§&mareﬂ\

man1pu1ated in tempora] sequence, determ1ned at 1eas¢ paF%]y by causaﬁ " T
relationships. But the sentences in the passage are so worded that the | .
prescr1pt1on m1ght be for any of a number of .tasks, ‘which leaves the
reader confused unt11 the information is given him that the passage is !
about washing clothes. Bransford and Johnsan demonstrated ihatfsugﬁects
given this infqrdation"before the passage was read had higher comprehen- ’
) ) .

sion and recall scores than 'subjects who did not have this -prior infor-

@ i -, . ST -
. Word problems embody a different text form. The first sentence C
establishes a cast of characters and some of their attributes. The —
following sentences describe relationships among sone of these attributes
w1thout Jddentifying which characters are involved. The last sentence-is -*
a quest1on requ1r1ng the identification of the charactér with a spec1f1ed
attribute. This requ1res the reader to (1) do deeper process1ng of his
\ prior know]edge (2) to make inferences about which character ‘could
" possess wh1ch attribute, and (3) to hold a large amount of information
in temporaty store.. An example of a word problem is: , |
Mr.-Scott, his sister, his son, and his daughter , . ‘r
, »aré tennis players. " . \
" The best p]a}er's twin and the worsc player are

‘j * of the opposite sex. , :

-5-
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‘ ' ,' .‘ The best "iﬂayer and the wors‘t p]ayeh are
M;,ﬂ . the same age.
Who is the best player?, Q ' .

v So]ving'this problem requires deeper processing of a kinship: schema
R {(Minro -and Rigney; 1977) to retrievé the information that Scott s sister

cou]d be the same age as hJs‘éh11dren, and to make ﬁnferences that can be

formallzed i the propos1t1ona1 ca]cu]us These nnferences‘a1so are

deeper than a reader ordﬁnan1]y would 1n@u1ge in if the last question was

. .
’ s

omi?ted , ot
‘We .view this kind of, text form as be1ng useful for 1earn1ng more about

. N ‘how people do deeper.procegztng and deeper inference durgng inter-

¢entence process1ng, and for a'measure of current information processing

¢,§apac1ty, Hunt' 5»41977) .CIP capac1ty,,us1ng text process1ng,sk11]s, rather

' . than the s1mp1e ‘tasks of ‘the verbal: learning 1aboratory that theor1sts

‘presume to be 1nvo1ved in text process1ng but that have not been demon-

> stratgd to underly the tasks of intersentence process1ng

o

~"The principal thrusts of the: research- descr1bed here were an-explora-

LS <

tory 1nvest1gat1on of the d1ff1cu1ty of word problems for students, and

an intestigation of how students interact with a computer program designed

t

to accept their inferences during intersentence process%ng and to give
them feedback that would ass1st them in solving word prob]ems

To date, we have tried out two interactive computer programs that
: ' ,mibht be expected to serve as, prob]em-so]V1ng aids. These programs have
not yet been fully eva]uated;-but theyrare now‘working, they do "solve"
verbal hrbb]ems, and we have gainedisome ehperienEe with college sTadents

. u51ng them on 11ne In this report, we give a simple example of a word
o N B . -

-6-
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problem and its solution. Then we describe the computer programs them- .
selves. The program listings along with sample problem solutions are:
printed in full in the Appendix. The last part of the report recapit- - i
ulates our experiences with the programs so far, and offers .some sugges-
-~ L T - » (s - . B
. tions for extending these invéstigations. - -\ T
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“II.s AN EXAMPLE OF A WORD -PROBLEM AND I7$ o s
Lo *  SOLUTION . :

4
1

b To fix~the present setting,'iet us tﬁrn to™ the fo]]owing reference
problem, which was or1g1nated some decades-ago by the an]1sh puzzle expert ‘

. Henry Dudeney, and 1s presented here in Americanized’ fbrm
. Smith, "Jones and Rob1nson are the eng1neer ‘brakeman and : '
fireman on a tra1n, but not necessarily in that order.
Riding the train-are three passengers with the same three
surnames, to be identified in the following premises by
- "Mr,"ibefore,the1r names.
‘ - 2‘
‘ ‘ L4 » 3
Mr. .Rob1nson lives in Los\hngeles. . «

The brakeman 11Ves in Omaha

Mr. Jones 1ong ago. forgot all the algebra he learned in
high school ‘ .

5. The péssenger whose name is the same as the brakeman's
ives in Chicago.

6. The brakeman and one of the passengers, a distinguished
mathemat1ca1 physicist, attend the sdme church:

7. ‘ Smith beat the fireman at b111ﬁards.

Who is the engineer? " /
>

»

This is a c]ass-membership problem. When well-formed, such problems

have a unique solution, the reasoning can beffollowed by ordinary people, -

\

and _the spec1a1 information demands are not. excess1ve Thus we suppose
that everybody kn{s that Chicago, Omaha and Los Angeles are c1t1es, and

everybody also knows that if Smith beat the’ fireman*at billiards, as stated ‘?

¢ |

.

in premise 7, then Smith cannot be the fireman.'

" When educated adults are given this prob]em without,aids or without

any special training,-they get the right answer within 15 m1nutes or so

- (about 80% of one large psychology class solved it). A few, perhabs

|
|
|
i
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five percent, will not seriously attempt to solve it ("I'm not good at

this sort of thing'), some will approach the problem 1n a proper spirit, - .;f’. SO

e

but will make mistakes and come up w1th a wrong answer; a very few will

propose answers to the problem on some non-]ogica] grdundsf(“Phys1c1sts e L

. just don't Tive in Omaha, they'd be moreVTerly to 11ve in L.A. or }

"”‘th1¢agc“)"‘Sﬂfﬁ§§§TﬁT'SO1Vers show maﬁ%edqlnd4v1dua1 d1fferences in

their so]utyon time (some get 1t in 1ess fhan two minuteg); the subjects

wi]t also differ in their cenfidence about their-rea§on%ng prbcésses.
After &eing shown afiogically‘§oynd path tb‘e solution, however, very -
few educated adu]te Will doubt the answer. ., - .
It may be he]pfu] to set up a tabu]ar.representat1on gf the preblem,> o
“Nin Figure 1, the matr1x on‘the 1eft has to do with the railroad employees fh

aﬁd the right-hand Matnjx coﬁcerns the.passengergﬂ When a logical possil,

. bility is eéliminated, we put an X" 1n-a celly when a cell is trues-we— -~ -

1nsert a sma]] dot. . o s e m e —
. : . "
. ! @ . R a ) ""“*.-—-‘L
. - ] Ry I i -t
- ' M 1
N . B . [72]
’ — & .
. Do = v “ . e
[N [e] = . . (=] Q
., W £ o = o Ty
c ] E 4 <C o ) ~
- V4 Q - = %) s
2 3 £ 8 E % :
\ Ll o w ) | S S
3, : . '
¢ & \""
. . S . : e
Smith ‘ Mrl Smith s SRS
§ n AN £ oy
! - v . T ’r‘.n:n. frts e mALRIRIN ., ’
Jones : Mr. Jones - N . e,
. ) M . ’ .-
Robinson | #lr. Robinson \ Co
N P
, Figure 1. Two Matrices for the "Smith-Jones-Robinson” ‘
_ Problem. . - .
st ! k'] :
. -9- . X
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Riéht off, we can enter a dot for the lower left-hand corner of )

" the second matrix: ‘from premise 1, Mr. Robinson lives in Los Angeles,

and not in the gther two cities. So there must also be X's in the

. N -
= - Robinson cells for Omaha and Chj ago; and X's in the-tos Angeles column -

for Mr. Smith and Mr, Jones, As,we have already noticed, premise 7
plainly indicates that Swith is not the fireman, so we enter an X in

the appropriate place/in the left-hand matrix. Now the tab1# 1ooks .

P

like this:

AL "9
h . e o )
()] [1e] o= ] o [« 2
[} 1 [1e] [ = [o2]
—_ = [J] 1= < © ]
' - V4 Q P O
o [1e] S 0 [1e] e
[t v S o o E. <
vl - 0 (£ —l o Yoo -
mith . x|  Mr.Smith . |. X
. “ T Jones ‘ o : Mr. Jones | X .
T ‘
s N « Robinson 3 Mr. Robinson . X P X

. Figure 2. "Smith-Jones-Robinson" Matrices, after o

. Data are Entered from Premises .1 and 7.

.

There‘are'stii1 a dozen indeterminate cellsin the two tables, so
dé must now beg1n to comb1ne 1nformat1on from twe or more sentences To-
- ® w Scanning the set we see that premises 3 and 6 imply “that the phys1e1$t
IR ’;, ]1ves in Omaha; and,since we a]ready know he cannot be Mr. Robinson, then
he must be either Mr. Jopes or Mr. Smith.’ But from prem1se 4, the physi-

cist cannot be Mr. Jones (because you cannot be a physicist and st11] have

K3

=~ forgotten'all ydur high school algebra). Hence, when you take 3, 4, and
.— ' 6.together, you see that the physic'is.t must be Mr. Smith. This effectively
) . . -10- . 1 r— s :
O ‘ R '19 /‘ \
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‘, T Ufills in the second table, because there is nowhere left for Mr.. Jones
' to. live e§ce‘pt in Chfcago. Now we can go back to the first table, and

) N sée that from premise 5, Jones must be the brakewan; and so 'the final

~ N >

answer is that Smith is .the éngineer. The protz]wem is solved. Of course, .,

A - this particular problem can be so]vea without any computers; -or perhaps

[} ¢ ; 4 . '
. w’ithout'any graphs or recording techniques. For problems that are’__

. A . B e
longer or that are more complicated, though, the potential usefulness

of computer-iding increases. It might even be possible ‘to”teach sub-
4 B R

Ll

-

jéc‘ts, via computer-aiding, to become champion solvers of this kind of B -

. e
0 : pro’b]q. '

~
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- 11I. THE COMPU,TE'R,'PROGRZ\MS, L '

- o NN . .

iy

To our know]edge, there are two pub11shed reports. on,computerwzed &\

v e g —SYSEEMS fOr so1V1ng prob1ems ]1ke the Sm1th Jones Rob1n§on examp]e In

- -

1956, John G. Kemeny programmed-a g1gant1c twe]ve-prem1se problem which ¢

Lewis Carroll had posed about:BO.years ear]ier Twenty years.ago his -

solution took four minutées ‘on an IBM 704" (Kemeny, 1956), a comp]ete

il o4 : ¢

print1ng of the "truth tab]e" of the problem would have taken 13 hoursl

s ]

“ (With present techno]ogy, the computat1ons ‘would have taken severa1 seconds,,

14
and the pr1nt1ng some few minutes). ° .. . . ,

4

-

Seventeen years after Kbmeny s tour de force at RAND Nicholas F1nd1er

e e 2

(1973) descr1bed a "Universal Puzzle Solver" program Findler's™ program,

wh1ch was wr1tten in SNOBOL, operated via a membershfp légic structure and
N

.

haVe to be entered] a]ong with absolute and cggdlt1ona1 membersh1p state-~
— V4
ments; thesé logical statements are der1ved by a~human, from e or1g1na]

Enghsh-]anguage problem sentences. Once all the prob]em and ‘]utwnﬁ,
qpnd1t1dns are entered the program sets up appropr1ate arrdys, and then

searches.these for a $o1uf1on "The search is systemat1c but brute force.

On med1um fast processors,‘a problem runs ih a- second or two( Answers,

K3

provisions for multi-stage prob]ems for nd1t1ona] relations between
\ » -
var1ab]es, and for. output of results. A most unusua] ‘feature of F1ndﬂer's

. ¥

are'printed in constrained Eng]ish senten:is The program ha e]egant

work concerns- the genera11ty of the program; at the end of his paper
descr1b1ng t?e program, he says he .cannot see any way, or.any need to

o
extend 1ts cgpab1]1t1es further (F1nd1er, 1973). Because of this gener-

a11ty, and the 1ngenu1ty of F1nd1er s search rout1ne}_we dec1ded to adapt Yo

»

) L S
— “12-
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‘ Findler's concept for one of our aiding progr‘ams,;\we }al]ed our vers1on
e b -
R " FIRST (F1nd1er Interactive Rdutine for ubJect Tra1hﬁ5§ Because time-

share SNOBOL Wwas not aval\able on ou mini- computer' we,riéfded parts of

Findler!s program 1nto extended BASIC. A]%o, sever 1 features were added’

-, . to su1t our purposes better' for instance, “prov1s1on was made for identi-
S .

fication and corréction of errors ip enter1ng prob]em 1nformat10h the .

-

» subject's information state was .tracked at r§bstep, tabu]ar graphs of -

logical 1nc1us1ons and exc]us1ons already ach1eved were ava11ab1e on demand
. N . \ -~ °
g The -first important inputs to FIRST from the ‘hupan subject are dimen-

. é>
- . sion and set spec1f1cat1ons In the San Francgsco proBJem shawn in the

“"Appendix, there are f1ve,peop1e who get to wor&‘tg ftve d1fferent’Mays,

\ ‘ there are then, f1ve members 1n set 1, 3ffi§ Chu@k ‘Dave énd Ed), and vsu
'_\ . five in set 2 $b1ke, car, BART, bus, walk). N1neteen sentenceg ave listed,
‘ ‘ " and these sentence& con‘ta1n enough 1nformat1on to‘a]]ow each person te be-
‘ assoéiated with a mode of transportation. . Membersh1p re1at1ons from these
sentences are written in "CON" qr,.'NOT-CON" form "—CON"o meand a strict ‘ Co
y 1og1ca1 connect1ve is establishedy "NOT=CON" s a 1og1ca1 exc1os1on So .

when sentence 14 says "Dave greets h1s driver w1th°'good mornﬂng everyday,

a solver might enter the fo]]ow1ng FIRST statemenﬁ%& T
DAVE, NOT-CON, WALKING - _a ‘ a
DAVE, NOT-CON, BIKE ~ * \ L
DATE, NOT-CON, BART L oo T
P

Some Tocal 1n#ormat1on is needed in this prob]em The dogical assertion

~

about BART is. 1ess obvious than the other Two; you have to knéw that BART
is a rail transit system, and also that a BART drTvér is 1nagcess1b1e, and
* . cannot be spoken to (the-driver doesn't "dr1ve" the yeh1c1e, a computer

' ‘ ’ drives it; the driver is there for override.purposes).. v
L 13- R ’




proper]y entered As 1t 1s now set up, the system does not list all - .

.- ¢
. , ¥

] N ,,'

~

whé“)the subJect work1ng a problem wants a present status" printoyt, é?,

he hits a control” key, and a tabuL}n~Qresentat1on appears on th% term1na],

this table shows "o for membership and "X" for non membersh1p “In a five-
Y IS
variable problem,#if there were three X's in.a g1ven column, then the -
» - .
solveyr.might focus on that variable,”and go over the problem sentences again,

i . L - . . S .
in order to find a;fourth exclusion and thus pin down the identity of the:
. - . 'y L s \ s ’s

column member.
We se]ected wang s theorem-prover Z}stem, ca]]ed GABE in the Append1x,
as the model for the second program. As in the F1nd1er approach, “to use .

g .
the system a human has to accomp]ish soime trans]atﬂnfof complex English

-
»

sentences 1nto logical re1at1ons,k us1ng on]y the' "and," "d>;" and "not"

,

operators But 1nstegd of a F1nd1er-sty1e recurslve search for one or a
4\

few- right answers, e Wang's system, after you have 1nserted the prem1ses,

you . then must ask the program whether a g1ven outcome statement is va11d

»or not. Thus, after coding the Smlth-Jones-Rob1nson problem into Wang

»notation,‘&oh“Wou]d have to suggest to the program the fo]lowing,threef

"theorems:" - - - ~ . .

El N . >

%ﬁﬁ;h is the engineer.

o~

~

P .
Jories, s the engineer.

Robiinson is the engineer.

A1l three theorems would be "tested," via the Wang algorithm; of coupse,

only the f1rst would turn‘out to be va11d, if the problem relations were

1

Qoss1b1e va11d statements from a set of premises; you have to ask it about

AT | 2

specific ones that are of interest. In fact, from a small but fa1r1y rich
set of prepises, an enormous number of valid “"theorems" can be derived, and”
it would often'betimpracticaﬁ to print the whole. list. v ' .
18- N
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' D — ﬂ\lPutting:a verbal problem tnto the Wang process is more abstract '

R . * . < NN . <

- * to the subject than Q; FIRST English problem statements are converted

into bare representations, then, terms in these repwesentations are given

.

a symbolic trans]ation into 1ogica1 operatorss - As.an illustration, we .. co

_take the "murderJ probﬂem from Raphael (1976)

. wang s aigorithm works by fb]]oWing a staged reduction routiae _The

.,
~

precedure writes down a series of 1ogica1 1ines~, each Simpierithan the
' preceding one The Simphficat.ion cohtinues until the :ame logical express- .
jon occurs on both Sides of a centfal arrow, or until a mismatch occurs. ! .‘ a .
he Appendix’show§ this hne—shortening process as it worked: in one problem.. ‘

We originally h‘oped that human subjects couid 1earn‘4/b§/ imitating the algo-
t 4

! . rithm, hqw to process logical terms, or at 1east, we thought that some. : ¥
e s 4 .
subJects would become intrigued with wang S reduction and proof SCheﬂe
'S L
: ‘ “* _ This view was naive, as it turned out; the detaiis of the wang‘operatiOn
. - : v v : Lot
“ﬁ are totally myster/igus, and also totally uninteresting, to the ordinary ) N
adult. . . . . :
\ ( \ -i e __.’ i 1
'Y ‘*\ .
s . /\
- . ’ .
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be heard in all nearby rooms. The butler, who has good hearing, said
he did not hear the shot. ’

) g '

3 £
o ' i - _ :
' \'A . i ’ ke . ) r ) '
o - S ' - -
‘ ’ " THE PROBLEM . ) ~ - \ |
' . ' T ‘
~ ‘ * The Facts ] - > |
% - The ma1d sa1d that she saw the but]er 1n the 11v1ng rgom, The living ° ’ i

N . room adjoins ‘the kitchen. The shot was fired in the kitchen and could .
|
i
J

To Prove . . o Ct- . | ’ -
. _ . . , : a i
If the maid told the truth, the butler lied. = ~ ) ‘
. . .. o )

: / r ~ THE, REPRESENTATION . .
» : N ¢ M . - : ’ . . "
o #p" = The maid told the truth N — )

q = The butler was in-the 1iving room - ‘ cde |

r = Th® butler was .near the kitchen . v .

st = The butler heard the shot . o R e o

) u®= The butler told the truth ro
N ) ) \/\ ' . ¢ * . ’
T ORTGINAL ~ EQUIVALENT . . NN L
S, STATEMENT - FORM - . MEANING -
@. _PREMISES . . . .
. " 2 ' | P Al "\
. . Y paq’ . ppv¥q (If the ma1d toild the truth, the butder
- . . was in the living room) «“
. @ q>r . pgvr . (If the butler was in the 1living room, »
* he was near the kitchen).,
rss < - priw s (If he was near the kitchen, he heard
‘ the shot).
. u>s ps - pu-v - s "(If he told the truth, he d1d not hear .
;. L the shot). . .
- -' THEORER N
. p 3 pu . pp Vv - u (If the. ma1d told the truth the butler . N
s did not) ‘ p
. * ] ‘ . .
- A\

) /// , Figure 3. A Mystery So]v!h by Propositional Calculus.- N
’ The problem and its representation. ‘

° . » -
. . \ .
-
.
~ ~ '
. - .
B ’ .
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: A ‘iv_. TRYOUT OF PROGRAMS WITH HUMAN ’ '

. . ~ " SUBJECTS ~ \

) o b : . L F - ‘

When mater1als 11ke the two aiding programs descr1bed above are
< -
prepared there are some quest1ons wh1ch can\be answered on]y by expert-

mentation.. For 1nstance, do the. programs teach prob]em solv1ng mere

’0-' - 2 kS

*&&““effecttye}y—than does simple und1rected pract1ce,

Ha]lgsubJécts attempt

to if;faté the computer way of doing th1ngs7 .After a  few problem- SeSSTonS

what are the transfer effects from one problem
»

on th computer term1na1

" to another" Another c]ass of* issues”concerns eas1b1'r1ty of"he so,ftware

e,

+ Can ord1nary people use the program and i1l

____-

concept hey read1]y use

"jt? Are the mater1a1s se]f adm1n1ster1ng and easy to run? Without stand-%ﬁ-

[}

by programmer staff; do subJects seem comfortable in the situation? Does

performance seenm to, 1mprove7 What kind of performance nnde] do the sub-

°

Jects appear to fo]]ow, ‘etc. It is to this second~£ﬂass of quest1ons Lo

thdtdth1s part of the report is addresé/d the exper1ences reported

here are based on a grab samp]e of Ca11forn1a State. Un1vers1ty under-

0ur 1mpress1ons s0. far can be 1mparted qu1ck1y, under half
~

graduates
a dozen head1ngs < . Y “ >
’ s

* 1. General feasibility Both programs'run at preseat on a time-

shared PDP 11. They probably will run on any medi um- capac1ty thme-shared

-

No remarkab]e operating prdb]ems arose 1n»ord1nary program use

.

though we often w1shed we had a better restart procedure ”Ngither pro—

-t

system

gram had any prov1s1on for referring to a 11brary'of‘grob1ems, so to ‘start

4

each problem, a staff member usua]]y handed the subJect the prob]em sen- ¢

tences on a separate;p;ece of paper, and stayed nearby wh11e the subJect

Bgcause of the large amount of text mater1a1 and because the

_worked

)
-17- .-
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subjgcts‘often wanted to refer to some previous logic table or data

entry, ft was necessary to employ hard-copy teletype tétmina]s; video

terﬁina]s could be u;ed only for small prob]éms. Some']érge problems

took th or .three feet of paper to reach a solution. Ohe incidental ,

result; with an assistant nearby, subjects were often temp@ed‘to engage
.‘)., 1]
the assistant in conversation about the problem sentences, and to seek .

“ some immediate confirmation of the logical expressions being.entered

)
X

into the terminal. .
For Wang's reduction program, GABE, it was not feasibie ‘for orainary'

students to convert English sentences into logical symbols. This was ‘
probably due to the general lack 6f fluency with Fhe,]ogica]‘operatOr

notation:” p, g, p A » v, >, etc. Also, thefe-were often two stages

of “séripping" the English sentence down into symbo]QT? Wq tried to give

‘a "short course" in thﬁ_notation to several people, but thiere was general

and specific resistance: generally againét any -logical symbolism, and

speci%ica]ly against the ( p'p v q) representation of if-then or impli-_

cation. We coﬁclude that Sﬁy serious use“Qf,Lhe~wangf¢eduction:concep}

as an aid would require considerable pre-requisite trainfég in logical . s

notation and in translation. We supp;se, too, that peoﬁ]e‘ﬁﬁo aré fluent.

in éétificia] languages, such as computer programmers, wou]H find the sys=

tem more accepfab]e. \ o

| 2. Data Input.. QThere is no doubt that subjects find the teletype ‘
format to be a "glowdown," and somewhat® frustrating. The presentation is ¢ .

"a]f_wprds," ébd constrained words at that;.everything has to be+ typed in; ¢

and on a fair]x 1argerprob1em; th§§ubject cannot be sure whether or not

heshe has.enough data to reach a solution. He then must request the

»

®

: - © -le- ' ‘ : =
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compufer to print out a current state table (or the program itse]f

decides to print one); and at ordinary teletype speeds. this tdkes some

time and interrupts the solution process. So the clanking teérminal may

- be a.real distraction to the solver. ‘There are input:output-derices,on .
the horizo:'that could -help to a11eviate this -problem.

3. Individual Difference§ For entering logic from plain, des-

.cr1pt1ve sentences, the FIRST a1d1ng program reduces 1nd1V1dua1 differ-

[

ences to near zero. In the first sweep through the prob]em sentences,
when each sentence is taken separately, the human sdlver s1mp1y converts
the sentence meaning 1nto a "CON" (membership) statements, or a'"NOT-CON"

(exclusion) statement. "Mr. Robinson CON: Los Angeles," would be one

Y

example from our reference problem.

¥

When the subject has to combine information from two or more sentences,

or has to realize some "oeeper" aspect of the facts presented, then the

variation between people can be quite marked. If facts from two or more

~

sentences are processed in such a way as to provide a new, non-trivial
» ~

inference, then the subJect first has to select the sentenges to be con-
s1dered~together; this means that a dimensional scann1ng operat1on must

he performed. Next .the subject has to do further processing to reach a
_}.. .

2

newginference. °, .
The combining processes can be illustrated with one of our favorite

- problems, "The Murderer," taken from Summers (1968): ,
Murder occurred one evening in the home of a married couple
and their son and daughter. One member of the family murdered
another member, the third member witnessed the crime, and the
fourth member was an accessory after the fact.

The accessory and the witness were of opposite sex.

The oldest member and the witness &ere of opposife sex.

The youngest member and the victim were of opposite sex.
-19-

28




.

‘ . 4. The ‘accessory was older than the victim.

: 5 The father was the oldest member. -,
6 The killer was not the youngest member. ° . e
Who was-what? - . v

N

Eagh of, the first‘three sentences incthis Prob]em contaiqs an easy
.conaitiona1-re1a£ion: for instance, (1) implies that if the accessory is
female, then the witness is male, and vice versa.  Anybody who can read
Enalish will be able to eﬁte? these relations -into the program. Some of
the pombinatiog§ betweeh sentences are easy, too. Look af premises (1)

[

~and (2)..5The last seven words of these two premises are identical, an'cfa"‘v

1

. §
the sentences are right next to each other; so the circumstances favor
a comparison between the two. It then quickly appears that the oldest
‘g _ .'member and the accessory'é}e of the same sex. Other combinations may not

be quite so easy, but are still likely to be achieved. For example, from

‘ ) premise (5) we know that the father was the oldest; so we could already
\ , . . - )
infer, at this stage in the search for a solution, that the witness was
- & . 7
female. , . - ( cs

B

K
A more difficult, but also more intellectually satisfying, inference

" chain goes. s follows. Suppose-we explore the identity of the "youngest

. member,"tand start working across sentences. From (6) the youngest mem-

‘\\\éxﬁér cangot be the killer; ¥rom (3) the youngest member c§qno% be theayicti';
so the youngest mépbe} must be either the accessory or witness. But fronf.
(4) we see that the acceESOry is ‘eldar than someboéx, ahé?héhce also cafinot

be the youngesi. Therefore the youngpst must be the witness since al 6thq?

w8 . . . .
possibilities have been elimigated. The difficulty in attaining: thig chain




-~
.

| s
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*

straight-forward 1anguage mentioning ["youngest member." But in premise

(4), youngest member does not appear/ as a term Feg se; we have to deduce
something about youngest member from the "older&than" relation.
The phob]em is now. easily solyed; the witness is the daughter, the

accessory is the father, and so on. There are several other logical

|
paths that can reach a correct S ufhon; or, all possible role-membership

combinations (24 in this particylar problem) couid be tried and-tested

against the original problem s tences until an acceptable set of assign-  °
ments met the conditiohs (the priginal Findler program would actually pro-

ceed in this manner).

we have seen enough sojution attempts to be]ieve that mu]ti—sentence
scanning, se]ect1on, and ¢ mb1n1ng skills may be the key to successful
problem~solving of this type. The basic identification and negation 1og1c

4is apparently easy enough, once the appropr1ate meaning sources are put

eegether in a small patkage of cr1t1ca1 phrases, and exam1ned c]ose]y for <
their 1dgical implications. If this view proves to be correct, then effec-
tive trainjng methods will focus heavily on Ehe cognit{ve processing ef'
several temporarily-combined sentences or 10hg phrases, and not on. the ,
strictly logical processing of 1dent1f1cat1on negat1on, and cond1t1ona11ty
relations. To put it another way: ‘once you ere looking at the right |
phrases and relations to combine,'andlconfine hour at;gntion to just one . o

»»

4 : » . . . . . - . . ! . . .
or two main.inclusions or conditionalities, then the logic itself is easy..




4. Depth of Inférence.* It appears, then, thatVSubjects/who use

- our FIRST vers1on qQf Findler's concept are performing a comp]ex trans-

lation task. - Eng]1sh sentences are read, and the 1og1ca1 g1st of the
v
" sentence(s) is typed into the termﬁna] u51ng the "CON" or "NOT- CON" .
entry conventions. Variable names remain in Eng]1sh and ﬁart of the
s o L

solution output appears "as a simple Eng]1sh sentence. The computer

always knows, then, the exact 1og1ca1 re]at1ons that the subJect has

gaput into the machgne, and the order in which these were entered. It is

t

'perhaps useful fo def1ne depth of inference in terms of (1) the -
/ grobab111;x that a given inference is ever ach1eved, in a reference
gvsample Pf subjects, and (2) the primacy w1th which a logical relation
is deduted. Both probability and pr1macy5va1ues can'be éxtragted from
tomputer records of problem attempts._;IheyMurderer example given above
‘perhitted‘an easy and cdnvincing decision that the youngest member.was

not the yictim, and not the killer; it was much harder, as we saw immedi-

] . \ Lo
, ately to perceive that the youngest member could not be the accessory

either. The performance of subjects could be easily checked, by\pounting-

the‘frequency and time‘order.of the following three entries into the
?IRST logical arrays: , . '

- YOUNGEST MEMBER: NO%JCON: VICTIM

., YOUNGEST MEMBER:_‘NOT-de; JKILLER

YOUNGEST MEMBER: NOT-CON: ACCESSORY

" * We use this phrase instead of the overworked "depth-of process1ng
_of Craik and Lockhart (1972), which they defined as the’ dep]oyment of a
flexible processor over any of several stages of process1ng, presumed to °.
. dintervene between sensory inputs and semantic processing in LTM. Depth
of inference could be considered to be a form of the latter, apd thus
might be one of many kinds of deep processing.

~ , -
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Depth-of;inference indexes, then; can readily be determined in

e computer-ilged problenf-situation. These could be USeful at the
1

\ , N .
individual le (what is this subject's average depth-of-inference

in the\i;rst fire minutes of some set of reference prob]ens?), or at

the group performance level (which inferences-in this particular problem

are deepest?). _Obvdously, depth-ofrinference indicators could be used

to check ‘the effectiveness)of a training program, or of some other

L J

interventién. When properly standardized, problem infefences could be

scored for depth, and individua]s ranked according to their performance.” ~
. )

The logical 1nference task, ‘we expect, requires sone e]aborative
processes that are not often found in word- memory tasks. common]y used
to test Craik's and Lockhart s (1972) depth -of-processing concept We can

see some para]]els between hese two areas Crajk and Tu1V1ng (1975)

found that subJects do not/remember "... what was-'out there' but
rather what thexﬁglg duripg encoding," We. predict that aided problem-
solvers wiiT-renember begt (and perhaps enjoy most) the dafficult but
‘prpductive/;nfenences. nother point ofspossihle agreenent with the

depth-of-processing idea ‘Concerns the‘"number'of features checked."

/

Assuming some analogy withrthe problem-solving case, a deeper inference
. ‘ /
Js one ‘requiring recognition, selection, and scanning, of several phrases
, \

across several sentences. A membership problem with several variables

-

will elucidate .the point..

-

The Five events in~the annual Boys' High intramural swimming meet--one
was a butterfly race--were won by five different "Animal League" teams,
which then competed against one another to determine the teams' overall
ranking. From the following Clues, can you find the event each team -
won, the name of 1ts capta1n (one was Ned), and the final ranking of
the teams?

’ 1

= ¢
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1. Will was not the captain of the backstroke winners or the
" diving champions. ,

2. The Bears did not win the freestyle race.

3.. The team that wor the breastroke event finished ahead of
the Leopards, but behind both’Will's team and the one that
won the freestyle event.

4. ‘%om s team was not the'Tigers or the\Leopards

5. The Bears finished ahead of the Lions.

6.- The Panthers did not win the breastroke event, nor did }
" the Leopards triumph in diving.

7. The Panthers did not finish last, but they were behind
Paul's team:

8.  The backstroke winpers ang. t T1geYs and Steve's team .
all finished behind the Lion% x

Within ten minutes, many adu]ts’attemetingjfﬁis problem will see
that the Bears were in first place, and the Lions second; also, since
Will's- team is not either bacgéiroke, diving (clue 1),,breas;roke, or
freestyle (clue 3), ﬂi]]'s team has to be the Butterfly ewimmers“ I,
is easy to peg the.Leopards; too; the .Leopards cannot be breastroke,
freestyle, or butterfly (clue 3); and they cannot be the divipg team
(clue 6); so- they must Ee ehe backstroke team, and-they also can have.
finished no higher than fourth (clue 3). We now have a good start on
the problem; to finish it, we will probably have to realize that,Tom éhd
Will.are on the top two teams; "and only a few so]vé%s will realize this,

¢

even if given half an hour or more to work on the problem (some subjects
. .

may eliminate some of the possibilities, "permute" the rest, and thus

s

reach a correct assignment without going throubh all the 60 assignment

possibilities; when they proceed jn this way, they would be imitating

the FIRST program). The psycho]og1ca1 d1ff1cu1ty is that, to infer the

Tom-Will placement, a lot of pre11m1nary information has to be deve]oped

‘a . ' \ -'211~ » . *
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. and then a rank*dg‘;dér-,of-fini.sh table processor has to operate simt%—
. R

. ° taneously on seV@?dﬁquts of Verbal data. . (From (8) Steve Pust be
the 1eeﬁer of thééﬁanthers. the Panthers must have f1n1shed fourth; (‘
and also from (7)” Pau] s T1gers must be th};d) Thus, there are many

aspects to “ho]dx}at the same time, and these mustﬁbe appreciated firmly
.. & . ' N
.enough to be convetted into computer-acceptable statements. As far as

the computer can tell, one "CON" or “NOT-ébN“ asserfion is as good as

another, but the data demands on the human for realizing the different

-

relations are usualfly quite disparate. } « .

R §

How m1ght depth~af-processing concepts be ,used in teaching’ people

-

to be good prob]em so]vers7 One poss1b1]1ty is- to teach prob]ems with :

easier or "shallower" inferences f1rst, up to a stn1ct %erformance cri-

‘terion, and tHen_gradua]]y to increazz/the:depth of .inferences yia
\ ‘ controlled practice. A 'program’of this sort might be designed to be

BN

adaptive, in the sense it would adjust the practice to the "best_ expected

gain" per unit time at the terminal. There are several empirical matters o

to investigate: the bases for eyhering the problems in the training set,

-expected transfer effedts across problems, the proporifon of variance due . .
2 ‘ .
to aptitude or know]eﬂge%diffegences, the extent to which processing tricks
. ) ’ % ) * h ':‘
and gimmicks can be taught, and so on.

.

. Another projec% could focus on the extremely “deep“ or.difficult in-

ferences. Here the research strateg& wolild be\thqt, if the sUbjeet5s per-

3

formance on these hardest parts could be improVed then the easier tasks

would take care of themselves. To teach- the deeper 1nfere ces, spec1f1c g

,&""" o

tra1n1ng analyses would be done for each d1ff1cﬁqt infere e and the™” )

student wou]dqra]k through these examples. :

' \ | ! B . =
) . e -25- - - . :
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‘ ;5. Keeping Score. We 'noticed that, when using the FIRST -

routine, a student will often tend to make rather too many “status
¢

- ghetks;" that is, he/she will frequently ask fer a p}intout\"to see
if I" ve solved it yet ! 'Th1s feature was provided in the program as-
an 1nformat1onq] aid, but 1{i§£k cases it may actua]]yyserve to ob-
scure the 1eg1ca1 process. Perhaps the-student gets involved with

. ~ "getting the answer," and is visib}i disappointed or exhi]arated when .. /
the table is filled in. This makes it more of a game, all fight, but ‘
does not neces§3ri]¥ instruct the b]eyeri,,Perhaps future prdaram ‘ /

versions should not permit so many table checks.

.

- . 6. Differences between Analyzing Logic Tables and Human Inference

———n -

Behavior. Our programs that operate upon decision tables ape nece:far11y

Qith ﬁipe‘1'9 and 0's in the cells. Also, thfre are definite

"c¢Jean,

. ‘ evaluation rules in the program which decide wh‘ether the problem)is solved
or not; the processing is aimed directly at getting a clear resolution of

the set-membership-relations. *Actually, of course, human infe?ence be- -

§ . —_

“havior is’ often far less than” certain, and it may. I nbt.know Just "where it
.- is going." /As Schank (1975) put it *
. L *» -
/ ’ .the (real) process of generating.conceptual
1nferences is inherently a computat1ona11y wasteful
protess, because its Intent is- to diseover what. is.

interesting in 4 particular context. -

v

: .This meaes that we should &xpect much eiabbration‘EehaviQr a
P work oe'a p}oblem.».lp/may be possiﬁle,.thrpugh directed practice, to,
facilitate 'a certain "directness" i, the elaborative actjvities of subs
Jjects. Certainly many verbal puzzles ‘have common d1mens1o?§, then the
>

problem:rests on var1ab]es like age, parent- ch11d kinship re1at1ons, the

) . days of the week,agank p]aceméﬁt of some ¢riterion, such as . money or :5}
® - Y .
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-/ ’ 3 . .
other colintable outcomes, or physical contiguity of events Suppese

that these standard d1mens1ons could be 11sted and spec1f1c elabora-
tive qperat1ons be p]anned for each d1mens1on " Then it’ shou]@ bea &

direct task to teach the necessary e]abo}atiye behaviors in a set of

- -

problems; perhaps a computerized scratch-pad‘coulq be brebiaed for each

1] . ~
3 20 R . .

of the candidate dimgnsions. SN «,

£
.

When a neutral observer wjtches a prob]em attempt (a frequent

-

occurrence is that the solver will "graze," but still "m1ss; a key
implication of a statement. In at least some cases, the “trouble appears

s . .
to be that a scan of a statement)\or‘of two- or more statements, alternate

between two rather different prbcesses: (1) discovering what the dimen-
. . A e v
sion should be, and (2) eva]uat1ng the statement for any new inferences

that may come from the d1mens1on. Perhaps these aspects shou]d bg arti-

-
ficially separated, at least in a training program. oY
- : e . . = . - i * .
’ ) \
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“right now. ,

R

V. [IMPROVEMENTS AND EXTENSIONS . = - é)

: R
While tryouts have shown the feasibility of%decisionétabie soft-

) o ‘
\_yare'in verbal problems, there has’ been no thorough eva]uation.of‘the

programs as‘teaching aids. Before such an evaluation is undertaken, .
Pd ‘ - . ,
the programs need more fgatures and capabi]ities than they have now.

Somefmajdr changes planned are listed ifi the paragraphs below; in'this

/

- ‘ - . -
material, we have limited consideration to those items that seem possible

vy - ‘ ) >
. " - LI o
- » - ' * e

1.  Rank-Order Dimenkiona] Storeﬂ; A problem-solver often needs
— ' \ -

to put‘his membership variables in some order In age-related problems,

mothers and fathers are o]der than sons and daughters, in the Swimmer

prob]em on pages 23 and 24, you pr 1y will never get the answer un]ess

. you see that the Bears and Lions are the‘top two‘teams, and that the

Leopards are on the bottom with Paul's and Steve's teams in between.
’ p 4

Such' processing is done as am intermediate step. ‘A software aid should
have a call up feature that permits order information to be co]]ected and -
stored{outSide the usual CON, NOT-CON, and conditiona(btgbi es. Probably -
three rank-order dimensions would be sufficient for most probiems. ihe
solver could define and use these as "working fiies" while he is combin-

ing 1nformation from two or more sentences, once he hay a. firm membership

- v

statement he can go to his regulag CON table entry.

Here's how it might work. Returning to'the Swimmer problem, a rank-
F - V

order file might be defined as "order of finish,vwith five slots, 1-5."

9
From premise 5, the solver would enter "Bears ahead of'Lions;" from

s

premise 8, "backstroke team,'l Tigers, and Steve's team behind Lions;"

The system now knows that Bears and Lions are Ffirst and second If the

' - r t

v
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solver Tooks ‘at prenise'7, he sees that the last team cannot be the | //\

T \ TP
Panthers, so he enters "Panthers not last" or Some équivalent, There

”

are only four possible orders remaining:
\

R

BEARS . BEARS BEARS _ BEARS
LIONS LIONS LIONS - LIONS
-TIGERS PANTHERS LEOPARDS * PANTHERS
, ... PANTHERS TIGERS PANTHERS * LEOPARDS .
LEOPARDS LEOPARDS TIGERS TIGERS :

- . \
See1nthh1s tab]e the so]ver now may focu ”s further search to re-

solving the th1rd fourth issue for the Panthers, or’ perhaps to the p]ace’

me ntf'——tFE\k;opards " , o
\aﬂl
2. StoRing Problems. It is a nuisance to start.each E>e3;em with

a separate.pi e/ot paper; ghis necessity also regiires an attendant\tq

~— . ) M '

' stand aaround while the solver is working. Future versions of FIRST wigl

»

allow for starage.of a dozen or so problems; before a session begins, *he

i

t

i
L

attendant will set in the order a&f prob]ems, and then 1eave the so]ver

_alone. MWith new memories offering a quarter -of- -a- -million words.of storage,
there should be yo further need for manua] prpb]em startsl Another sof§5 )
ware addition will be a problem restart—progeeure.which will be easy for
the subject to use.. X - |

3. Scoring System for Depth of Inference. As a silent accompani-

ment 'to the student's work, subroafines will be installed to figure con-
tiflous "depth-of-inference" scores. First attempts at doing this will
¢ use simple probability-of-success indicators.for each cell in the matrix,

including whether’or;nbt the entry was achieved byrinclusion er,exc(@sion

logic. There will also-be -rough (1-minute-increment) time scores for eacn

[

- )
logic entry. Every CON, NOT-CON, and conditional entry into a basic prob-

.

lem matrix will be fJagjfd for this scoring system. ) >




‘ Several groups of subjects have been asked to recortstruct their -
logic, immediate]y after working on such'problems as the Murderer. While
the main results of those studies will be given in another BTL repdrt;
we can mention here that, for some problems, it is quite feasfble'to
determine just whith 1og1ca] path a given subject followed. This is .

¢ possible begause there are okiy a few paths to a (1oglca1) solution. .The
Murderer has four paths, and one of these is by far théﬂnost popular.

It seems .that a scoring system might try to track the 1og1ca1 path
) of each subject on each prgglem, ahd print out'a‘f1na1'hccount of just

- where the subject got as he worked on the problem. This m1ght bewa bigger

_software job than it appears to be right now. he expect to exp]ore.it

first with a few problems wherein he already know all‘the logically admiss-

able paths, and where we have some idea of the success probabilities at

‘ *each node in- the path. . ‘
Automat1c d1sp1ay of the 1og1ca1//ath achTe;ed by a subJect m1ght be

a he]pfu] tea’h1ng aid in itself. Suppose that a subJect has completed

. al but one ¥r two ihferences in a path; the display might be a good way
for him to rev1ew h1s performance A major challenge here to the software
designer, will be to prov1de a useFU] but not over]y complex, pr1ntout

. For 1nstance, shou]d L1tt1e remediation sentences elements, and advices

be put on the 1og1ca1-path review, at those points where the solver missed

something?, o
. - F
4. Intersentence Processing, Lf the critical relations in a

problem f]ow from the comb1nat1on of data from severa] sentences, then ’

’ L]

a gpftware aid should do somethtng dqf1n1te about this part of the solution

14

attempt. So far, we can formulate several heuristics which m1ght be
/ - .o -

’ . generally useful . The first of t"hese would urge the solver to ask for a

- -

. -30-
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; ‘ - status printout after hAis first descrip'time pass:'t.:nrough tne\sentgncoes,
“and then to 7look clpsely at «those variaoles'which apPea% ;g*oe the &
nearest’ to beino 1oc|'<ed.up, or -tot.:aHy defined jnProblem terms. Then
tnese ﬁ%rticulor variab]es are scanned ggg;gisentenoes, to see if any
more CON or NOT-CON relations can be found. »
A second heuristic would, recommend that, once a so]1d CON is, achieved
. ’ in the problem table, the poss1b111ty of further NOT-CON s can be made by ) .

. : >
rereading pairs of sentences cont#ining the element which has -just been

I "CON'ed." . ’ 5
e As a tpird technique, theé most informative sentences are apt to be .
N fhose with a 1ot of words‘and exclusions in them. Taking two of these ; . A
a ' h1gha1nformat1on statements together m1ght be a good th1ﬁ§ to do, if a ‘ ‘

¥ ’ -on
solver is temporarily stuck. .Sometimes, too, a key sentence wil] have

-

® '

. ~ data on two or more dimensions in it; in the Swimmer prob]em, premise 3
' -
. . ,separates w111 and Led6pards from three other prob]em—e]ementa, and a]so

gives the indication that the Leopards cannot be better than fourth. In

fact, about nine definite logical statements can be obtained from that .
. " one premise. ' . )
‘o It is a question whether sucﬁfheuristicé)can be suitab]y defined

) over a broad prob]em set; and- there is a further ggest1on ghether such

heur1st1cs -can be utilized to advantage in new problems. We are'!$11m1s—
tic at the moment, partly because hefiristics are eminently, teachablevin )
' other logical, domains (such'as-setting up integration problems in calculus),
. and partly because a]though the words -in verbal prob]ems ;re complex, they .
-aren't so complex that most terms cannot be d1mens1ona11y analyzed Even
a Qartial system for ro111ng over the dimensions may be enouaﬁf%o promote

‘ D a key inference. . SR <.

- ~3] -

»
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' ‘ -On Tong and involved problems 1ike the Swimmers, the solution is — -
. . : )

bound to take some minutes, and there is an interesting point when fhe

solver bedins to think that he/she has just about broken: th&~problem,

» 1

and thqt everythigg will soon fall iQto place. Sometimes it can even

happen that the so]&er h]reaay has enough logic to fill in the answers,
g if the information is just collécted from all the tabular arrays. A B .o >
small aid herermighi be a computer, subroutine Jhich would provide a

"

running "1ogig>score; when this score is, say, between Q and 1, then

‘J:. . . B . . . .
, ‘ the solver should continue to derive new logical inclusions and ex-

& -
( o Y

‘clusions. When the score goes over 1.00, then th%‘solver knows that
‘ -

N

he ;an;gési]y solve for remaining unknowns, with the inferences he has

already ach{éved. Thus, 1f'your score,is 1.08, then your main task is
- to collect, from the several arrays and tables, all the facts you now

m. : have. As yet, ‘there see(ms‘to be no comp]eteiy:geﬁera] way to do this

- , ca]cu]ationg_bux it can certainly be progragmed for:each problem sep-

[N ¢ N

‘. b8 o
: argtelz// It would certainly be a shame for a so]ver to haVelénough data, -7
know it! = . , o ) - i

and no
2 - : .
{ . 5. Automatic Composition of Logic Tables. Experienced.problem- :

solvers may prefer to set up their own logik tab1e§, trees, agd other

KN~ . bookkeeping devices; the authors, for instance, 6ften find themselves

scr1bb11ng 11tt1e bits of order1ng data or.exc]us1on logicy when work1ng . . ﬂ

L4

G A i,
s

on a verbalfproblem These notes are usually 1nqomp1ete and: rather hit- i ' §2f‘
and-run; as in the Schank %uote earlier, QSAare looking for something ! Q‘f\' A

that is 1ogica11y interesting. We belijeve, \however, that mogt subjects
like to haVe the’ computer provide to them a clear (empty) table to start A .
with. In the Sw1mmer, there would be four main d1mens1ons (team name,
‘ ' place, Captain's namg, style of stro!<e) withdfive roys or columns on
) R \

B : - E
/. . _32_ ',&. ’
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each dimension.

~ - 4
. -

Future runs of the FIRST.program-will immediately print

out a table like this, and encourage the subject to tear it off and use

it as a starter recording device. At any time, ,the program will also be
19 -
tapable of printing out an up to-date marked version, if the instructional

c1rcumstances demand it.
{ , e

Y 6. Time and Rate Indexes. Several investigators have postulated \

. that individuals‘differ radically in their basic information processing

capacities. Hunt (1977), for example, was able to rank-order several ,
. - i /\\

groups of people according to their response latencies in some simple dis-

.criminatian tasks. A computer-aided system operating on logical ‘material

should be able to yield a similar "basic inference rate" over a series of

-

standdrd sentences, and to tabulate tn1s for each subJect In the next

series of trials, we plan to explore this poss1b111ty in some deqtail. Of o

special interest here will be the correlation of performance on sing]eJ

sentence logical processing, with.a score on 1nter sentence der1vat1ons

-+

We will also be 1ooki{g at the parametric and distributional features of .
rate measures.in th15wdoma1n, just a$ Hunt examined intercept and slope

- features of his speed measures. !t is probably over-optimistic to think

PN
+ Y

g . . * ; - .
that one or two basic logical-processing parameters can really describe
h .

performance ,in difficult verbal prleemE;_bgt)it is reasonable to think
that the} can tell more about the processes than most dther kinds of

-

predictors. ’ -
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