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INTRODUCTION'~

The main purpose of this paper is to explain commonality analysis

as a technique, its advanta es and disadvantages, within the context of

. .

a study to examtne'school ffects among disadvantaged students. The re-
-. 1.4

,search attemptedo inv tigate the unique and common contributions of

backgrOund, mental ab ity, program and pare.ntal involvement variable sets
. .

to the reading vocab aryand compr6hension of students participating in

compensatory educat on.
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Sample and Dalp Collection

?'The sample used in...this study included 877 students in grades 4-6

enrolled in Title I remedial or corrective reading programs in the state

of Rhode Island in'FY 1973-74 and for4w14om there were appropriate grade N,

level pre-test and post-test Gates- MacGinitie Reading Tests vocabulary

qpd comprehension scores:

Data used in this study were collected as part of the usual Rhode Island

Department of Education's Office of Compensatory Programs. Throughoupthe

program year information wastcollected via four'staUe reporting forms and

the return rate was near 100 percent. .

Variables Included in the Study.

The following variable sets were identified:

Set 1: Background4Variables

1) Type of community
2) Sex

3) Ethnic Group
4) Prior years in Title I reading programs

5) Type of school attended

6) Number of times retained in a grade

Set, 2: Mental Ability Variables

1) IQ

2) Pre-test reading scores

Set 3: Program Variables

1) Pupil-teacher ratio
2) Per-pupil expenditure

31 Length of project
4) Number of days stdent was absent
5) Minimum amount of individual instruction per student per week

6) Size of instructional grpup for students

7) Number of children serviced per wee1k

8) ATIlunt of scheduled preparation tim per week with, regular

teacher to discuss students
q), Vhethar material- were available, at eru7li child's instrucyxnal

a

.
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Set 4:
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X10) Whethe't materials were'ayailable on time for project start

11) :Whether teachers selected materials
12) Amount of time spent by teachers per week develooping their

own materials
13) Whether pre- service or in-service training activities were

held for staff

1'

Parental Involvement Variables

1) How often parents were, responsible for working with students

at home
2) Whether each parent was seen at least once during project year
3) Whether Parents Advisory Comtittee made recommendations on

expenditures of Title I funds, ,, .

4) Whether ParAts Advisory Committee participated in the ,
development of Title I app4catiohs

.('

5)- Whether Parents Advisory Committee reviewed Title I applicat ens

6) Whether Parents Advisory Committee made recommendations on
improvement of Title I programs .

.
.

,
.

7) 1:11-lether Parents Advisory Committee participated 4n T.itle

program evaluation

Treatment of the'Data

Commonality analysis (also called elements or oomponent analysis)

-is a method of analyzing the variance of a dependent Variables into common
.

and unique ,1-.o identify the relative influenceb of indeOendent variables Or
t.

.

'.a
.

sets of varitbles., 'It is antattempt to undertand the relative predictive

.
power of the

T
regressor variables, both -individually'arld:0 combinat nio.

0 . ..
.: ,

:,
,

..,. The squared multiple' correlation is,broken up into elements assigned to.'

.

each individual regressor or set and to ecich pdssible combination of regres-

.)

sors or sets. The elements have the property that the appropiate sums not

only add to squared multiple correlations with, all regressors; but also

to the squared multiple correlation of any subset of variables in-

cfuding the simple correlations.

Mood (1971) presented an example, using two sets of variables, of hovx

unique and cpmmon contributions are found.

sp'
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Table I

, N.

.1*

"Let us suppose that the first m of the x's are intended

to be indicators s of X' and refer to them as the W set of

x's;' let us all the othr'n-Mis?into'another set
and refer'to it simply, as the Y set. ,We are going to

partition the variarkeattributablo to the regression of

A on the x's into three parts rahter we shall use the
multiple correlation instead ofithe variance,. We first

calculate three regressions: 4

A on the W set of x's only
A on the Y set of x's only
A on the whole set'of'x's.

4

and let us suppose that the first removes 20*.perceo't and

Cheraw variance of,A, the second removes 55 percent,
and the third removes460,percent. Now we divide the

60 perrent removed by the whole Set (W Y) into three

parts:

a part uniquely associated with W, 5%

a:part uniquely associated withAK,.40%
a part that-may be associated with'

either W or Y 15%

The part uniquely associated with the-Wset is calculated
by subtracting the proportion removed by, theTetal (t1 Y)

Set. The reason for-attribUting this 5 percent uniquely

to W is simply that the x's in the Y set removed 55 percent

of the 60 percent removed bt?e total; on adding the W set

to the Y set we remove only an'etra 5 percent so .thaLit

, is the part that must be. uniquely aswiated with W.
Similarly, the W set alone 'removes 2p percent; on adding
the Y set to it we remove only An additional 40 percent
so thatsit is the part thatdust be uniquely associated

with Y.

Unique to W
O

phique to Y

Common to W

Totals

and Y

;k <

i.
.

Ne.parthrit'may be
by suiiractifig

11;o1;'!/r(607, - V 1107/,) (kinod

15%

Y. -

40%,

15% ,

.55t

ti

associated with eacither-11W or'Y

t. he r.wr.> unique party from the

1971, p. 194-195.1'
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Advantages of the Method

The majdr.advantage of the technique is that the.reseascher can identify -

both-the-unique andcommon
0contributions of the variabreror sets of varies"--N

e,

ables to the varia(nce of'the dependent variable., This capability offers
1

distinct advantages over more-frequently used, traditional,'types of analyses

li keanalysis of covariance,or step-wise multiple regression.

Elashoff (1969) has stated that analysis of covariance'.should be

considered when the investigator believe that sore outside variable will

have a large, distorting effect on the results and when the assumptions of

normality of..data and random assignment of subjects to tkeatment are met.

441

She. stated tlyat ANCOV is widely used to "adjust" criterion scores such as

achieve6ent for le effects ora coven:ate such as ability in order to compare

several treatments. However, in school effects studies like this one, as well

.

as in other educational resear2h,the investigator may be more interested in

looking at all effectsand contributions of vaaables than in controlling

4

'statistically for the olleet of a variable.

Similarily step-wise multiple regression is an often used apilrbach to

handling data. does allow the researcher to identify the uniqut--ront.ri-

bution of each variable, to the variance of the dependent variable by

determining the increase in explained variance by adding each variable to

the regression equation. It is impossible,however,,to determine the joint

OD common contributions of the sets or variables throughthe use of step-

\ 2 4

wise multiple regression procedure\ s. Often an investigator can gain insight
.

. .,

. .
-..

into 4ducatdonal models by lookinis
.

at the predictive power variables share

\

with one another. -,4

I .

.

,
.

In addition to these benefits, Mood (1971) suggested that not only in-
.

dividtial variables but also sets of vatiableS repreqering some factor could

be ucedas independent variables fn the an- alysis.

°
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Disadvantages

6'

Like any relatively new analysis technique, therare some problems

and disadvantages in using this.method. 1..

Several areas of concern should be noted in relation to commonality

analysis. The,first deals with the difficulties encountered in testing

for significance. Modd (1971) stattd that one could make the 'usual F

test of significance for unique parts to determine whether additional

re;ression terms have contributed significantly 'to the regression.

_

interested in unique and common contributions of the factors to the
iS

ne cannot, however, test the common parts for signiLcance. This

concern is not a major one here since this large sample study is More

dependent variables than imstatistical significance.
.

ve
Ar

0 A second concern deAs with the interaction of sets of variables..

p

TatsUoka (1973) stated that the relationships between the joint contributions

sets 9f variables should not be confused with the interaction of thes'e

sets. However, if one were 'interested in the interaction, the product term
.

method could be used. Kerlinger'and Pedhazur (1973) cited an example in the

two variable case. Assuming one had two variables, X
1

and X2, the values

of these two independent variables could be multiplied over all cases to

create a third variable, X
1
X
2

. This variable is then enteredaintolth'e regres-

sion equation as another variable, and, if there ig a significant interaction

between the variables in tleireffect on the dependent variable, it will be

evident in the significance test. The analysis used in thiS study, how-
l.

.ever, was designed to investigate the unique and common contributions of the
.

.24ets of variables on the dependent variable and not the interaction of these

factors.

0
A third concern is that ,--;on.R of the commonalities Can have negativeA

Kerlinger and Pedhazur (19/1) stated that negative commonalities

1

s.

.c..
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-can be obtained in sitilations,wh'ere(one of the variables is a suppressor,
.

.

4 .
r

. ,. . .

or when correlations among independent variabits.are-negative.. Negative
.

_

proportions Of shad(' variance among variables can be difficult to interpret.
Jo. --,

". . .

.

A fourth Concern centers around the number of variables or sets to be
.- ... . , .f.

included
,in

analysis. Uniqae contributions are presented for'.-each dependent

variable or sets as well as- common contributj.ons presented for every possible

combination. If a great number' of .variables or sets are used,

'become difficult and unwielding.
. I

ti

0
RESULTS

interpretation may

fhe data wer analyzed by. using the partitioning of variance 4technique

multikle regresilori to determine the uni9ue and joint contributions of

4

four sets of variables in the reading achievement of-comprisatory education
- ,

.

stUdents.in,Rhode Island. Separate-analysN.ere conducted for Vocabulary
,

a
esand comprehension scores.

Four'-seEs of variables were included in the analyses. The background

'set included six variables. Two variables in the set- type of community

and ethnic group necessitated the construction 'of dummy varia le coding

for these indicators. The.merhal ability set included two variables. The

reading program set includdd thirteen variables related to instrutional'and

program elements. The parental involvement set included six variables in the

analysis. SevenSev,en variable& were initially intended to used; however,

liminary analyses indicated a high rqlationship between two participa4ion

of parents Advisoty Committee'in ttedevelopment of. Title I applications

,review of Title I applications-by PArents,Advisory Committee about +.80;

so an, additions[ variable combining these two was constructed.

Voci.ibulnryAnajyjis

The firome analysis was performed th,-: four sets specified above-

with post -test vocabulary standard scores as, the dependent variable. The

l
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amounrof 'explained variance accounted for by the fouK sets of vari-

ables was sixty percent.-
4

Background `Set

n

The unique contribution of the set of six background variables to the

i
".

variance of vocibulary scores was about seven percent. Th addition, the over-

lap variance, i...e., tIat variance shared jointlyvith paler sets wds about

ten percent.

4ental Ability Set
A I.'

.1/4
4

'AM

unicre co'ntributiod of the set of two mental ability variables to
I. -......,

the variance of vocabulary'scores was about thirteen percent. The overlap

variance hssbciated with this seI was about Mine percept.-

Program.SeE

The unique contribution of the set of thirteen program7'related vari-

ables'to.the variance of vocabulary scores was about nine percent. In addi-

tion, the overlap varlance.for this set equaled about five percent:

.4
.

Parental Involvement Set

'a

The unique contribution of the set of six parental involvement 'vari-
,

'ables to'the variance in vocabUlary scores was about nine percent.

the overlap 'variance associated with this set was seven percent.

Only unicRie ana overlap coritribktions have been mentioned here; how-

ever, the complete 'set of commonality coefficients are presented able

Comprehension Analysis,

.4
The secoad analysis was-performed using the .Pour sets of uhrAahles

specified 10,1 pn,;t-test rompcohension standard-scores as the' dependene vari-.

able. inc total Amounr or 5-:plAined vari-ine5! aceou'ir ffr'hy thci, four sets
niP"

vAria410, 44,is about forty-:;ix percent.

1 I)
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Background
. .

.

The uni que,contribution;of the set of skx background variables to the.

,variance' of comprohension.scores was about seven percent., while the overlap

variance associated with the background set 'was about four percent.

Mental Ability Set

The unique contribution of the set of two mental'ability variables gto

the variance in comprehension scores was about wekty-five percent while ovex-
.

Tap variance was 'about four percent.
r

6

Program Set

The unl.q11..a contributip- of the set of thiiteen,program-related

alOges.to the variance in comprehension scores was about five percent, while

the overlap variance. was slight; about .4 percent.

Parental' Involvement Set

The unique contribution of the set of six background variables to the

variance in comprehension scores was about four percent. The-overlap
je

variance was aboutstthree percent '

While-unique pnd °wet:lapcontributions have been presented here, the

complete' set of commonality coefficients for

shown in Table 2.

the comprehension analysis are

NEGATIVE COMMONALITIES
1.4

When partitioning of variance technique is used, there exists the

possibility or obtaining negative commonalities, that is, to obtain negative

proportions of shared variance. Beaton (1974) stated-that the unique ele-

,

ments must be non yip but the common parts may be 0,ther posieive,-negd-
%

Zive orAixo. !Iso mention, d th,11 degative common,Ilitius are notuZIIly

1

I
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TABM:: 1

FE:;,,',E2:T,10ES OF FKPLAU:FD
1."kRIAWE OF FO.UR

OF VOIABLES Q READIU3 VOCAERIWY

AFTER PARTITIOUIUG

T:Liqu to ,c.st.

(13-Loke,rou

Wiiqu(s to Set 2,

(faent9.1 Ability)

Uniqu.--tO Set 3,

(Prnrac.),

Uni4ue to Set, 4,

(Parental Involvement')

-t

Set: of V.aeiables

.0G89

2 3 4

t 31.3

.0867

:4043 `

NI

Cc,:, 7lon to Se'ts 1 and .2

,

Common to Sptr.; 1 ar;d 3

.

Co- :-on to e s 2 and 3

Co::::on to Setj,- 1 &tic/ 4

(;:o7,-..7,,n. to S,=-2,.:; 2 and i;

C--17o!, .r. S' ., 3 and V
. .

to v J, 2,.a112

2-

-
) -4

.

:.0393
.0

.0342,

-c - :

N

.0530

.

.0031

. O.! t r

.038

`,..-_

.0228
I

.

%563

.'0031

.

\

.0842

',0228

.

...

_.

.0900

.003i

k

-.0466.

.

y

.0530
-

.056' .9.,

.0900'

,.C466

.015Z1,

1

t

I

05. 0

1

IN
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'TABLE 2

PERCENTAGES OF E'riPLAIUED VARIANCE clFouR SETS

OF VARIAB,ES 0:i COI-TREZeiENSION AFTER

PARTITIONING
,

, 1

"Unique to Set 1,

. (background)

Unique to Set 2,
11-lental

r'
Unique to Se-t 37

(Pro3ram)

iclinique to Set 4,

(Parental frwolve.ment)
A

.0682

s....-:,,
Connon. to Sets 1 and 2

.A,;f0

COM.11.011 to Sets 1 and 3 --PP:13
46 444-

4

P 0or,..mons to Sets' 2 and" '3

Cg:* lion to Sets 2 and 4

Corr,Ton to Sets 2 and 4

...., .

-,b681

Common to Sets '3 and /1

. 4
6

Common to Seti; 1, 2-and. 3 -,0059'
C6::..-!..:)-1 to Sets 11 3

.

and is .0156

.Cor--,r)r to Sets 2, 3 evh2 4..' '

..

C'on.. .:-:,' do Cc-Ls 1-; 2 ancl ), .0020.

Co: --,a to. 7":.4,s 1,. 2, 3 .-_,.:-", 4 -(P39: ,
----1 _________ ..........._2____. ___-_-_:-

ca.

4

0

6.

O

2 3

.011:7
A

.0073 4

A

.061;2 tk .00142

. 1.

.

-.0059 -.0059

.015,6 '.0156

-.0254 -.0254 -.0254 c.

.odo, .0020

4

.62(.'39 .0289 .0289-
.

Sets of VariRbles

.2511

..05!+7

.6436

-.0081

. 0242 .02142

.0062 .0062

2,971-; .0586 .0752
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found in 'educational res'earch. This statement may be a bit premature since

A -

partitioning of vafiance te(hnique has been used in relatively few educational

0\
studies and has only recently be;:n) ideritified as a promising method in edu-

cational research.

The'results of this study indicated somonegative commonalities, most

,notably a .1003 vall4 for, the point contributions.of the background, program

and parental involvement sets in thevocab6\ary analysis. The.interpretation

.

of negative commonalities is nut clear since the meEllodolo'gy is still: in the

developing stakes.,

Negative commonalities are clearly p(Asible in partitioning of variance.

A hypothetical example should make this evident: Assumethe two variabLe'7ase;

.

where' Variable A and Variable B are use to predict the ;criterion Variable C,

with the'following squared multiple correlations: R
AC

= .50, R
2

BC
= .00,

R2AB
.40, and R

2

ABC
.60. To determine the unique contribution of variable

A, thedf9polving formula could be used:

=UA = - R2
BC

+ R2
ABC

.00 + :60 = .60.

.A f

To determine the contributionsof variable B, the following formula

c,uld be used:

U
.=

B
R2

AC
+ R2

ABC
= -.50 + .60 = .10.

The common. contribution of variables A and B could be determined by the

following fongria:

C
AB

= R2
ABC UA UB = ".:60 -, .60 = -.10.

4

As

The -.10 value for CAB represents la negative proportion of shardd variance.

Several authors (NeYman and'Neman, 1975, Kerlinger and Pedhazur, 1973)

acknowledge this as a conceptual problem yet offer little direction or expla-
,

nation to solv,.

formntia.

Other writers supply Pore direction and in-

gr
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VelV.an (1975a) suggestL1 that in a situation lice the ont presented

above a negative 4..onnonality results from a suppressor variable., A

luppre sor/-vaVable is related to another pred tor variable yet unrelated

. .

to the 'criterion. In this way the variable suppr-esses the variance .in

Another prddictor which is unrelated to the criterion. The prediction of the -

criterion is increased by the inclusion of a suppreAsor variable into

the regression equation.

'the-correlation matrix of variables was examined for ndica ions of

suppressor variables. Several instances of this type of relationship were

found..
'.n.,

4
.

Beaton (1973) and Veidman (1975,b) have'also suggested that neggtive
...

commonalities can occur when correlations between independent variables

or sets of variables are negative. In this situation one variable or set

actually confounds the predictiA power. Beaton (1973) gives an example

of a relationship of this type:

"Both weight and speed are important to sTicCess -as a professional
football player and each would be moderately correlated with a

measure of success in football. Weight and speed are presumable,
negatively negatively correlated and would have a negative commonality
in predicting success in football. If both weight and speed are

known, one would expect to make a much better prediction of success
using both variables to select fast, heavy men rather than just
selecting the fastest regardless of weight or heaviest regardless

of speed. T104the negative commonality indicates that explanatory
power of either is greater when the other is used (Beaton, 1973,

p. 22)."

.In order to shed some light on possible negative correlation between vari-
.

,ables within sets, the correlationfilatOix was again examined. Examples of
4 -

this type of relationship- we.re found to ex

'For purposes of interpreting the n gative coeMonalitie found in this

study several statm,-nts and cautions 1ould be made.

t
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1) The coe'fficients presented in Tables 1 ind 2 are'showh to the

precisionof four decimal point s. rIbis,was donemto indicate

complete results and in the event that this type of precision would

be useful to readers of this study; however, it is certainly de-

fensible Lo.rodnd off several of the coefficients.

2) If this is done. deny of the negative commonalities presented

in the tables become essentially zero. After rounding, no negative

commonalities: appear for any second order combination, only in

the third order joint contributions.

.. .

Given the nature of "the variable sees as well as some indications
. .

.

from the correlation matrix that negative correlations between

some variables exist, t isthe opinion of this writer that the
0

negative commonalities are more likely to be 4ue to negativecor-
*-

relations between sets than in suppressors. In many cases "variables

in eacli set of predictors were related positively to the dependent

10,

variables but negative correlations betweep variables in different

sets existed.

s
4) When interpretingtableseldman (1975b) suggested that when

o

negative commonalities are obtained, the independent contributions

of the sets or variables involved are collectively overestimated.-
7

4
5) Perhaps as educational 'models become better defined, the occurrence

of negative commonalities will diminish. Howdever, as commonality

analysis is increasingly Utilized, further -re:search and guidelines

on interpretation of these scores should be developed.

In conclusion, this investigation utj.liied a newly developed methodo-
, 4 .

logy, commonality .walysis, in a school - effects stUdy. The tectiniquo'

4 k

16
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provided several advantages over more traditional types of.anatysis and

proved highly satisfactory in the study., Negative commonalities were'

encountered in th analysis-and attempts were made to,adeqUlitely interpret.

)6,
A

the values. With some further developmental work the methd should prove
,

to be of benefit in future educational research ventures.

1'1

I
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