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_ the eff1c1ency of searchlng large machine- readable data bases Y
: ThlS -includes 1mprov1ng the recall andy prec1s1on characterlstlcs

CABSTRACT [T ¢ T

> v
‘ \ . -
Y

The goal of thls prOJect is- to'find ways .of enhanclng

-

of retrlevals lnltiated by user requests as well as helplng the
user to form concepts For the 1atter, ways are to be sought

. to transfer to the computer
" performed byuthe user, 1i.e.

some of the tasks tRat-are normally

to further automate I

N . -
(informatlon

retriéval).

Such developments are motivated by th rapld growth

in the volume of on line IR activities, and the fact.that the

cost ,of searches is ho longer limited by cpu search costs, S
Rather, 1t is llmlced by lahor costs»(proflllng, evaluatlng ’ C
output% bookkeeplng, etd. ) and I/0 costs. (printing, malllng, etc. ).

For a-typical search cost1n§~oetween 100 and 300 dollars,‘usually

rfss than $5.00 in cpu is consumed Such coste suggest that

large efflclency gains can be made by further automatlng IR

systems, functions. Underlylng these goals are two 0enera1 issues.

The flrst is the relatlonshlp between statlstlcal string pro-

_cess1ng and semantic word processing. The second is the concept

: of multl -step orocess1ng of a search- Tequest.

. ]
Statistical string proceSS1ng pertains to thosg IR functions
that can be performed w1thour knowing the defirnitions of the

terms (character strlngs) i.e. softing terms and grouplng

records 6n the basis’ of the terms they contain. This is-the

typical method used in Boolean searches and simple term

clustering. o

-

Semantic word Processing pertains_to those word relation-
ships that depend on term definitions. i.e. the medning of the
term "in the contex& of the data .base~ Multi- -step prccessing:

of large files involves using more than one methodology in
distinct steps, t6 process.a s1ng1° search request. The steps
are arranged S0 that the first process i.s most appropriate ror )
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use on a very-large file. The second ‘step then operates on .
. a subfile identified by the flrst step and further reflnes y
| the output flle, etc. In this. study,.the multi- step search
idea was tested at lengtn, using Boolean search. as the. first - .
step and subJect term cluStéring as the second. The results
~ | were.encouraglng< Moreover, it was found that the processing
* ' ,may be furthet strengthened by, 1ncorporat1ng some semantic
'1nformat10n into statlstlcal strlng processing by the use of
. a new method 'of Automatlc Term Class1f1cat10n (ATC). The . °
ATC method allows the strlng comparison mechanism to 21ther
match the categories rather than match: the strlngs, orwto
dimit the compares to those terms that, lie w1th1n & g1¢en
' category " The latter process is new, andveorrespoﬁgs‘to the ¢
psycho;oglcal process of focus1ng attention on a llmlted':k
‘ .famllyxof record aspects,' Overall the results suggest an .
organlzatlon for the IR system of the future in which several

processing technlques are .used” during a5s1ngle retrieval, and
. . : . o g
in which the system will be an active search partner perﬁormkj.ﬂ
ing like an ideal librarian. : T o R
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V. <" . ENHANCING THE RETRIEVAL EFFECTIVENESS | "
- By OF LARGEQINFORMATION SYSTEMS s
) : - - ; . s . R Tos .;
) ‘ ( Jﬂ - ' ' " Wﬁ , :' . . t LY
~© .-l. -BACKGROUND .  * A v oo e

. are enormous . .- . AL “ . ‘”-n . ;<"§
) 3; ‘To date, the commerc1ally v1ab1e I&-systems for large ‘o ;

L3 ' 9'

ot biblmpgraphic data bases have not been "thinking" systems : .

LY

“: :"tomato". "The systems of most organizations work this way, . g

“Theg/)nd requires, a representation of knowledge wherein :nterassoc:ated
a

‘,1dea ré Jabeled according to their type. Such labeling seems.utteriy E
T Tecessary in order to difect efr:clent searches through memory. ‘for, . _\}\(
information that meets certaln requ:rements ’

. . M ) N
) . - :

LIRN

.
..... -

During the past 20 years” the application of computer L
technolog§ to solving information retrieval '(IR) problems has . ) :
‘become commonplace. These applications dre motivated by many ‘ 5;
<factors,‘the most prominent of which are probably‘the advances ) R
‘}' in electronic data proces31ng and’ ¢omputer. print setting ﬁ ™

technblogy, the 1nformatlon explosionland the recognition by .
' zlagencies, primarily thn National Science Foundation (NSF), S © 1
thatﬂthe cost benefit ratioo favorinﬁ research on- IR tcchnology\ }

- “

» in the sense that they identify records for a.retrieval based , -
" on the character strings that they, contain - 1ndependenr of the o
,conceptual defin:tions of. those strings ‘For 1nstance one

may query Boo‘ean systems/for co- occurrenées (occurrences .;.‘ L
within cne record) of the &trings "onne and "tomato" 4in, order e e
to ldentify those records pertinent to tne concept “the effect T
of ozone on the tomato ‘plant." 1In performing this search$,,h . ( ;i
system does ‘not make use of the definition of ozone as -a - T

molecule composed of three oxygen atoms nor- +does it,pse the : . &
"definition of. tomato Rather the system merely searches fo,s B
dccurrenoes ‘of the explicit character strings, ozone" and \
includipg the IIT Research Institute S- Oomputer Search Center {QScﬁw o
The National Library.of Medicine. (NLM), Lockheed Information - M
Systems SDC Search Service and the University of "Geprgia -~ e

Information Dissemination Center One exception is the Institute
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of Screntlflc Informatlon,(ISI) systbm, which 1dentrf1es ~
related records v1a neferences cited withln each docyment. ?

That is, the ISI system efféctlvely 51desreps the problems of
handllng and maniipulating sub;ect terms by.llnklng each <’
récord Eo those records that it. c1tes, » In. the fu}ure, it

*

would be desirable to co- -ordinate thlS Qapablllty Whlch is
a natural extens1op of‘manual procedures w1th the subJect
; term oriented’ capabllltres studled in thls report“ .

.«
/ b

) Thegenormous success of IR systeﬂs based on merely .
matchrhg character str\ngs motlvates one to try to automate v -
more of the steps rzfthe IR-procese, conceptually outllnea off
Tabl bl The task f,gomp031ng a COmblnatlon of charapter , '

’ strlngs that Wwill represent ‘a glvén concept (proflllng)‘and
retr1eve approprlate records with good performance 1sadlff1cult¢
It requlres knowledge of the spatlstlcs of the terms wlthln the *
data base as, well(as knowleﬁge about the des1red concept.. . ~

* ]

lnformatlon specialists, Searoh fallures can oceur. for many

reasona, 1nclud1ng failure to translate he concept ifitp the 'p_
spec1f1c termlnpgpgy of the system,»fgllure to 1dent1fy closeky

) related concepts ‘and failure to learn durlng the couxse of th:
search those new concepts that are related tq,;he old one by ‘

1mplxcatlons - rather than. overlap of charéetér str1ngs

i Clearly, some of the capabllltles that one would llke to/‘
automate 'in an IR system a¥e those of &5§zdeal 11brar1an tHe '

ablllty to, summarize theegenefal"c1aracter1st1cs of a retrreyalf
or a colleetion without neCﬂssafil} haV1ng to analyze all the |, =+
'" implications of the text in the records the ab111ty to dis- . 7% -

-
.

-amblgUate different classes of term co- ocgurrences (i. 6. - .
dist1ngu1sh between "the effect- of o%one on tomatp plantg" and ° |
"the generation of ozone by ‘tomato plants”), the ability to | iawﬂ
suggest to the user certain aspects of the search that <are . ,’;3"

llkely to be of interest, etc. Becaﬁse thesegﬁapabllltles

involve using terms as more than just charactdr str1ngs,\thcy&
1mply that the system will have to have avallable to, 1t

some

Accordingly, -the- proflllrg task is usually gerformed by - .

.t e,

"

Lo




"STEPS

1

MANUAL SEARCH OF CACon

T n AN TGN e g by o

TS T el

CACon

The User R

, .
Conceptualizes document
characteristics

‘e “*

/

/

Expresses characterlstlcs
in-terms of Data Base .and
iR systemA/{

oo
I

Identifies known qutﬁors, corporate
authors, subject areas, related -
concepts, time periods...

Identifies key words and  subject
index terms with the subJect areas,
identifies relevant CA sectlon,

- Jumbers. Adjusts time period for
pub!ncat:on lag... . -
3. 0perate§ s?stem and Refers to CAS Subject Index, Formula
N recéives output Index, Subject Guide and Author ™ - y
v Index for abstract numbers. Proceed
- to abstracts fur references... ™’
4. Eﬁpluates output” and™ " Reads parts or all of abstracts and
““~" ) vy makes decisions as to completeness
» . and relevance/
ha. Is satisfied; .or Decides that search has éxhausted
CAS capabilities and/or has fulfilled
. ~ “search needs. )
bb. Modifies expression, or - Includes related terms, corrects
’ ’ errors of translation..returns ﬁb4%
. Step 3. -
kc. Modifies concept, or Corrects grrofs of thought or incor-
: 5. porates neéw ideas learned from search.
’ ¢ Returns to: step 2. .
" 4d. Terminates unsatisfied- Is frustrated,- runs out of tlme or
f ¢ money. ... e
Lo TABLE. 1. Steps in information Retrieval : . .. >
, \ “\ , " - » .

CSC SEARCH OF

Same

Same plus association of keywords
and keyword fragments in logic
sfatements, examination of kayword
and fragment frequenC|es...

Key input and operate compute?

system. Output computer printed
citation cards, sometimes obtain
full abstracts for references

Same
Same
Same

Same N

Same




degree of conceptual term definition. Language proces31ng Tt
using conceptual term representatlon is usually called : . S

4

semantic 1nformat10n processing. ' I : 3

\
* [y A

Curiously, it has been found that attempts to 1ncorporate
semantic information into an 1nformatlon retrieval search
mechanlsm have generally resulted in degradation of search /;,. .
retrieval performance for.equal search cost, as comﬁared -
qiﬁh statistical string processing.?'* That is, for a given
dollar cost, a statistical string based search mechanism will
generally give better performance than a.system using semantic

information.’ . ;
. - =
. ~ Many of the attempts to incorporate a degree of semantic .
: information into IR systems have been reviewed by Montgomery®, LM
? ‘and’ more recently by Damerau The general structure of these .
=" ___systems-is shown in Flgure lf»adapted from Montgomery o~
b ¥ . -
2 ) _ -
. - . . o P
- ’/ -
’ Data Base ofl,] Formal - |~ Formal - ‘
o Records Language Representation
“\ ‘ o Rules of Data Base .
N Reccrd
_User Queries|w| Formal - |—_olFormal
: e . Language Representation
: _ — Rules | off User Queries
User ] Records -Eorf
> 4 A . _‘
Which Match} . .
- ’ ’ Occurs L.
X \-—/::_./- / Vo

~“- ~Figure 1. IR Systems Design Based bns Canonical Representation

) - User queries and data base records are each translated into
a formal representation that facilitates the recognition of -

, matches between them. The choices for the format representatidn

‘
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vary widely, 1nclud1ng contr1butlons<from semantics and syntax
of the data contents. . Some systems, such as those of Sager and

Kuno—Oettlnger us2 a syntax-driven phrase structure grammar to

"identify and rewrite recdérds into canonical forms. These systems

are top-down in the sense that they used fixed rulés to classify
input strings. Transformational grammars have also been applled.9
Other systems use semantics-driven procedures to replace records
with a representatlon in semantic pr1m1t1ves. The systems of
Wilks!® and Laffall! are.of ‘this type. Yet other systems com-
bine syntactic and semantic 1nformat10n to approach a more
complete represemtatlon of the data base. Von Glaserfield's!
system is_of this type. Finally, there are more comprehensive
Artificial Intelllgence (AI) systems, like those of .Simmons!?,
Schank'" and Winograd!'®, which use 'internal representatiohs chat
approach the power of handling text in‘a coguitively meaningful
manner. Such systems, of course, are much more expensive to
operate because of their h1gh requirements for computer memory
space and processing time. However, their capablllties are._
impressive.- AI Systems exist-today that can 1nput up to about
one %hort paragraph of English text, in a very lrmlted context
of d1scourse can process it into an internal representatlon
and then can-.answer questions about it, phrased, in nearly free
English. The existence of such systems today motlvates the
question of what their relatlonshlp will be to the IR system ’
of the future. That is, are the statistical string technlques

that are domlnant todav at commercial search serv1ces destined

to be replaced by semantic technlques in the future, or is a
sharing of roles more &1kely7 . , f . ‘

Because statistical processes have been most Eost ef;1c1ent
research has recently been done on enhancing the &ff ficienvy of
these processes. A logical extension of the Boolpkan search

procedure is to relate the probability of conceptual similarity

between two records to the number of character s rings that they
hold in common. That is, records contalnlng the same strings

are more likely to concern the same concepts than are records that
don't. Using th1s principle, it is possible to partltion record

- ~
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collections into groups, or clusters, such that members within‘
a group share vocabulary overlap, and, probably, concepts.
Unfortunately, the cost of clustering lncreases}raoldly as the
o file size 1ncreases because it involves comparisons among all
records. For a collection of N * records most. clusterlng %
algorithms consume an amount of computer process1ng time pro-

: portlonal to between N_ ln(N ) and N 2.

For 1nstance} if a flle'w1th 100 records is,CIUStered_using
10 cpu, then a file of 10,000 reco-ds would reéquire between 400

cpu and 10° cpu. Since many b1b110graph1c files are much - .
larger than 10,000 records, it is difficult to see how a clusterlng
ralgorithm could be eff1c1ently used on a large 'file during a e

single on- llne accession.. o ;o . !

- Using clusterlng on small setsa many investigators, prln-
cipally G. Salton16 and K. Sparck Jones‘7, have stud1ed new
des1gns for IR'systems. wSalton generally uses about 1 000
records, and K. Sparck Jones uses fewer Via th1§ method,

records are clustered into groups before _retrievals are done.

Then, a user query may retrieve any of the already clustered

record groups. This process is analagous to retrieving all

entrles under a subject category such as a Library of Congress

Catalog number. However, with clusterlng, the records may be
) conven1ently ratiked according to. their probable relevance to the.

search query. One feature of these systems that has recently i

been_ekploited is that user ‘judgements on re1evancy of output may .

. be readily incorporated, -by autamatlc ‘means, back into thé .
retrieval mechanism so 4§ to.re- prlorltlze the output,!®:19 That
"is; if a given record is rated as relevant, the terms 'in that
"record can be more highly associated .with relevance and the terms
not appedring can be more ‘highly assoc1aten with non-relevance. .
.The opposite procedure is applied for records judged to be non-
relevant. The results of .these judgements are then applled to
all candldate records, through the/% Such™
procedures é}e capable of very hlgh R performance in situations
whére many relevance judgements may be accumulated

erms they contain.

-

In contrast,

*All symbols used are defined in Appendix A
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it seems that for the case of on-line interactive retrieval, \

it would be more efficient to have the searcher make, the
judgements directly on the terms themsclves. Then, the system

- does not need a procedure to automatically weight the terms.
Instead, it is told that information directly. The key p01nts
developed by these workers that are relevant to the work to
be discussed herein are: - '

r ) -
1. Statlstlgal methods exist for automatic partitioning'
’ of records into classes baeed on their term overlap; )
. ' 2. Clusterlng can eithex be -user 1ndependent or user
\\\ " dependent; and 2 " ,

¢ . 3., ‘Subject term clusterlng i§ qsually llmlted in

application to small files for reasons of proce831ng
cost ) . L ‘ .

" o ~

User releévance Judgements made on one group of i
records can be automatlcally extrapolated to another
grovo of records on the basis of thelr shared terms.;?

- ¢ LI | ?
. - , 4 2
. ‘ ‘ - 4
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/PROGRAM CONCEPT- ' -

The central 1dea of this program is that more :than one .
search methodology can be used durlng the course of a single
retrieval. Perhaps it ls‘the case that IR systems lncorpora— .

“ting some degree of semantlc information process1ng are less

successful than purely statlstlcal string processing programs

way to con

because th; statistical p ocess1ng is the most«efflclent s1ngle o
retrleval methodologies _can be thought of as screens of varying

uct a retr1eva1xn That is, perhaps the various

coarseness with Boolean skrlng matchlng belng‘ early the ,:
most crude,! clusterlng, fo example, belng less cxude (because

it uses all of a record's Qerms, rather than only the\selected ‘
ones as occurs for Boolean‘search),qand semantlc information . -
proceSS1ng belng much flne‘ If the screen analogy is\valld '

‘then thé most cost effectlve way to perform a very precise

search is not’ to apply jthe 'finest screen to every record.

Rather, it is/ to start Wlth a coarse screen, and to use it to
separate out all those items that, at its level of..coarseness,

do "not. apply, and then to apply the more fine screens to the
remarnlng items. This implies that the many forms of canonlcal .
representation previpus alluded to, and ,their correspondlng

-

-match mech nlsms are all candldates for usefin ‘co-operative

systems moré’ complex than that shown mn Figure 1. That is, any,
combination of those systems could be arranged in a sequence of
Steps.to process a single user query. Many combinations are
attractive. For this study, Boolean searching was chosen ais

" the first step of an Lnformatl n retrleval and subJect term

.clusterlng of the resultant ,set of '(Boolean. search selected) °
records was chosen as the second step. '

There are several factors. that motlvate the,coupling of a
Boolean flrst step with 4 clustering second. step First, .
Boolean technlques work: well with inverted term flles, so ‘that

_ they eas11y accomodate large files. Subject term clusterlng

techniques, however, are prohibitively ekpens1ye for large: files. §
Second, whereas Boolean techniques reqU1re user specified terms,

-
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cluster techniques work on the contents of records, and so can

accomodate the many highly specific low frequency terms that
are so inaccessible to Boolean methods in pxroducing the pattern.
Also, because clustering operates on the record contents, and,
in effect, summarizes the’ retrleval as a pattern,,the pattern
can assist. user concept formation about the term co-ordinations’
that are represented in the retrieval. That is, IR is essen-
tially a closed problem because the user can always s1destep the
IR system and manually screen all the records for.the desired «
properties. Hence, the measure of the effectivenecs of any IR ..
system is the degree to which it reduces the number of user
Judgements while preserv1ng sufficient recall. By grodplng
Boolean-retrieved records clustering cgn reduce the number of. user
decisions requlred to the number of clustered groups That

1s, if all-records in a _group are s1mllar “then, only one or two

of them need to be examlned s0.as to evaluate the re]evance of .
all the members of ‘the group Second, the grouping prov1des a
mechanlsm for feedrng Jback to the user summary level Lnformatlon
about the characterlstlcs of his retrieval set. For such a
mechanlsm to be useful’ it shoyld perform at a cost less: than o

'thatiwhlch would be required for manual evaluation of the

.
'i’*h

retrleved set .cx other avallable means

Some mlght algue that it would be more approprlate to couple
a Boolean first step with a syntax based second step. It was

decided to use clusterlng because content 1nformatlou which is

accessible to clusterlng methods, seems to be a more coarse screen
_ than syntax information. After all, titles are an effective

retrieval field, and-titles are usually ‘phrases, not sentences

"It seems natural to first consider the terms that are present
then their context, and then their syntax.

U




" terms of low spec1fldity are used 1n the search‘strategy (i.e.

/ and 900 non-rrelevant records are retrleved

-

THE RETRIEVAL PbRFORMAk"E ﬁROBLEM - TYPICAL PARAMETERS

wte * . / / ‘

The retrieval performance problem 1nvolves the difficulty
one has in achieving hlgh recall with hlgh precision in, for
instance, on—llne blbllographﬂc retrievals. This problem is

1llustrated in Figure 2 for typical search parametérs for an ' ~

.on- line retrieval from a large data-base.’ If terms of very

hlgh ‘specificity are "used in the Boolean'retrieval search

,atrategy (i.e. Low frequency terms such asg the names of specific
'plants (pine, carrot etc.)), the nunber of records that satisfy

thé/search strategy (the reirieval set) is smaIl the prec1S1on

" is high (most refrieved records are relevant) ‘but many relevant
'/records are not/retrleved because they did not contaln the

specific terms/chosen by the searcher I, alternatlvely, .
-high frequency terms such as plants, botany, etc~v‘ .the number
of records that satisfy, the search strategy is’ large, the
precision is low (many_retrieved records ‘are not relevant) ‘but
most relevant<records are retrleved Thus, there is a tradeoff

' between the number of relevant records mlssed and the user time

requlred to evaluat« possible non- ~-relevant records For ~dif-

ferent users, the tradeoff is usually satlsfled by varying the
size: of the retrieval set. 1In Flgure‘2 a retrievel of about

100 records results in a precision ‘of about 30%. so that 30

ST levant and 70 non-relevant records are retrleved Asmore .~

complete search yleldlng a retrieval of 1,000 records results
An. 2 orec1slon of" about 10%, so that about 100 relevant records-

. N

"Not all searches need be exhaustlve so not all users will
opt for the larger, more complete searches At IITRI's CSC,
however, exhaustlve searches are often required, and so the fol-

lowing question arose. Suppose that the Boolean search parameters ¥,

“were arranged to vield an exhaustive retrieval? Is there any

addltlonal computer processing that could ba performed on rhe. A -

retrieval set so ds to further separate the relevant from the
non-relevant records? That is, the Boolean search technique, even
when_ used W1th general terms so as to yield hlgh recall is still

- s *
i F ] . ‘
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ery effective filter, reducing the set of candidate records -
_ £ r retrieval from perhaps 2, bOO 000 to perhaps 2,000, as
lustrated in Figure 3% Now, the 2,000 item retrieval could,. .
+ b further refined by additional Boolean restrictions. The .
" groblem is that the formulation of those additional restrlc- ' i
ions would be very: time-consuming because they would neoessarlly
involve low frequency terms, and hence, a 1ong and complicated

' - [search strategy: Also in order té formulate this long.and. -

reflned search strategy, it is necessary to find out some of .
‘the spgmary level characterlstlcs of the retrleved set, and ~ oo
‘the oé?i way to do that_ now is to scan some of those records or

try'to guess the terms that are present and to enter them as o
Sear¢h terms. However, why should a user have to guess? Wouldn't -
it be better for. the computer to sort the characterlstlcs of the
relatlvély small rerrieval set- and report, them back to the user? R
The manual scannlng process of reflnlng ‘the’ Boolean logic is sq -

s slow that ‘a user' is -.often better off, when he requires:an ex-: .- E
fhaustlve search, to slmply prznt the entlre hlgh recall set and

. «manually reject the non relevant 1tems If the retrieval set . T

| of 2,000 records were partitioned into 20 clusters (of 100

recérds each), and if all of thée relevant records were to be

in one cluster, then 1dent1f1catlon of that c‘uster ‘would yield

a high recall search with high precision. The Boolean step . :
would bé“recall -oriented ,and the clustefing step would be - L
prec1s1on oriented. The selection of the appropriate (high ‘
-recall with high precision) cluster could then be accompl‘shed
by, perhaps, examining one or’ two sample records from edch -

cluster~—reduc1ng the number of relevancy dec1s1ons from 2*000'
+ to about 20.
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2. « METHODS AND MATERIALS
DATA’ BASES SN

C 4

) The"data bases used for\the experlments were ‘Chemical
Abstracts Servrces CACon; Voludes 82 and 83 and Engineering
. Index s COMPENDEX (Ei), Volumés 74 and 75. CACon addresses
.. wide range of chemistry related literature. —IE covers aBGut
v,300, 000 references per year, “and durlng this tlme period;,

3

P

groups them into 5 supersections composed of 80 sectioms, E

as 111ustrated in Figure 4. Each of the 80 secrions is =,

further subd1v1ded into subsections.. There is’a total of

‘ :about 700 subsectLons Indlv;dual records are asslgned to

. categorles y'besL fit. Cross- ~indexing terms 1ndicate whené
other assigamentss were .considered acceptable ‘ COMPENDEX.has
a 51milar structure‘ln that edch reérod is assigned to cate-;‘, ‘
gories (Card Alert‘Codes) However, .the codes .are apPlled ) -
more in the Spirlt of controlled 1ndexrng, and multlple code *

.- assignments.Bo a given record is the rule, rathér than the -

" exception. This is opposed té the facét that a given record
in CACon is: usually asslgned to only one sectlon and usually

has no cross- mdexmg terms.

»

Each record dn CACOn contains the fOllOWlng fields; CODEN
title, indexing {including section and subsection asslgnment),
bibliographic refe*encé and author. The clustering experimenps

. ‘used-the first tbree of these fields, in varicus combinations.

The COMPENDEX records contalned the same fields as CACon, and» -

in additlon, also coqtalned full text abstracts blusteripg

.experlments for COMPENDEX used the abstract field.

' N - . ' - ) ° 2
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Subseckion Arrangement for CA23 - Aliphatic Compounds'*® .

.0. “Review ' . . ;i
1 General > :
2 Hydrocarbons ) )

3. Halides, L ' L
4.  Amines, -ami '

ammonium compounds

oxides,.imines, quaternary

F] > N

5. Hydroxyl amines, hydrazines, azines, triazines, %
azides, azo and didzo compounds ' ’ s

6.° Nitro and @ﬁtroso Compounds ' ’ '

7.  Alcohols and thio alcohols ; ;

8. Alcohol esters with inorganic acids including' é
cyanates and isocyanates ' ’ \ f

9. Ethers and thio ethers ' e : %

©10. Peroiides\and’hydroperoxides i - ]

11. Sulfoxides, sulfones and sulfonium compounds

12. ~ Sulfenic, sulfinic and sulfonic acids -

13. ' Selenium and tellurium .. ~

14.  Aldehydes and derivatives

15. Ketones and derivatives : ‘

16. Carbonyiic acids and peroxycarbonylic acids and
their sulfur-containing analogs and salts

17. Esters, Iactongs, anhydrides,-acyl peroxideséyﬁﬁ\x
acyl halides

18. -~ Amides, lactams, amidines, imidic esters,
(hydr)azides . C
19. -Nitriles, isonitriles and acylcyanides
-20.  Ureas, carbenic acids, guénidines, and sulfur
s gontain%ng analdgs

Figdre 4B. CACon Data Base Structure - Subsections
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Cl\lll Envu'onmental Geologlcal Bioengineering

Planmng, design, construction and maintenance of-fixed structures and facilities; in-
pmer

cluding pubhc works, for communi

o b industrial acti and-tra
roup  Division $ Annual Group Dlvision

No. No. Subscription
400 — CIVIL ENGINEERING,
GENERAL i

401 - - Bridges and Tunnels

Design, construction, mawntenance and repair of
arch, bascule, cable-stayed, cannlever, compos-
e, Iift, movable. plate guder, pontoon, suspen-
sion, swing, trestie, truss and other types of

+ bndges ot concrete. masonny, steel apd nther
matenals for can; eway. highway, military, pe-
destrian. plpehne, radroad and wviaduct appl-
cations, bnidge anchorages, decks. pyers, super-
structures, and supports, construction of pedes-
tran, radroad, utdity, vehicular, water supnly
and othes iunnels.

402 — Buildings and Towers  $100
Design, construction, service equipment, main-
tenance and repaic of apariment, auditorium,
commetcal, cdutationdl, exhibition. factory,
tarm, gasage, ndustrial, laboratory, medical,
otfice, public. recreational, religious, residentsal,
stadwm. storex termenal. theater. warehouse and
other buildings: conventional, inflatable, modu-
las, multistory, portabie, prefabricated. tempors
ary and other types of bullding construction.
exposition structutes, masts, monuments, pylons.
stfos, stacks, towers and other special structures.

403 —Urban and Regional Planning
ahd Development $65

Design and development of urban arcas and

“regrons, iacluding cities. suburbs and towns:
land use planning; mumiaipal engineening and
public works ncluding provision ot fac.litses
and structures for education, government, health,
huvsing, recreation, shopping, and urban trans-
port including internal transport facilities, urban
rehabiitation and rerewal

404 — Civil Defense and Military .
Engineering . $65

Ciwvitian protective works and shelters, military
bases, buildings. construction, equipment and
matericl. military ycsc;vch on ballistics, missiles
and other ordnance: Tmilitary science, mussile
sites and systems; naval burtdings and structures

405 — Construction Equipment and
Methods; Surveying  $100

Design and manutacture of blasting equipment,
tassons, cofferdams, concrete mixers, construc-
tion vehicles, cranes, derricks, dredges, carth-
moving equipment, ‘ho:stmg equipment, piles
and pule drivers, preumatic tools, power shovels
and other equipment stems, construciion opera-
tons such as dredging, erection, excavation,
grading, grouting, masonty, prefabnicated con-
struction, niveting. rock drilhing, and shaft sink-
ing techniques of concrete, steel, and timber
construction, techuigues of surveyng and ma'p-
ping..including photogrimmetric methods

v . 3
406 — Highway Engineering $65
Highways roads and streets engineenng includ~
o cuhverts, drain3ge, embankements, inter-
“changes mlcrscchons, lighting, markings, me-
dran dividers and guard rails. overpasses and
underpasses. railroad - crossings, road stabefiza-

’
» 13
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$65’

develo
ortation. -
$ Annual

No. No. Subseription

ton and structural design, roadside improve-
ment, route planning and siting, toll roads and
related structures; maintenance of highways and -
cther routes. -

407 — Marifime and Port Structures; _

Rivers and Other Waterways $65~ . ..

Design, copstruction, equipment, maintenance
and repair of breakwaters, docks, groins, fettes,
marine terminals, piers, pontoons, quay walls,
revetments, seawalls, shore and harbor protec-
tion and coastal engineening structures generally,
harbor and port faudlities, lake, river and other
waterway improvement and regulation by means
of dredging, navigation canals, channels, gates
and locks; sedimentation and silt control, and
bank siabilization.

408 — Structural Design $100,
Design, construction and testing of arches,
beams, columns, cylinders, disks, domes, framed
structures, girders, plates, sheet materials, shetls,
spheres, struts. trusses and other structural mem-
bers, sections and shapes; structural stress
analysis, photoelasticity and other methods of
stress determination n structural design, wind
" stresses.

410 — CONSTRUCTION <
MATERIALS

471 — Bituminous Materials $65
Manufacture, testing and use of asphalt, pitch,
tar ano derivative byproducts for applications
such as coatings, flooring, pavements, roads
and streets, yoofing, scalants and waterproofing.

412 — Concrete $100

Admixtures, aggregatgs, cement, crushed stone
gravel, hime, mcrtar, ready mux, reinforcing
maternals, sand and combinations thereof to form
concrete products, lightwesght concrete, rein-
forced structures and surfaces including blocks,
precast and prestressed units and other structurat
forms.

v

413 — Insulating Materials $100
Asbestos, cork, fiber and fiberboard, foam ma-
terwals, glass, magnesia, mea, mineral wool,
plaster and plasterboard, plastics, rubber, ver-
miculite, wax and other snsulating materals as
used for acoushcal electrical, flame, moisture,
radiation, refledwc sound, thermal, and wibra.

tion insulation. .
414 — Masonty Materials $65
Bacalt, brick, clay, glass, granite, himestone,

masble, sandstone, slate, terra cotta, tle and
other structural ceramic and stohe materials for
butldings, engineernng works, arid structures,
mortars:”

415 — Metals, Plastics, Wood and
Other Structural Materials $65

Aluminum, copper, iron, magnesium, plastics,
stez!. wood, and othér structural matenals to
form clad, composite, honeycomb, laminated,
reinforced or sandwich materials for building
and structural use.

COMPENDEX Data Base Structure
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x shops

ent, environmenta! control, housing,

$ Annual

Group Division

No. No6 L Subscription

420 — MATERIALS PROPERTIES <
AN!_) TESTING .

"421 — Strength of Materials;
Mechanical Properties  $100
Elasticity, plasticity, rheglogy, stress-strain rela-
tions and associated phenomena and properties
such as abrasion resistance, crach formation,
creep, deformation, ductility, failure, fatigue,
fracture, hardness, malleability, radiation dam-
age, sftrain hardening, strength, surface rough-
ness, wear, yield strength and other mechanscal
properties, testing of miétals in bulk form or
as crystals, films, foils, sheets, whishers, wire
and powder metal products; testing of nonmetal-
lics in bulk or divided form or as combinatinns
of matenals such as composite, honeycomb,
laminated, reinforced and sandwich matenals.

422 — Strength of Materials; Test |

Equipment and Methods $100
Apparatus such as hydraulic impact (e.g. Charpy, _
ized), indentation (c.g. Brinell, Rod\weli Vick-
ersy, screw-gear aad universal machines, ana
instruments such as extensometers, stratn gages
and other cev:ces; bending, compression, creep,
{atigue, hardness. high and low pressure and
temperature, impact, shear, tension, and torsion
test methods, nondestructive tethniques such as .
bnttle coating, liquid penctrant, magnetic par-
ticle, radiographie, ultrasonic, X-ray and similar
me2ns for detection of defects and flaws; spcml
techniques for accelerated lestu!g

«

423 — Miscellaneous Properties and”
Tests of Materials $100
_Other physicat and general properties of mates
rials 2s determined by miscellaneous test equip-'
ment including chemcal, electrical, environ-
mental, auclear, optical, physical and thermal
« dPparatus and instrumentation.

430 — TRANSPORTATION
431 ~ Air Transportation $65

Air cargo, freight, mail and passenger services,
avil and milifary; awcraft mantenance and
repair facilities and- methods; airlines, reserva.
tion systems, routes, scheduling, atrports, build-
ings, hangers and terminals, ground facilities,
markings, runways, air safety, aur traffic control,
navigation ards. .

432 — Highway Transportation $65 _
Commercnal, freight, passenger, public service
and other forms of motor transportation employ-
ing automchiles, buses, taxis, traders, and trucks
and ncluding operation of fleets, lines, routes
and terminals; hilling stations. garages, repaw
and vehicle maintenance and repair,
highway safety, traffic control, signals and
surveys,

433 — Railroad Transportation $65
Freight and passenger rai} seduces and industnal
ralroads including use of railshighway contaners
and trailers, and operation of lines, reservation
systems, routes, switchyards and tewminals; re-
pasr shops and maintenance and reparr of rolling
stock; safety, signal systems and traffic control.
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N ¢
Group Division $ Annual
No-. Subscription

434 — Waterway Transportation $63, 450 — POLLUTION, SANITARY,

Cargo shipreant and passenger tv..oportation on

coastal. land, transoceanic or other routes;

cargo transfer and termunal operations; marine ,
safety and pavigational ads' including beacons,

buoys, “hghthouses, lightships, operation of

barges, containerships, fernes, freighters, me-

chant ships, passenger vessels, tankers, tugé and

other craft,

— WATER AND WATF2WORKS
ENGINEERING

441 — Dams and Reservoirs; Hydro
- Development $65

Design, construction and repai- ot arch, buttress,
carth, embankment, gravily, movadble, and rock
tIl dams, multpurpose and speaal purpose
reservosrs, hydraulic structures associated with
dams, and hydro.power development such as
channels and chutes, conduits, draft wbes, fish-
ways, flumes, forebays, penstouks, nver basin
development, siphons; sluice gates, spiitways,
stlling basins, surge tanks, and weirs.

442 — Flood Control; Land -
Reclamation . $65
Drainage, runoff and subsutface water quantity
controd; flood routing, flood ccniio!l measures
and structures such as dikes, draimage basins,
levees, rnver embankment works 3nd storage
systems, flood forecasting, megsures, structures
and waorks for srrigation and reclamation of land

443 — Meteorology $100

Aerology, 22ronomy, atmosphere, climatology,
cloud formatiun and seeding, rce, rain, snow,
and storm phenomena, weather modification,
winds, weather forecasting and me=:.rement by
anemometnic, barometric, hygromeltnc, pressure,
temperature and other instrumentation including
use Ot meteorological balloons, radiosondes, rain
and snow gages, satellites and telemetry systems

444 — Water Resources $65

Surface and underground water occurrence, re-
sources and supolies including aquifers, artessan
water, groundwater, springs, water beaning for-
mations and strata, waterfalls, watersheds, water
wells, and hydrogeology, water conservation,
water law, waler 'prospecting, waier yield im.
provethent, regional water resources, hydro-
logical cycle generaily induding evaporation,
precipitation and transpiration of mossture and
. its influence on atmosphernc water vagor, soil
moss*ure, surface water and water table, regional
hydrology '

445 — Water Treatment, General '
and Industrial $65

Improvement of water qual', for general, pota-
ble or process use; methods and equipment
designed for acration, chlonnation, coagulation,
demuinerabzauon, filtration, flocculation, fluors-
nation, sedimentation, softening and other treat.
ment techmigues, water 3nalysis, bactenology,
and chemustry; saline water conversion

446 — Waterworks $65

Design, construction, equpment,  operation,
maintenance and repair of water supply systems
ncluding aqueducts, distnbution hnes, mains
and water pipelines generally, nunicipal water
supply. and regional waterworks; pumping plants
and stations; waler tanks, towers and related
hydraulic structyres; water ulility management,

twenty-four

ENGINEERING, WASTES
451 — Air Pellution $100

Engineering and economic aspects of air potlu-
tion control; abatement and control of gaseous
and particulate pollitants such as dust, engine
exhausts, flue gases, fly ash, fumes, odors, smoke
and soot; methods and equipment used for air
and dust analysis, density measurement and
sampling; dust collectors, filters, precipitators
and recovery systems; dust hazards and pro-
tective devices.

452 — Sewage and Indusirial

Wastes Treatment $100
Environmental sanitation practices, particularly
the disposal, removal and treatment of agricul-
tural, community and industrial sewage, design
and development of nainerators for conversion
and disposal of soird wastes, recovery.of thermal
energy, recycling and production of useful by-
products; design, construction, operation, main;
tenance and repair of sewage treatmen: plants
including equipment such as filters, pumping
plasts, pump® and tanks; sewers and street
sanitation,

453 — Water Pollution
Abatement and control of biological, chemical,
physical, and thermal pollition of shores,
streams and waters generally by industrial pro-

. cess efiluents, mine drainage, patural eytrophi-

cation, oil spills, radioactive materials, refuse,
salt water.intrusion, sewage, wastes and other
pollutants. .

460 — BIOENGINEERING

461 — Biotechnology $100
Engineenng aspects of human factor .wquire-
ments in the design, development and cperation
of man-machine systems; biomechanics, bio-
medical measurements, biometrics, bionics,
cybernetics, ergonomics, and fife-support sysiems
generally.

462 — Medical Engineering and

Equipment . " $100
Devices and instruments for medical practice
and research including equipment for speciatties
such as anesthesiology, cardiology, encephalog-
raphy, fluoroscopy, instrument patient monitor-
ing, radiology, and surgery; -design and manu-
fagture of hospital equipment and faclities;
désign, manufacture and materials for use in
medical supplies such as antificial organs, car-
diac pacemakers and valves, dental materials,
eveglasses, hearing aids, prosthetic devices,
}\spnmors and therapeutic aids

>

470 — OCEAN AND UNDERWATER

TECHNOLOGY

471 — Marine Science and

Oceanography $100
Chemical and physical properties of seawater,
currents, ice formation, tides, waves and weather
effects, and ecngineering implications; island
formation and erosion; ocean bathymeiry and
hydrography: ses as source of chemicals and
minerals: sea as source of food, including fish-
eries; equipment and research.

) o
472 — Ocean Engineering $65
Submarine geology and geophysics: undersca
region as environment, habitat and sea bed re.
source; undersep chambers, construction meth-

o0

-

$65—

Gtoup Division

No.

$ Annual,
Subscription

No. ! hd

ods, dniling and sampling, exploration, labo a
‘tories, ocean {loor mining and research, under-
water ' hfe-support systems and speriaized
equipment; use of dwing and salvaging appar-
atus, submersibles and undirsea vehicles and
systems |

' [

4

480.— ENGINEERING GEQLOGY

481 — Geology and Geophysjgsfsmn
Enginecring aspects of carth scicncey“'inc“udlng
economic geology, geological dating, geomor.~
phology, physical geology, rdgional gqology,
sedimentology, stratigraphy, structural geology
and tectonics; factors affecting” constructips and
focation of engineenhg works due 1o geglogical
conditions, geochemistry, geotherma! phenoms
ena, and terrestrial electricity, magnetysm and
physics including properties of ionosphere and
upper  atmosphere generally  of ge(fphysnal
interest. !

482 — Mineralogy and Petro!%g? $100

Chemical ind‘thSlfil properties, classification, ¥

composition, crystaltography, formatien, nature,

occufrence, ongin and use of minerals occurring
naturally intluding precious and semi-grecious

gems, rocks andstones, lithology, petrography
and -petrology generally; regional iperalogy.
. . I
483 — Soil Mechanics and -
Foundations r $100

Design and construction of loundalil)ns and soil

structurcs related to engineering works suchr as
baildin am sites, Tarthwork, embankments,
and cariwdetaining structures; inve Qiganons and
soil surveys by means of borcho?cs, sainpling
and oth:r\‘gechmques, properties of clay, gravel;,
muskeg, permafrost, sand and silt; grouting,
soil compaction, consolidation and stabilization,
testing and evaluation of such mechanical and
physical propertie, as bearing tapacity, perme:
ability, strength, and trafficability.
1
484 — Seismology / $65
Analysis, recording and study Ll earthquakes,
microseisms and other seismic] action due to
earth disturbances and volcami¢ cruplions, de-
sign of ecarthquake resistant {tructures; Jand-
shdes, 1sunamis and other secdndary efrects of
earthquakes, seismic stations, sessmongraphs and
seismomelry. '

.
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CLUSTERING ALGORITHMS
- ; . :

- 3\ e

\

The mithematlcal steps requlred to tonstruct clusters

aré S1mp1e‘

One way to do it is to define the distance between

b /
A

N N [ - ;

& . all pairs oﬁ records by the equatgion: , ¢

Lo . " a . ) o

. ‘.\ . _" -.— . - :.'

. . A - , . (R .nR . ) - N . . l';

® -\ . . niy = 1. N(Ri . , \

L D(R},RJ) - 1 ﬁ?ﬁfGﬁ%T S 3

. . K

& o \) ¢ ¢ — . . , ,.jZ

"Where} D(Ri,Rj) .= Distance between records i ‘and j. 5

N(RirRj) = The number of terms in common ;

- | between records i and j. ;

= , ° AN(RIVRF) = The number of terms in either N

i . N A ior j. . o

: - v :

Z - ‘P‘- v . i ¢ Y
E This d1stance is known as the ‘Tanimoto or Jaccard d1stance z2

Clearly, th1s equatlbn satisfies' the intuitive notion of d1stance. T
'If records i and j have all the1r term$ in common, the distance s
‘lbetween them is'zero. ; If records i and j have no terms in common, b
the distance between them is the maximum, 1. Thus the distance
-/ . between records is Just a measure of the term overlap between them.
; /- Orie poss1b1e procedure for using the distance measure to ;
,// part:tlon the retrieval set is to find the distances between ‘i
" all pairs of records, -andkthen to join.into clusters those . :

)

i

records that are separateQ by the smallest’ dlstances

join the closest pair,

thep the next closest pair,

Thet is,

only a

manageable number’ of groups,

etcn Etii-.
about 20, remain. Ma

var1at10ns on this theme, héve been' tried by various research ‘

groups.

,
H
!

i

.o

v

_ All experlments in thls study were performed using a
variation: of this procedure talled the Ldnce and Williams '

Average' algorithm.#3’2% Thls selection was based on several
First,

since the clustering was only t6 be- applied to
- . small files, algorithms that depend on N 2 instead of the less
expens1ve NcIn N. in thelr space and t1me requirements could be .

“

'Group '

S factors.’

T~

18 |




afforded Second, the Lance and Williams algorithm can readily

. be modified to accept dlstance thresholds, statistical ,term
welghtlng and multi-stage processing. Follow1ng Van Rlebergen .

it has been found that most measures yleld nearly equivalent ¢

The steps to the

"results since they use the same information.

algorithm are:

-

]

-

[ n [ ) . i
1 Célculate'the distances between each pair of records.
2. ~ Select the two closest entities (either single. records-

or clusters) and merge them to form a new cluster
3. Calculate the distance from the new cluster to each
remaining entity. .

4:. ‘If mére than one entity-is left, ‘go back to 2.

The calculation i Step 3 is as follows-

If record i and record j have been merged to form entlty X,
and the distance between record i and record J is denoted

D(Rl Rj), then for all entltles q, ~
i ’ 3y . >3
/ D(q,50me N(R )*D’Ri,q) + N(Rj):D(Rj,q)
N(Rl) + N(Rj)
: '-> where N(RL) is the number of records in entity Ri, whlch is

one. Slmllarly, N(RJ) L., and N(x) = N(Ri) + N(Rj) =

This is, thea, an agglomerative method. The clusters grow by

fuslon until the entire corpus forms one cluster. The corpus

can the be divided into "P-clusters" by taking all the clusters'
farther apart than Qrt,The distance between any two records can
be defined as the dlstance at which those two records are first .

‘w

joined -in one cluster. ' ‘ ~

A {

The result of this sort of clusterlng 1s generally represented
by a tree structure, called a uendrogram 1n which each record is
represented by a leaZ. Nodes in the dendrogran representlng
are formed a¢ cnaracter:stlc distances. The
distance between two records is the dlstance at which they are

flrst joined (See Flgure 6) . '

joined tecords,

......




terms, thus bulldlng groups_of ”synonyms This can be done S 3
using exactly the same algorithm as before. Just as a blblio- .
graphic¢ record can be treated as a list of terms to be clustered b

v
N
P
4
s

.
An s T, Ar

3

Figure 6. Prototype Dendrogram § . _ \,v U

In most dendrograms nodes will oceur at several different .-

distances between 1 and 0. N

(f(.

.- Lacking a plottrng dev1ce computer generated dendrogram
representations had to be reformatted somewhat to be suitable
for dlsplay (See Flgure 7). :

“
1]

Though the“nreV1ous discussion has been ccncerned with
the clusterlng of records; it is often useful to cluster

ko

the 1nverted file of postings that 1s associated with'a single
term can be treated as a list to be’ clustered. .The equlvalence
of those ‘procédures is 1nd1cated graphically in Figure 8. ¥
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Figure 7.
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"Note:’
of .25.

's0 have less term overlap than do records 13 and 39.

N s ,

Sample Dendogram :
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fdf‘example, that records 13 and 39 are joined at a distance
Similarly, records 3- and: 5 are Joined at a distance of .33, and
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- " Three key parameters characferlze the usefulness of a = b )

L " cluster run: 3; . ' L. , - \3j
. 2. - . 1. “The fraction of the file that is allocated to groupsa o
L. - s 1‘(COVerage\ . . v ‘é
. \Q.' The average sizé of the groups formed (agglomeratlon), !

A > ’ " ‘ and * - \,‘- o - . . . . :

‘. 3. ‘The-fraction\of the file that isdallocated.corréctly_“ R

S (accuracy) . ’ . o é

These parameters are evaluated according to the followmng rules.

3

) ) Coverage: Any record is counted as clustered at a d&stance

%%§ o 'f D if it part1c1pates in atileast one 301n with

' ‘ . another record at any distance less than or.equaf -
o o tOD ’ ' ' : /’_"-
i Agglomeration: Agglomeratlon (N, ) is measured as the average

e sizé of the clusters that are formed at a ﬁrstance
SR + D. It is calculated as the number of records

clustered (Nc) drvrded by ‘the number of clusters "(N)

. -
.
* v L

R YR

-

C e e : \ ‘

~ Accuracy: If records~of two kinds (A and B) areAclustered o

’(at a distance D), a cluster is counted as being ’

of the A type if the majority of recoxds, in the .
, cluster are A type, and as B if they are of B type.

. The A records in an A cluster are counted as

L 'correct and the B records in a B clus;er are counted o

as cqrrect Conversely, A recordsg in a B cluster :

or B records in an A’ cluster,, are counted,as R _

. incorrect assignments. If there are an equal number ":

: of A and B records in a clustér, thén half of the

-~ - total are counted as correct.
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EXPERIMENT 1

L . -

» ‘ -—

- The .question, addressed by the first e}perlment is, "Can , e
dlrect vocabulary feedback to a searcher aét as' a useful ' :
summary level duvice?" That is, in seeking a. mechanlsm to

- -charactérize a retrleved set, it is natural-to consider a .. . . o
: —sorted 11stkof the eerms present in the records Current L :g
' on-line systems prOV1de-some vocabulary support, such as =~ .. .;
- listing terms present in' the data base that are alphabetlcal- A
ly close Lo .a glven term oxr related to a given term by ’
N ‘subject content (broadex term, narrower term, synonxm, "etec. )26
However, the information glven by this vocabulary su*port ?

oy

capabiiity applies to an ent;re data base, rather. than toﬁa >

]

retri ved set. That is, one can ‘readily obtain ‘a sorted list
of the terms present in the~wh01e data base,.but not the terms’

~
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in a retrleved set. e

ol " Since the searcher evaluates records by looking £.r oc- .
: _currences of terms, it seems natural to. have the computer | 0
sxmpli‘y the task by presentlng to the user a sorted lis't of -
the terms present in the 1n1t;a1 retrleved set. Ih this
experlmert it was found that the number of terms on which™the
2l _ relevancy de01s30ns are based is usually just a few 4percent
of those terms ‘pPresent (though the set of crucial terms may be
dlfferent for different users even if they are ‘concerned with
the same initial retrieved set). Thus, it is appeallng to
consider how .the terms mlght be sorted for feedback, °Some
sorting is necessary, as even’ for a mere 100 records there
are about 1;000 unique terms in the title and index ﬁreld for
CACon - too many for the user to benefit from haV1ng topscan _
all of them rather than the entire records~ It was coﬁgictured
‘that simple frequency criteria might be sufficient to identify
the key-terms, TFor this experiment, typical retrieved sets,’
» containing relevant and non¥re}evant records-(about 5b of each
type) were characterized by the terms that they contained. The
- crucial terms, on which the relevancy decisions were based, were
‘identifiedi It was found that they con}d not be identified by g,

R
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srmple statistical criteria. Oftentciow frequency terts ‘were
e ' cruc1a1 when they indicated spec1f1c concepts that were not
? relevant However, in ‘other cases, hlgh frequency terms were
. ‘ necessary., The inability of gross frequency data to select

. terms "appropriate for searcher feedback led to thke postponement

of consideration of vocabulary feedback until after vocabulary

T~ mapping experlments had been”’ completed (Experlment 4). The
'vocabulary mapplng involved semantic input and promlqed to in-
crease"the effieiency of retrieval abové ‘the level of purely
frequency-based criteria. " The possibilities of vocabulary
feedback'ﬁased on this semantic input instead of gross frequency

-

) data are discussed further in Section 3. "
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" EXPERIMENT 2

N
Fh

3 !

The following questlons were addressed .by the second -
experiment Can clustering resolve. recoxd classes with

Substantial vecabulary overlepwsuch as will occur-as the

resuit of a Boolean retrfevél? How does the resolution
depend on the mathematical details of the clustering pro-
ceduré What are the relative contributions of the various
record fields (title, 1ndex, abstract; CODEN) to regglutlon’
That 1s clustering can be expected to easily resolve re-

. cords from disparate disciplines into separate groups in

cases where overlap between the two disciplines is-small,
such as hlgh temperature physics and botany It fs less
clear that clusterlng can successfully resolve records

" from dlsc1p11nes with much vocabulary overlap. (See Figure

S 9.

‘ The de31gn oF Experlment 2'is indicated in Figure 10.

Flfty records were taken from each of two sections of CACon

or COMPENDEX and were put into one file of 100 records.

CACon has a subject organization, so that all the records-
contained in a given section-pertain to a given subject, such
as- "Hormone Pharmacology' or "Mammalian Biochemistry'. Card- .
Alert-Codes play a similar role in COMPENDEX. When the file
with 100 records is clustered, ideally it would divide into

‘two_clusters, each c_ntarnlng 50 records from one section.

Id

430m":§515a1 results are showvm in Flgures 11 and 12.

When the two sectlons used are disparadte in subjeect ‘area, such

as .the sections on "General Blochemlstry aqd on "Terpenes",
the separation achleved closely approximates' the ideal when

‘the title and index fields are ;nclgded.

When the two sections selectéd;have;greater vocebulary
overlap, such as the sections "Terpenes' and "Carbohydrates"
the separation is much 1less suocessful.‘ A number of generaliz-
ations can be drawn from the data. In an effort to measure the
effect of the mathematical detalls on the separatlon several

27A41
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In general it was

different'clustering procedures were tried.
found that the problem lies mostly in thé structure of language,
That is, the

, that most
measures yield similar results because, ultimately, they are
based on the same 1nfdrmat10n + Also, it seems that further

improvement requires addltlonaQ preprocessing, such as genera-

» not in the mathematlcs of c1a551f1catlon
experiments suggest agreement with Van Rijsbergen?Ss

tion of a degree of semantic structure for the vocabulary.
Clusterlng without any additional vocabulary preprocessing will
be called 51mp1e clustering. |

v

OO DO

‘ A B c

Figuré 9. Effect of Term Overlap on the Resolution of Record
Groups

Y

To be useful as a second step retrieval device, clusterlng
must functlon well in Case C.

Clearly, most algorlthms can separate groups such as A
vherein term overlap is negllglble
cult for B, wherein term
C is

Separation is moré diffi-
overlap is slight but non-negligible.
Separation for Case required if clustering is to be suc-

cessful as a second step search mechanism, fotr the set selected

by the first search step will have much overlap, as all members

were selected by a search strategy.

The results of Experiment 2 suggest that records from

. 284
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" separated acceptably by simple clusterlng.

dlfferent supersectlons of CACon are'like case A and are easily
separated Most records from twq different sections are like
case B and are separated with acceptible efficiency. However
records from related.sections are like case C and areLnot

Since.case C cor-
responds to the kind of overlap ‘found for record sets |re
by a Boolean search,

ieved
it seems unlikely that simple clustering
can partition retrieved search sets into relevant and non-

relevant clusters with acceptible efficiency.

The surprising result that the inclusion of the abstracts
field made only a small contribution to record resolution by
simple clustering is related to the effect of high frequency
terms on the pattern, and is discussed in Section 4.

29 43
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Experiment 2

50 Reconrds from
Section A - \ )

b \. N 100 vRecord‘k/
A

2 . Combined Fi
50 Reccids fro’/ / ° ’Records
Section B '»lfrom ‘
* Section B :
/ |
( / .
‘ . | :
, |
// j '{é
| {
7/ i ,\:;
* Results: ' 7 | %
- . 7/ _ v g
e Effect of variation in cluster algorithm
# Using only non-singular termé'improves ;
cluster separation C e :
- - ® Details of the distance measure seem to ;
have dnly a small effect on the partition !
i ) . o
o --Effect of different data fields on !the partition L

o

8 CODEN field is useful

8 Index field is the best

B Title fields is second best | |,
|

Abstract field makes only a sm%ll contribﬁfion
| .

e Effect of section choice on accuracy of partition

|
|
| e
!

'

-/ @ Records from sections characteﬁized by
: T very different vocabularies are| easily
distinguished \

# Records from sections chafacterized by
similar vocabularies are not easily
distinguished

et Figuré 10. Design and Conclustions for Experiment 2. ' p

B g 30 44




2 A v . . :
Typical Results: CACon :Sections on General Biochemistry :
' # and on Terpenes . ‘ :
: . . Records Number
Records Clustered of .
Field (Clustered . Correctly glusters
.~ IDEAL" | 100 ~ 100 , 2 ’
| T 85 - el 5
I \ 89 .\ 84 9
C ) 60 58 16
‘T + C 93 '86 4
T+ 1I 100 \ . 98 -2
T+ C+ 1 106 - . 98 - 2 ’

-

L

Results for CACon Sections on "Terpenes and 'Carbohydrates"

<

e Lo .

: ;
- e

o - * .

R R YA - 53 12

T+C+I | 96 73 8
T = Title
I = Index '
C = CODEN .
/

Figure 11. Typical Results for Experiment 2

. * 5.
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Flgure 12.

\‘1

32 4¢

INGLUD NG _
; - . SINGULAR £ OF B
FILES FIELDS TERMS «__COVERAGE ACCURACY _ CLUSTERS DISTANCE
CA6 & CA30 5 No 89 N 9 ¢ .98
CA6 & CA30 1,2 No . 93 86 b .99
CA6 & CA30 1,2 Yes 92 ' 85 16 .99
CA6 & CA30 1,2,5,Sect # No 100 98 2 .99
CA6 & CA3C 1,2 No 100 89 b .99
/CA6 & CA30 2 No 86 77 6 .99,
CA6 & CA30 2 Yes 83 v 17, .97
.. CAS & CA30 2,5 No 100 " 98 2 .98"
-.. CA6 & CA30 1,2,5 No- 100 97 4 .99
CA6 & CA30 2,5,5ect. # Yes 100 100" 5 R
- CA30 'z CA33 5 No 176 57 11 .99
CA30 & CA33 1525 " No 96 73 " 8 .99-
A6 & CA33 1,2 ., Yes:. 92 85 16 .99
CA6 & CAB 2,5 ~No 100 71 dﬁ .90
CAG & oA 2 Yes 79 67 16 .99
CA6 & CA8 . 1,2 No~ > 95 72 5 .98
.. CA6 & CA8 1,2,5 No 100 96 3 .90
EI4S2 ¢ 817 2 “No 100 81 7 .99
Elb52 & 817 2,5 No 100 100 3 .98
EIL52 & 453 2,5 No 80 57 2 *.90
cA8 ‘& CA7A 2,5 No 100 95 5 .98
CA36 € EIBI5 2,5 « Yes 100, 82 3 .98
EI535 & 537 12,5 No 86 71 . q\\\ .95
EI535 & 537 9 No 100 1 2 .99
EIGT 5 535 1,2,5 No 100 98 4 .98
EIL61 & 535 9 No 100 58 . 2 .86
EI452 ¢ 453 9 No 60 b9 . 1 .95
EI453 5 461 1,2,5 No > 100 93. 3 .93
EI453 & L6 2,5 No 100 . 90 3 .97
EI452 & CA8 2,5 . No 100 100 3 .96
’ Experiment 2 - General Summary of Data , Y
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EXPERIMENT 3

The “question a@éressed by the third experiment is; '"Can
simple clustering separate the user-judged relevant records
from the non-relevant ones?' The experimental procedure‘is
illustrated in Figure 13. Searches perforﬁed by IITRI's’
Computer'Search Center and evaluated by users in the normal -
course of center opeérations were used as the basis of. the

" test. For each of the experimental tests, fifty relevant and

fifty non-relevant records, for one user, were put together in

one file of 100 records. Then the file was clustered. Agaln,

as in Experiment 2, the 1dea1 condition would be to have two
clusters formed, one with 50 relevant records and the other
with 50 non-relevapt records. Results indicate that although
the separation produced by simple clusteriag is not good
enough fgr it to serve as a re%iable high-precision second
step mechanism, it does approach an acceptible level in many
runs. Hence, motivation was high to explqre the structure of,
Vocabulary and its implications in. the fourth experiment, in
the hope that the addition of some semantic information would
increase the second step eff1c1ency to the point that it would

2

be immediately practical. -

) ‘ \

/‘2 . '
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-Experiéent 3.

i
/

Data Base | Uset- Evaluqted . ,éood
Retrieval - ‘Cluster ' ? o
2,000,000 Records >0 Good Records "\ Bad

50 _Bad Recqrds

Results:
: &
° Clustering a831%nmentb arg ‘made with good
accuracy 1t small cluster dlstances hut
not at large ohes 3
‘ ® The fraction of the file that is.clustered
is sufficient only at large cluster distances.
)
N ® ° The average cluster size is acceptlble only

at very large cluster distances.

® Simple clusterlng is not practical as a second-
step mechanism for any file configuration tried,
although results approach practlcal levels for
many individual runs. .

® urther progr would be greatly aided by
i corporation of ‘a.degree of semantic informa-
ti

inthe clustering process.
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Three key parameters specify the usefulness of a cluster
;Eﬁ, namely coverage,. accuracy and agglomeration. It coverage
is low, part of the file is not included in the pattern;'iﬁ
accuracy is low, the pattern is worthless; if agglomeration is
low, the number of decisions that the user saves is low. That
is, if there are N records per cluster, and enly one of 'them
need be evaluated to evaluate all by 1mp11catlon then (NA 1)
dec131on§ are 'saved per clus;er. Iﬁ a file of NF records is
divided into groups of siae NA’ then there are NF/NA groups
and the total nuymber of decisions-is reduced ﬁrgm NF'EQ?NF/NA
Unless NA is large, .the savings is small. Figures 14, 15 and
16 show the summary of these three parameters obtained, as a
function of cluster distaﬁge for 50 user evaluated retrievals
(each containing 50 relevant plus 50 non-relevant records)
clustered under the protocal of Experiment'3. Each data point
Lepresents the average value of a parameter for the 50 runs,
and each vertical bar delinits the one standard deviatiop.
interval from the average at that point. According to Figure
14, -only at dlscances grea ‘er than 0. 95¥%35éu£\l overlapping
term among two records with 10 terms each) is substantially
all of the file clustered. About 80% of the file is clustered
“at a distance of 0.8. ’ )

’ According fto Figure 15, the number ot records clustered
cqrrégtly is approximately equal to the number clustered at
sﬁall\déstances, but it falls off at high distances. At a
distance of about :95, only about 70% of the records are

-,
clustered correctly. According t~ Figure 16, the agglomeration

does not become_appreciable until-cluster distances are .
greatexr than about 0.9. 1In summary, simple clusterlng can
separate relevant records from non-relevant ones with suf-
ficient accuracy only at very small distancegs, whereas agglom-
eration and cove‘age are sufficient only at latrge distances.

To improve upon this situation it was decided, upon surveylng
individual runs for the reasons of- clusterlng fallure phat a
mechanism was needed to allow the relation of non-identical
strings on the basis of their semantic relationships. To that
end, the vocabulary mapping_expériments were initiated.

3 4y
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. EXPERIMENT 4 ~ VOCABULARY MAPRING Lo Ty
N R -, . =

Even before the f1rst 3 experlments were done, it was
recognlzed that there is one magor reason why simple clus-
tering would not be expected to,work well enough to correct- ’
1y class1f;xa\EBIIECtion of records with.significant

~vocabular"y, overlap. Any collectlon of records can be e
classified (ordered or partltloned) in many dlfférent -
1ntellectual ways. Simple clustering, as descr;bed.earlier,
_is merely one arbitrary way of class1f1catlon As such, it

- is not clear that it should be expected to separate the
relevant records from the non-relevant ones or to separate
_recoxrds into groups that ‘ar€.meaningful to a given user
because what isgrelevant depends on the- inteliectual clas-
srficatlon priunciples of the user. For example, suppose'

#" that the user enteréd 2 Boolean search on the subJect of * »
plants and air pollution The resultlng retrieval could be
1ntellectually categorized accordlng to the species of plants
involved, puttlng, for 1nstance, haruwood treed in one group,

- softwood grees in another shrubs in ancther etc. Alter-
natively; the recorcds could "be 1ntellectually categorlzed

- according to the chemical air pollutants involved, S0, in
one group‘ NO, in another ozone in another, etc.. Similarly,
the intellectual categorlzatlon c0u1d be based on weather _
condltlons .geography, economlc 1mpact country of or1g1n,
-etc. Thus, since the computer at present does not have the
deflnltlons of the terms, the problem of constructlng user-
meanlngful partitions has two levels. First, the.system has
to have a way of homing in on the intellectual principle of
classification (i:e in the sense that dategorizing the

oexample retrieval on the namesg of the plants involved is an
intellectual principle of class1f1catlon) Second a way
has to be found to d1rect the.classification, mechanism
\clusterlng) to use the classifying prlnclples .specified
by the user. ar : . '

.

-

-~

The solution of these problems requires that -the system
has additional’semantic information available. That is, while

s L3
A 53 .
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the fnll dictrgﬁ}ry-type'definition of each string may not be
‘required for processing at this stage, there @ust be at least
=uv¢5h information to distinguish the terms among the vafious.
" common 1ntellectual organizing principles 4o which they may . ¢
apply To this end, it has been found desirable to map each

term'into a conceptual category Thus, . for instance, suppose

~ggk were mapped into the category “plant”, NO. and SO, were
mapped into the category, air pollutant", etc. Then the N
selection of an intellectdal principle of classification - .

" would correspond merely to. the selection of a term category
That is, if the ‘terms that denote the names of plants were -
labeled as belonging to the class of plant names, they would
be s1ng1°d out by ‘the.computer as the string symbols on s /
which to base a record class1f1catlon even thouvn the com-
puter could not dlStlngUlsh among those names any seconda;y
characterlstlcs (i.e. tomato is defined oaly/as a 'member
or the class of plant names) So the key is that to clas-
slfy the records accordlng to the principle ''plant names"
' one should cluster on only the subset of all the.terms
present that, pertain to plants. More generally, to class1fy . Ty
" records according to an 1ntellecthal principle, cluster on o ]
only the terms that are members of the term class ‘that ,
corresponds to that principle. Since the terms so chosen .t N
- are only a small subset of all thgse that are p esent‘ln a ’
Tecord, IITRI has named this process Subset Based Clusterlng,
or SBC. : ' <~ \ .

-

A secondary advantage orf -constructing term-classes is
that it offers[the poss1b111§¥ of overcoming some of the
— llmltatlon of the b1nary valLe of strlng match. For example,
the® term "dog" and the term greyhound" are not identical
character strings, and so they do not match. Similarly, the
terms "bean'" and "dog" do not match. - Yet, ctlearly "/dog" is .
much more similar to "gréyhound" than it is to "bean". One

-way to enable the system to coupute on the basis of de; "ees’
of—51mllar1ty is to record the term assoclatlon robabiliti -es .

.
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for a body of ;exem~a“ﬂ to make the assumption thaf terms that
tend to occur togeLher are semantically related. * This technique’
has been used to great advantage by Salton!’. Unfortunately,

it is expensive to compute, store and access term correl.cion
coefflolents for large data bases®’ This project has? attempted

a different approach-based on the definition of intéllectual .

.word classes. o

One might argue that terms are defined by the context in
which they occur. That_is, medical terms occur én,medical
records, engineering terms in engineering records, etc. Using
thls idea, one mlght represent each term by the list of records
in which it occurs. An initial attempt to overcome the limi-
tation of binary match (matching is either identical or zero
(1 ox O))was based on this concept. The idea was to take the
small record set that would result from a Boolean.search and
to cluster the terms over the records, in effect defining &
similarity between terms based on their co-occurrence. w1th1n. ' .
the records of the small Boolean search. Then, the term .
similarities would he used to cluster the records (sequence

lbhown in Figure 17). A typical term map resulting from such

a sequence of operations is,srown in Flgure 18. This sequence
of operations is appealing because it is inexpensive and selt-
contained. The clusterlng of terms inveclvés only the small

set and requires no dictionary loop-ups. Unfortunately, it.

was found that this. proce331ng sequence makes only‘a marginal
improvement to the tesolution of record clusters. . The essential

\4 R asnd A - h
‘ . NSt |
. . —— Tt ;
[CLUSTER CLUSTER . .
DATA | | BoOLEAN 100" TERMS .| TERM RECORDS ~|rRecorp
BASE "] SEARCH [~ RECORDS [™1 ovER MAP ™ DVER CLUSTERS
. IrERM .
. . IMILARITIES

Figure 17. Retrieval Procedure Using Record and Term Clustering
(Preece Algorithm??)
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problem is that defining similavities between terms is essen-
tially a global property, and it is unrealistié'to hope that

the strings can be classified merelv on the basis of their
associations in a small record set. That.is, similarities

are not well enough defined using this method for small !
record sets, and for-large record sets the process is expensive.

The process of context definition seemed to be sougd, SO
additional effort was made to apply .it on a global scale (i.e.
to a whole data base). The conceptual-organization of!the ‘
CACon data base into supersections, sections and subsections
(see Section 3) suggested that terms could be characterized
by thei occurrence in this hierarchy. That is, ’records
are filed by CAS indexers w1th1n the CACon section structure
according to their. intellectual content Because the
intellectual content is represented by terms, they are im-
’pllc1t1y filing the terms according to their intellectual
:relat{onshlps. Accordingly, it should be possible to recover
the mapping of the terms into ‘the categories (sections) merely
by counting the number of times that a term occurs in each of
the sections, taking into account the fact that the sections
have different overall numbers of records (and hence proba-

. bilities that any term will eccur in a section), and looking
for peaks in the distribution. When this is done for a typlcal
term, using the 80 CA sections, the result is a plot such as
that shown' in Figure 19. Terms that occurred mostly in one, :
section, like Term A are characterized by the subject of
that section. For 1nstance the term "estradiol', which is
the name of a hoxrmone, occurred almost exclusively in‘the
section on "Hormone Pharmacology"” (¥Figure 20). .Hg;ce,

—

independent of any use cf its dictionary definition, "estradiol
was identified as a hormone pharmacology &ype word. Other

words like Term B, have a broader distribution but are still
restricted to a limited range of sections, such as those
relevant to organic chemistry, inorganic chemistry, etec. An
example of this type of behavior is the term "fiber", which,

as shown in Figure 21, occurred mainly in the sections on
"pol§mer Chemistry". Other terms, such as "acid", Figure 22,

.




1.0

) Term A

Rel. ‘
- Frequency

(term per record) '

0.0

1 2 3 .4 5 6 ..., B
CA Section Number
(or other intellectually derived headings)
D , ~

Figure 19.53 The Relative Frequencies of Four Hypgthetical' Terms
in Fach of the 80 CACon Sections ‘

| 9 &




?‘ RN } W il o~
> ' 4 ™\
; : ( .
- , i | |
20 | . . o _ ‘ .
- . . \ .
18 L e
16| _ : o - -
> 1 . ) N A \
14 | -
12 | C ' .
‘ .- .
10 |_ o _ 1. /
388__ }
2
2 61 ., .
. H
o jos
8 ’
04_ R . +
) .
(r .
. ] ~
ol o S [ [0 ini

0 4 8 12 16 20 24 28 32 36 40 [AA 48 52 ' 56 60 - 64
30 Occurrences Total

Chemical Abstracts Section Number
— 2

60 Figure 20. Distriﬁutionvpf the Term "ESTRADIOL" in CACon,
Q . ; . .

3o e maensins s ® o DT arm o e et b o € e s S < ek NG ot A Lm0 ks TS A AN Mt i 8

P




SO LA e ar s a% es e € W e & e oa o e b 4 s gaare Frrese 8w~

’
! 7
[} o s
a
-
A .
1]
> - » .
<
s
Y (> "
* <
1)
B /.‘
A}
P
, -
.

2

' . !
4
¢
= . 4
R .
: , //\‘
- 3
jan I -] n /M o BN — bt P o r—'nn -

¢

.

ERIC 62

” \
20 24 28 32 36 40 44

Chemical Abstracts Section Number

Figure 21. Distribution of the'Term "FIBER" in CACon

0y

56 60 64 68 72 76

233 Total Occurrences

-

48 52 .




\ . . )
4 £
1
v “ \ i
. ]
: : :
2 B ¢
: :
: 4
i’ 70 |_ .
:
; A
4 F
50 .
.
50 | y - -
? Ko .
~J

30 ' ] 4

20 \ - '—‘ . N F! . |

- 0 ) ' | ' v : .7
B ' \ .1 LR )

0 \‘ |—~"LF/ U]J“LIIIWJJAQC{\W 1. {L\XJ}f |

0° 4 8 12 ‘16 20 24 28 32 36 40 44 48 . 52 56 60 64 68 72 74

. ' Chemical Abstracts Section Number % . . __ )96l Total Occurrences
Figure 22. Distribution of the Term "ACID" in CACon ) . . - .




or-Upressure" L.ave distributions like terms C or D on Figure

19. The meaning,of such flat distribution$«is that. the terms =
' are equally appllcable to the concepts of each of the CAS _ -
Chemlcal Abstracts sections. This need not mean that C or D

termms are not-good discriminating words. Rather, it just

means that their discrimination value is very limited with

respect to the term classes consisting of: CACon section, _ .
labels. For instance, a term related to température or

. Pressure may be of conceptual value for retrieval and may

occur -in only a small fraction of records Still, if its
distribution is flat, i.e. if it occurs equally in all CACon
sections, then it éannot be assigned to a CACon section

term class. . The maJor advantages of this form of iterm
class1f1cat10n are that the term classes and thelr headings

are based on. rntellectual judgements. That 1s, records (and .

the ‘terms they contain) are assigned to- sectlons by 1ndexers
according to their record meaning. That is, 1ndexers assign
records to sections according to the meaning of the section -
"title and terms. Further examples of woxrd distributions are
shown in Figures 22, 23 and 24. ‘ : ,

Examination of the—d*stributions of all the terms in -
two issues of CACon shows _that most of the terms map easily
into either a single sectlon or .2 small group of sections.
Some terms, such as absorptlon , map into two sections or
groups of sections, because they can have'two separaté . Lt

‘meanings, as rn the sense of physlcal abs rptlon vensus spectral
'absorptlon

To characterize the degree to whi the free text terms
of CAZon map into section or supersectlo 5, the distribution
such as those thown in Figures 19 to 24, s generated for '
each test term. Then the fraction of normallized occurrences'
of a single term that occurred in the peak /Section of the
oistribution was calculated according to

! . 7
_ the Aumber of occurrences of 4 terﬁ? in its peak section

the total number of.occurrences of the term

TN
.
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The term counts are normalized to account for the fact
that different sections contain different numbers of records.
Similarly, the fraction of normalized occurrences of a term
that occurred in the section with the second greétest concen-
tration of that term was calculated adcordiﬁg to:

+
a

the number of occurrences of -a_term in its second peak section
che total number of occurrences of the term

f2=

The fractions f, and f, have the following propertiés.

If a term occurs ounly once in the record set, f;=1 and £,=0. -
That is, if a term appears only once, then it can appear in
only one section and so it must map into one section per-
fectly (f;=1) and into no other (£2=0). If a tefm occurs
only twiéi, then f,+f>=1, since the term can occur in only
two sections if it appears only twice. -In general, the:
closer that f, is to 1, ‘the better that a given term maps
into a single category. Of couréé, aside from singular terms,
few terms approach f;=1. Moreover, if f; did equal 1 for a

. given term, that mapping would be of little value as a recall
device (since any record containing thaf term could be ob-
tained by searching on the section name). However, it still
retains great value as a precision device, as it may still
be used to partition records within the retrieved set. For
example, suppose "estradiol" cccurred only in the section on
"Hormone Pharmacology'. Then, all "estradiol" records could
be retrieved by searching on thg section name rather than on
"estradiol". However, "estradiol". siill separates records .
into two classes - with‘or without that term - and so it is
still valuable fo# precision. 1In fact,. using'the data for
Figure 26, the term "estradiol" peaks in Section 2, with 16
occurrences, and the second greatest peak occurs in Section
13, with 4 occurrences. The totaf number of occurrences of
this term is 30, Hence, (except for the normalization),

Fh
i
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So, for the term "estradiol', 66.6% cf the unnormalizcd
occurrences occurrences cccur in two sections. Similar data
for all terms is présented in Figure 25 through 34. For these
calculations, the low frequency terms (less than 25 occurrences
¥E.n two CA issues) were treated separately from the high frequency
terms. \The reason for this treatment is that low frequency
terms may tend to goccur in a small number of sections simply .
because they occur only a few times. '

The high resolution of the term map suggests a method for
overcomlng the problem of selecting terms tc feed back to the
user that.was identified in the first experiment. The
searcher has only to name a term class of interest (e.g.
"Hormone Pharmacology') and only the terms that belong to
that class (such as "estradiol") and are present in the
retrieved set will be identified and sorted for feedback.

This procedure would simultaneously focus attention on the

key term;, distinguish between content-specific and content-
nonspec1f1c terms, and simulate the general mechanism by which
context is specified in discourse.

The average value of f; for high frequency terms,’from
Figgre 25 is about .55, whﬁch means that the average high
frequency term has 55% of its occuvrences in one section.
Flgﬁre 25 shows a similar plot for the second peaks of the
hlgh frequency terms. SlnEe a second peak must necessarily,
contain less than half the occurrences of a given term, the
.curve falls to zero somewhat short of f,=50 (actually at
£f,=48). The average value of f, for hI£E7frequency terms is,
from the data of Figure 26, is about .12 5, so that about 68%
(£,+£f;) of high frequency term occurrences are accounted for
by the first and second peaks.

Figurs- 7 and.28 contain similar data for the low fre-
quency ter: s expected, the very large component of low
frequency te. .s that maps uniquely into a single section (f,=1)
1s composed almost entirely (over 95%) of terms that occur only
once. Most of the high frequency terms that map uniquely into
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one section are indexing terms that are assigned by CAS to
the records.

Figure 29 presents data for the values of f, for the
‘high frequency terms. The distribution is remarkably smooth
and well behaved, and it shows that the concept.of ATC is
likely to work becawse so many terms have such laxge fractions
of their occurrences in single sections. ‘More than half of
the high frequency ‘terms each have more than half of their
.normalized occurrences in a single section. Slnce there
are 80 ‘total sections, the average fraction of term occurrences
that. would be expected_ in a‘sectlon of rhe basis of chance for
a randomized distribution of tgrms (no significant cqorrelation
of term occurrences) is only 0.013 (i.e. 1/80). 1In contrast
‘to the observation that most term occurrences are uncorrelated
with 'each other,28’2° the correlation between terms and
sections is very high. T

Examination of Eﬂe terms’ that have low values of f,
'revea]s that they are the very general terms, such as."theoyy",
"review", experlment , "effect", etc. These terms should ot -
- > map well, and the mapplng technique provides a convenient
method for 1solat1ng them It is .these hlgh frequency ‘terms
which are not context spec1f1c that degrade the contribution:

of the abstract field to the resolution of records in Experi-

ment 2. The mapping experiment (4) provides an easy method by
which these terms could be grouped intdé a sepavate category
from the context specific terms. 'If this were done, the reso-

~ lution contribution of the abstract field should assume its
expected dominant position among fields:“lEﬁeh discounting all
the terms with £,=1, the remaining low frequency terms average
£,=61 o that the low frequency terms (even excluding terms
that occur only once) map very well into jﬁst one section each.
Also, low frequency terms everage f,=25 so that, excluding
terms that occur only once, about 86% of normalized low frequency

‘term occurrences are in only two sections per term. y
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Figures 29 and.20 present the cumulative frequencies for

the high and low frequency t?rﬁ§/'

" threshold were set (F1),
How.many terms would be mapped for a given F,?

! if F,=0.3,
of the high frequency terms and virtually all the low-fre-

hat is, suppose that a

Figures, 29

and 30 give the‘answer. For instance,

-

quency terms would be mapped. .-

1

N

Note that this result is in harmony w1th the intuitive
notlon that the lower frequency terms are more content

and only terms with f,>F,were mapped-

then 727 ~

spec1f1c for the ocggrrenggg_gﬁwnhe_aMﬁrage_low_frequency:

term are more concentrated into a single section than are
the occurrences of the average high,frequeﬁcy term.

+ Figures 31 through 34 contain similar data for the
distribution of terms over supersections. Since each super-'
section is composed of several gsections, thejfraction of .
occurrences in a givén division, f,, must be greatér or equal

for supersections as oppaosed to sections. Remarkably, 94.7%

of high frequency terms map into ohe supersection with f,>.99.

‘A similar. statement also h6lds true for the low frequency
terms, Clearly, the super-
section division of terms is much less demanding than the

distributed over supersections.

section division and denotes a second very valuable level to
the mapping hierarchy.

[y

The vocabulary mapping_QXperimeﬁts show that simple

.. statistical sorting operations applied to manually indexed

data base can yield a very q@eful hierarchical’ mapplng of the
terms Anto categories. Tt now remains to be shown that these
categories prove useful for the IR tasks that have motivated
their construction. 1In the spirif oft the previous discussion
the statistical intellectual term classes offer the following
method for-overcoming the limitations of binary comparison.’

For the example of 'dog", the first

sections of

"greyhound" and('béan",
two terms map into the "Mammalian Biochemigtry"
CACon (CAO0ll). ' "Bean" maps info the "Plant Biochemistry"
section of CACon (CAOl7).

As before, 'maps" means that the
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term has its greatest concentration in the given section. .
Now, if each term is augmented by adding the class name to

it, the following situvation arises;

Bean Bean-CAO17

Dog Dog-CAOil

Greyhound Greyhound-CAO11

No matches Oné link between Dog and Greyhound
‘ at distance = 1 - % = 0.67 .

That is. "dog'" is linked to “'greyhound" at a distance inter-
mediate between identical match and ne match. Augmented’
identical terms still match at zero distance.

The principle of augmented terms can be applied at more
than one level. Thus, a term can be autmented with the names,
for instance, of the CACon subsection, section and supersection
in which it occurs so:

\

. . . !
Term 1 + CACon Subsection 1 * CACon Section 1 * CACon Supersection 1 | i

Term 2 + CACon Subsection 2 * CACon Section:Z « CALon Supersection 2

| Ef Term 1 is identical to Term 2, they are joined at

distance zero. If Term 1 is not equal to Term 2, but they map

into the same subsection (So CASub 1 = CASub 2. CASect 1 = CASect 2

and CASuper 1 = CASuper 2) then Term 1 and Term R are joir. i at
istance = 1 - é = .4. Similarly, if the CASuper's are equal,
the connection is at distance = 1 - %'= 0.86. The progressive

distances of the connections joins at different levels of map

relatedness are in close correspondence with intuitive expec-

tations of desired term behavior. Moreover, the simplicity of

‘ the procedures means that they can be performed irexpensively.

e
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4., ANALYSIS
. The three critical parameters that characterize a clus-
_terlng run are coverage, agglomeratlon and accuracy. By
using a statlstlcal model of the clustering process (assumlng
that term occurrences are largely uncorrelated), and a simple .
measure of term distribution, it is possible to predict the
covarage and the agglomeration as a function of the cluster
distance. 'The model also pledlcts which terms will be domi-
nant in forming the pattern and leads to” recommendatlons for
modification of the shape of the term frequency" dlstrlbutlon .
to improve retrieval efficiency. The model do§§fnot predict
the accuracy of record assignment to clusters.’ However, ‘one
" can readlly use the model to calculate the degr@e by which
an exper1menta11y determined set of assignments exceeds the
chance level. By using experlmentally determined clusterlng o
accuracy as a function of measures of the term, dlstrlbutlon '
estimates of the usefulness of cl. .cering in new §1tuat10ns l
can be made. The excellence of the dgreement between the
model and the data Supports the assumpticn of uncorrelated

term occurrences, An support of the literature?®’'?2? .
\ .

. -
' [
.
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'STATISTICAL MODEL OF CLUSTERING CCVERAGE

1. All Term Frequencies Equal

A\ 1

v h . / Al
Suppose that in a collection of'NF records, there are J

unique terms, each of which occurs with the same frequency,
Nj (i.e. each of the J terms occurs in the same number of
records). The case of equi frequent terms is simple to test,
and- can readily be generalized to describe the case wherein
the terms each have their own frequeucies (each term may .
occur in a different number of reccrds). ﬁdreoVer, assume
that each record hds the same number of terms, ﬁT' This is
a good assumption for the CACon data base. Note that NT “ln_
) ) F

Represent each record by a J-tuple. Let a 1 in the jth
position correspond, to the presence of the jth term, and let a
0 correspond to its absence For each record, “the corresponding
J- tuple will have N of its positions filled with 1's.. To
calculate the number of records that are clustered at a given ¥
dlstance one merely has to calculate the number of records

that share at'least k terms with at least 1 other record, where
k is determlned by the distance formula

A\
k

D=1 -
ZNT"'k

' So k = 28, (1-D)/(2-D)

Giveh any two recorus from th: collection, the prqbabllit"
that they will match on at least one term.is easily calculated. *
’ ~Since all the terms have equal frequencie:, the probabilicy
| : that' any one term is present in a given record,is the same
; pnoblem as the probatility of picking one specified ball in

WT chances ;rom an urn ith J numbered balls.
¢ : ‘

~ The probability that there.is a match on Lhe jth cerm is
tle product of the probubllltles that the [th term is precent
- i. each of the two records. Let:

r
x

l

i

o o

’ St
-‘ -

f

\

]

|

|

|




rd

p(j) = probability of a match on the jth term
p(j) = (probability that the jth term is in Ri) »+ (Probability <
the jth term is in R, given that it is in Ry) .=
£ ]
N- N-'l o
P =g gt
FOF 2
P(k) = probability that there are at least k term matches

“ 1

" between R; and R,

P(ex k)= probability that thgre are exactly E‘term matches
between R; and K,
Plec 0)= 1 - ((1-p(3))Y . s
 That is ‘the probability that there are no term matches
‘between two records is 1 minus the product of the
probabilities that there is no term match on any of
the J terms.

Lnl}-E(eX:ga = LﬁE(l-p(j)){]= JIn(l-p(3))

for p(j)<<l, Ln(l-p(3)) = - p(i) »

,So Ln[:l_-"l’(.e'x O} = -.}(j) . - . r | C o . '
1 - Blex 0)% exp(-Jp(j)) '~ -

P(ex C)= l-exp(-Jp(j);

So, the probability of at least one match is 1 minus
the probability of no matches, and

v

P(1) = exp(-Jp(j)) ‘
P(1) = exp[}J - ﬁi . ﬁjnl
‘ B S S
‘ | .
: . : .,

68 .
84
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Case of Non-Equal Term Frequencies

s
v

R; Ra» Rj Ry
— .. o —
' T, | 'Tl. ' L _
T, - LET -
T, T,
Ty . _ Tu =,
_— . — e —

Aé an eiaﬁple of partial record set; with terms of
ungqual frequency, consider reéords pairs (R, + Rz) and
(R; + Ry): For (R: and Rj) there arc 4 possible terms
(J = 4), all of equal frequency. Suppose N 1. Then
there are 4 matches out of 16 possible comblnatlons for a

match Drobablltty of ?6 = 7 at a distance of 1 -,g -5 =

bhﬂ

T

'-QTT = 0. Suppose that R3; and R, are idéntical,to R,

’” H

" and R,, except that the first two terms are identical,

(1 e. the first term has twice the frequency of zny of the
others)ﬁ"Thus, there are, in effect, 3 terms (j = 3), one
of which has twice the frequency of the other two. From
the diagram, there are 6 matches out of 16 possible com-
binations for a match probablllty of 93 % So, it is
clear that for cases of unequal frequency, each term
contributegs to the matches approximately. accordln’ to-the
square of the term frequency. g

When the derivation of Pé\is done for the case where
the terms are each allowed to have distinct frequencies
(See Appendix B) the result is found to obey a Poisson -

distribution. .
k-1 _k -L \ ! .
P (k) z Le for k>1 and
. K.l v
. ﬁl<<L for all j

F

-

for Nj comparéble to NF’ (which'corresponds to the case where

one term occur. in most<recoras), additiqnal facths of T

o2 a
v =

69

89 .




"a number of links [d{} N, (N.-1) ]

sufficient to fepurt=ﬁ N., J and N. when documentlno clustering <
experiments. It is nlso deexr&b’e to report the average nuuber.
o :

:s, v . ' . ‘ “
. ' N \ {
occur in the result. In this expression, < |
+ L = the average number of term matches (links) per '
record pair. o ' .
~
N (N, -1)
Slnce the number of record ﬁalrs is 7 and. the ‘
e‘
s N -
number of term matches is’ ;il Jj(Nj 1) Ea N, (N D
. & ' P .7
/ 2 ~ NF(NF-l,)_ )

it 1s useful to note that the equatlon for P(k) depends
only on the parameter L. Since the shape of the cluster:
pattern depends on the number of links formed, one may dsk

N

which terms contribute most to the formation of a'paqée%n. . .
Clearly the single frequency (one appeeranee only& terms ‘
cannot: contribute much tosa pattern since they cannot -produce
a“link” It has been argued by others that, sdeh terms
contribute to the pattern by 1dent1fy1ng dimensiéns' along o
which records are different!®." That is true, but the
experiments show that terms #fe so weakly semantically linked
that singular terms only degrade the patterr. i.e. degrade
the significance of the patches§ ‘ )

.

Higher frequency terms contribute. progressively more . %

to a ractern. A term with a record frequency of Nj contributes
L:

- Y

For Nj = 1 (singluer terms) it is zero. For NJ>>1_ as;exoected,

. 2'
‘

it increases as N; Because there are very many more low

frequency terms control the overall eluster pattern for a gven
case Figures 37 and 38 indicate that sometimes even a sinzle -
hlgh frequertcy term can overbalance the lin’ g power of all

the low frequency terms. This work’ suggest _.hat it is not .




of links per record pair, (L)

If there are any Eérmg in the file for which NRZ:NF,these

should be reported too (See Appendix B). It is for this

reason that typical distributions, rather than -average
+'di%tributions’ dre plotted in Iigures 35 and 36, i.e. since -

/
. — a ‘ ,

N§ S ﬁ;, to cilculate T on the, basis

”, v

of average term frequencies would underestimate the signifi-
‘cance nf the high frequency terms.

[}

’

. 1 :
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" Number Jf Retords Clustered - Multié}e Links and Agglomeration

b v N P R

. qhow, the number 6f records clustered at a given distance
R maN

) \D"NeL. (Prob ‘of at ieas: k 11nks between R ‘ard Rj‘ . (Numéer
of'k and Qj palrs) . (Number of recorde»clustered per link)

. ﬂ whefe k llnk° assure‘ple

by

. -,‘\;ﬂ ”l' - - . ¥ ) ) -
A A P(R,,R2> - N(RuR2) - E(LLN) - :

f(} M) expfesses the fact that when new 111ks are ‘formed they
may either’ 1n »1¢e . previous 11nk:S/recards or not, as shown ,

oh Figure 39. . Figure 40 expfees £(L,M), calculated expli- ,

c1£ky forj§-1002~ Note that, for L0, A because every
. AL >

new 11q3 is. a ‘type 1 llnk and binds twd prev10usly u‘,,und
records 1t N AN ) .

© " For NE I .6 == - 1 because most new 1inks are type

L J F = . B
2 llnks which bind one prev1ous*y nnbouna record to other previ-
-nusly bound records. . <
N ,/ ANC

- Fox 'Nl.?“l 7S :
necause ﬁew links occur primarily as type 3, which only- ‘bind

*ev1ouslv bound groups together

: G- - -0 B pE R T
A Ve © ?. j - . - . ?
S o N o ¢ & o o]
0ld : New - 0ld = New 0ld New>  01d
Type 1 Type 2 Type 3
s F%gvre;324%%Tvpes of Ways that New Links Can Occur

f@ has *e shown by- derivation and exp11c1t calculiation
that’it is'¥oughly true that L

Vo NN (- °XP(- ))

{

N A LK ¥ ,
for 2& 1, NN (15 (1-2E )) 2L |
“ r ¢ . - . 2
. 2L . '
for-ﬁ; >>1i chuF o - ~

» /'-S ) - 76 oot
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7, The follow1ng graph shows the data of Figure 14,
line is that calculated uslng the above values
matches the average of the rélevant/nonrelevant experlmentaL
coverage within one standard. deviation of the mean. ’
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The coverage model was also tested oon the data of

Experiment 2. As shown 1n Flgure 42 it ﬁ%ts-the data-.well

for varlous conditions. . o ~
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N . STATISTICAL MODEL. OF AGGLOMERATION ST -

N . X N . // - - i
o | S . . S
i . .. The average cluster srze depends ,6n the number of type .

; - ‘1, type 2-and type 3 ‘joihs (n1,n2>p30 respectlvely . (Bee
y - Flgure 35). The number* of separate clusters is approu;:.matei'yL
‘ nx,na, since an n) join creates & cluster and for Nc<<N , an

_creates nor destroys a separate clusten, but rather it just .

-joins ‘a prev1ous1y un301ne§ tecord, to an. existant cluster.

Hence, the average number of records per. cluster ﬁ ) 1s
<«

-

A LNy E e for ny<n, ) )
<o . LN ni=-nj; f
¥ P : * e .
i et . &“w . ... .
L Where: n; = Nup&er o< type 1 llnks T
- . h2 Nﬂmber of type 2 links ' ' /;// . e
ns -/ﬁumber of type 3 llnks _ i X
¢ ’N'C'IF: 2 nll + j2 %) v ’
Ly = m + n,_+ n; - <.
So ;ﬂ = 2L - 203 - N 3 ‘
. :;n1= N -L + ny /
/ ) . ,
bt ‘,:"/- ‘N ) g M
: Sof Wy =, |
, ' . ) A ) (Nc'l;-n) ,
’ : NF .NF-NC
Y lﬁut L = it 1n
fef > 2 NF
~ aj . . \ VS i
£ t 1
’.r ’ = %
. sor - Ny Ty, N_-N i -
/ 1n F C
N/ - <l
: r . Cc N . - )
LA N b )
. ! » ' ’ hd '
y{ . Foz : Ne>He ‘ ' - ' L
This equation is plotted on‘Figure.AB for N. = 100. Aggiomera-
. . N )
t (o] b * ] L/ ] L
» lon becomes appreciable phen ﬁf > .6 (i.e. 60% of the file
s is joined at least once). ) ©
B . Y .
L 4 a * '
v '. | " 4 . | bl -1-01 ) h . - . <

natype JOln usualIy destroys pne An n, join nelther ’ .

) ""gyven approx1mate1y by: / ' . _ . .
e N ’ T -

o
-y
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Using- the .data of Figure 36 to relate N to D and the above
P Jequat‘gé to relate N, to N, results in Flgure 44, on which 4
% ' is supérimposed the data of Figure 16.

'The abo&e equation
fits the data very well up to N /N ~:75.

Above that level,

c the number of n; type joins that do*not unite clusters becomes
: T apprec1able, and a more _exact treatment is required (Based on .0 :
. resolving the two p0831b1e kinds of. type 3 joins). The 31mple o :
. ’ equatlon however, is su;f1c1ently apcurate te serye as a :

> ’ 0gu1de to system design.
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STATISTICAT MODEL 0“ THE AESURACY DF CLUSTERING RECORD ASSIGNMENT

_ Tﬁecorocedure used in evalﬁating a cluster for experiments

. Z and 3, wherein each record belongs to dne df two classes

- ' -(relevant vs. non-relevant or CACon Section X vs. CACon Section A
s . Y) is to total the number Of records of each type. w1th1n a T -
cluster, and asslgn the—cluster to whichever class® has a
majority. For rnstance if a cluster contained 10 records, ) 'f
; v . of which.? were nelevant and 3 were. non-relevant the cluster :
‘ would be des1gnated reievant 7 a%signments would be counted ; ?é

: _c\ o
Pe ’aslcorrect and 3 would be cgunted as errors. . Hgu ever it

this uata that th ccuracy ! _:g
.of clusterlng record*as31gnmént is 70%. Rather, the assigh- )
. - ment performance must be cqmpared with the frequency with . - ;ké
’ ‘which correct assrgnments would be made by chance alone. - ‘ -
,For the case of a 10- record cluster, no more than 3. incor- .// - {

rect ass1gnments can be made. 'In ather w01ds, even if records

is not correct to deduce froi

x were s1gned to clusters on the basis ef chance, because

, clusters are labeled as being type A or type B based on their
majority constltuenfs, no more thah.5 incorrect asslgnments ] ¢
could be made to'a 10-record cluh\Er. A more detalled exami- o "%
nation of. tHe statistics shows that the’average chance level ‘
is somewhat greater than the mlnlmum Recall that for the
experiments deS1gned there were always equal numbers “of,-the

two kinds of récords in the set to be clustered,. so that the V.

o ok
probability that a given record is either one type or another f v
iS 05. ‘ ! * . & - ) :
[ ¢ . N - ) é
For a'2-record cluster, there are 4 possible-combinations
of'records{ . . ' *
- Combinations Score ° . gﬁ%
+r Z -
+- 1 . o
. ' ‘+ 1 a
- 2 )
b 2
" 4 - Total . 6 = Total ‘Score
" . . &. %
Combinations T
- CJ -
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Since each combinatibn is equiprobable (approx1m§§e;y), the.
average score attained by chance for a two-record cluster is .

1.5 (i.e. 6%4)." Similarly, for a § record cluster, there are
8 combinations: . . ‘ \ g

~

e Comblnatlons - §£g£g‘
' o \\\:l'i-l- ’ T . 3 - ,
-, 2 S
, =+ 2 - . ™. .
o ) N =t . AN )
- . st —_— 2
i ‘ -+ - -2
fem 2 -
—— 3.

]
-

-8 Total Combirations 18 = Total'Scére‘

)
< Y

For this case, the average score-attained b§'chance alone is
. Calculating-the chance Leveis fé; prcgressively'Larger "
 clusters leads to the curve shown in Figure 45 As is shown
~ on that figure, the relationship betWeen the average sgore
* attainéd by chance and the cluster size is approx1mately G
linear, and may be -estimated reasonably well by the'equatlon:

1
- ]

A , NR ‘ .62§Nc + .30 for NQ?Z
- ™ This equatlon may be, used to calculate the‘extent to whlch
a glven set of clusters exceed the éhance level 1n the aﬁcuracy
of’ their record assignments. .} * - . .

\ £

The score attained by a ciuste; run is caiculated as
‘the fractiop of total assignments that are correct,. above the
chance level (S). At any given cluster dietance the’hﬁmber
of records clustered (N ) and the numbér of clusters (N) are
tabulated "so that the average number of records. per cluster -
(Ny) is: . : " :

+

S
.

ad
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o .ably low values.
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The chaﬁce level of corlect a851gnments for -a_cluster of 31ze

NA 1s elven "By the Ny equatlon evaluated atr—ur ‘

Lt R N
.‘&; . . L. °“ ) ’ . - R
Y NR Vit 1.625 c‘+ 30 - ' ' '

~ " N
°, Y

[ ’ - . 2 . *
te . e . f
\“_l - . . e .
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So, the total npmber*of correct assxgnments, by chance alone

T

=i -
?

©

‘"‘l

B

(NRC§ is the number of cogrect a531gnmenps per cTucter tlmes o
the number of/clusters ) ‘

>,

. - N ) .
- e
Py
-” LY - . [.]
L

(A9

- .
-
-, N~

==\ . '. g .
Npr ! =g \§g5§+30 N q

> \
- - . ’ . \ I

\.

/§~

.
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So ror NR total correct ciuster asglgnments, the score is
glVen by ‘ - O ,1" PN

AL S =
2

-

ol

S has the~p*opert1es'that S=0 if the a551gnments ard correcg : :
' s 5 oniysat the- chance;level
é =R if the aSSLgnments are all correct

rd * -
M ~
t

'.‘! :

,>S>O'if N >NR>N'C and S 1; 1fhear with NR ‘,~ R

~
i

-
-
L]

Applying this. formula to tHe data on FlgUre 13 1e ds to -
Flgure 46. It 1sielear £rom thlg figure that the accuraé&/;ith
-, which szm‘le clusterlng makes recggd asslgﬁmeneé to elusters is
very’ subotantlal (aboue 80%)" for cluster distafces iesg than - .5,

but that at 1arger dlstances it rapldly falls off to pnaccepﬁ—
This is not. surprlslng
GOA or more of their terms- in" common

they should be grouped together. "Also,

If two records have :
it is not surprlslng that ..
if two records have .

only about 20% of .their terms in common, it is ngt éurpr151ng ' '

>

that grouping is little better'than chance. ? -i/,

~
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., « At a distance of .5, only about 13% of records are
clustered and the average. cluster size is only aboul 2.,
.records per cluster, so that the pumber of user decisions
have only been reduced from 100 to about 94 (ise.

(N —l)--—E = the number of;user decisiors required).
Na . .

» -

"This performance is not 51gn1f1cantly ‘beneficial to the user.

_Tth analysis reempha31zes the need to incorporate ‘semantic

informMation into the system in order to incréase S at larger
values of distance, " where the reduction in the number of
required user decisions ij/more significant.’

Examination of imdi¥idual runs shows that the primary *
reason‘for incorrect g oupings is the failure of semanticaliy

. related but non- Ldentlcal strlnas such as greyhound and dog,

to match. This is K| problem that cannot be solved by a change
in the choice of clustering distance measure because changing

the measu-e cannot recapture the semantlcally buried. information.

Rather, a means is needed to record the ¢onceptual relatedness
of terms. ATC is. an approach to this end using statlstlcally
constructed 1ntellectual term classes. "Because the term
classes always map terms into groups with larger values of

Nj’ the mapplng 'is subject to .the cr1t1clsm that it sacr1f1ces

-percision for recall. That is, Salton has conjectured that it

is the intermediate frequency terms that ‘are the mcst important

-for information retrieval®®. The very low frequency terms,
’it is argued, cannot.be very important because they cannot

part1c1pate in many matches Also, the wery high frequency
terms cannot be very srgnlflcant because they lack specificity,
i.e. they match so often that the 1nformat10n value of a metch
is small. Accordingly, he recommended that very low frequency
térms be grouped into intermediate frequency classes, and very
high frequéncy térms be divided up into intermediate frequency
term phrases. These suggestions seem unassailable irn® the
context on one-step searching. Yet, in the context of multi-
step searchlng, it seems preferable to use .the struetured
vocabulary methods descr1bed in Experlment 4. Representing -

90
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terms within such an hierarchy allows for the matching to

be performed within the limitation of a given range of concepts
.(the idea 6f SBC), and to match sttrings that are not identical
with a match value less than unlty, and to perform the matches
at selected levels of gegerallty. The process of addlng to a
term the names of the categories in which it is found is to
carry with the term the context of its use. Williams found
this kind of information useful in directing a user query to
an appropriate data base’!. It is just this kind of informa-
tion that is used implicitly in dialog to break the ambiguity
of term definition. Thus whereas "absorption'" has two dis-
tinct definitions (at least) they may be disambiguated by

-«—-/. . . ) . . -
noting that one is in the spectral sense and one is in the S

physical sense. The use of a formalism in which the spe-
cific term mappings are associated with a term occurrence
suggests a natural interface with artificial inteiliggnce
processing tasks. Using AI techniques, perhaps terms Ean

be disambiguated by Lon31derat10n of the contexts in whlcn

they occur. Similarly, -the occurrences of the labeled term

suggests that the identification of the contexts would be

made easier as well, perhaps through local consensus.

The effects of vocabulary mapping can be evaluated in
terms of the statistiecal--clustering model. Every word in

‘the language is a precise instrument, and any time Virtually

any term is repldaced with andther, meaning is changed. Any
time -that meaning is degraded, the gpcurécz with which records
can be grouped is depressed. Of course, if terms are replaced
by more general terms, ZN§ is increased and the probability of
match is increased, so. that coverage and agglomeration are in-
creased. The experiments performed suggest that for accuracy
to be sufficient, coverage must approach‘1007 at a distance of

"less than about .5. Convenience would suggest that average

cluster size should be about 7? at that distance as well. The

statistical model predicts that these conditions would

.1




require IENE

13,500 for a.file of 100 records.

. . . T,
.\ . 5

T~ .
The™ actual

value of EN;' in the e':cpefiinents is about 5100.

sj_

HJRough calculations show w that ATC can achleve the factor
‘of about. 3 that is required to ra:‘sezNj to the projected

feasible range.
Yecords,

useful to a user.

.
“e
i

e

-

By lncreaSLng the number of links between

However,

-~

R

this projection should be
regarded only as a motivation for further work, and not as
a ‘guarantee- of suécess.

ATC can be prOJectpd to ‘achieve resolution of R
relevant and non-relevant records to a degree that.is’

by ¢
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__.. The costs involved in applying s1mple clusterlng tb about,
100 blbllograﬁhlc records from either CACon or Ei COMPENDEX

include 1dent1fy1ng the, terms, applying a stop list, utilizing
In experimental runms, on an

controls and, finally, clustéring.
seconds for the

IBM 370/158 these steps consume about%ZO cp

In production

term prenarat:.on and 20 §pu fdr “the c"‘fusterlng

Much

runs, the computatlop time would be cons1derably less.
of ‘the term identification process “could be _saved by pre-
processing the records (i.e. stobring stems and stop-listed

perhaps in a canonlcal form). The clusterlng tlme
‘The exper;mental runs gave
Perhaps

terms,
could also be greatly reduced.
much mpre detail thﬁh would be required by a user.

15 cpu seconds would be a reasonable estimate. for 100 records

A]

-

and about 60 cpu for l,OOO'records.

The ATC term mapping requires about 300 cpu seconds for

. This is the cost for associating a term

.. two issues of CACon.
Several hundred

\\\\ *
with a subsectibn,- sectlon and supersection.

more seconds are requlred to restructure the data base to put

'w

it.into a form to take advantage of mapping.

-

The SBC clusterlng should cost less than the s1mple

clusterlng because fewer terms per record are accepted by the

content focusing mechanism. Howev/r, firm cost estlmates are

not available yet'for SBC.

ESSING COST ‘

Y

The ATC term m&pping, structuring ‘and labeling operations

are done only ence on a data base and are then available, for

all searches -In. essence, global 1nformatlon is processed -

once, saving each separate user from repeatlng the same in-

tellectual operations.

93
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,user the cost\:f doing that sort separately

: | |
5. DISCUSSION . . |

How is an IR system/to be made efficient? hFor string
thq

on the number of str1ng1compares -xequired during single re-

handle-that phase very well by

structure such that the anticipated

processing programs, historical first step was to save

trieval. Inverted flles
sorting the file into a
.question, "Where ﬁoes‘strlng xxxx' occur?" is answered for
This saves each '

On a somewhat

earches are done

all strings before any ¢

more soph1st1 ted levei ATC s1m11arly saves each user from

v
w
4

)
f‘,

analyzing theﬁhontext oF each term by using global stabrs- ‘M
tical information to re?ate all the implicit context. deflnl- i/
' That is, just ds.String Vi

i
ms save on ccmparlsons ‘by comparlng/only 7

those strings for\which a match is pos31ble (baSec o a

tions before any searches are done
processing pro:ra

'crude first approximation such as LCB®2) semant1c processlng
programs should save on compares by using a crude f&rst

approx1mat10n to meaning (such as ATC), /
-~ /
When one projects the structure -and capablllples of the.

IR systems of the future,

4

one is 1neV1tably drawn to consider
the automation oF semantic and cognitive processes (i.e.
the functions. performed'by an ideal llhrarlan.){ In this
regard,.one is led to ask, "What is the future role of current
statistical strlng processing procedures in fu ure systems
that will be doing semantic processing?' It is ‘tempting to
think that.the future IR system would be a "world brain" in
“which statistical processes had no place, i.e. where new '
information was' folded into an existing knowledge bank by a
process analagous to understaﬁdlng In such a circumstance,
one mlght assume that retrieval would be very fasg, analagous ,
to the human puwer of ,abstraction of concepts.

However,.there

re two problems with this point of view. even for

 First,
humans, ‘recall is statistically based. ; Frequently used infor-

mation is easily retrieved in the human mind while infrequently
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used dnformation is often remembered only with great difficulty.
Moreover, such performance is reasonable. . First, when memory
space is flnlte, and response time is 1mportant it makes

sense to put the hlghest prlorlty records in the most acces-
sible places. The second‘problem is that the process of
understandlng generally means developlng the capaclty to
answer a given class of problems by preprocess1ng the data. -
. For example, if I'm told that "John is in Texas". I can

easily answer the question|'Where is John?" However, there

are many other questions such as "Why is "John in Texas?"

that are not easily anticipated nor are they easily handled

by standard (canonical) forms. ' Such questlons may require
~ inference and the use of implicit 1nformatlon The pointais
‘that the large number of questlons ‘that may be asked about

text is large, perhaps 1nf1n1te, and no system can be expected‘
to have answered all of them jon a preprocessor basis. Some’
large classes of questions may .be answerable on . preprocessor
basis (like'"Where°is John?75, but many of the unantdcipatible
questions will require. run t1me analysis of recoxrds. To .be
efficient, it seems that the two kinds of questions'(high”
.frequency anticipatible or low frequency unanticipatible) P'
should use memory in dlfférent ways. The ATC and sequentlal
search formalism has an obvious extension that seems ‘to
accomodate these two needs. It consists of the representatlon
of eac¢h term by an m- tuple in which each field corresponds

'to an attribute and each entry corresponds to a value.- For

a multi-step system based on such a representation, the.Boolean
search component would access a .limited range

f, fields, inter-.
mediate processing would have access to more fields, and seman-
‘ t1c process1ng would have access to all fields. Such represen-
tation has ,npot been the focys. of recent Al research activity |
because of the apparent storage.economles and the other
successes achieved by semantic nets and linked lists. "In the
use‘of these methods, every attribute is-a node. What is
suggested here is that: ‘the nodes in a semantic net need not be
bare character strings. Rather, they may be n-tuples. Then
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the semantic net becomes a network between n-tuples. That is, -
onc-of the most sericus problems in latural 1anguage Al is

the prlorltlzatlon of computer processing tasks. ®Processing:
demons are one attempt!?, Perhaps the hlgh-frequency memory
accefs'needs would be bgst met by explicit n-tuple represen- -
.tatlon while the low frequency needs would be met by p01nters.

- and semantic net relatlons s

Reaction tlme experiments3§ suggest that human memory
works on a bucket principle such that weak relations identify
the bucket in whlchtﬂuawords that-are candidates for a given
usage are ‘stored. Intellect is then xequ1red to examine the.
contents of a given bucket ard to select the. approprlate word
It is 1nterest1ng to note that if the n- tuple representatlon
A of terms were used as _the.bucket formlng mechanism, and if
i, each entry in the n- tuple wele blnary oryn=20n there would
\ . - be enough possibilities to dlsamblgua ‘lO‘ words. The 20,

bit strings would allow classes of .words with similar meanlngs

"“to be_retrieved dlrectly through their s1m11ar bit strings.
That is, the 20 bit strings could provxde a fast bucket
retrieval mechanxsm for the content address1b111ty of' terms-«
It may .be co- 1ncbdenta1 buf in the gane of 20 questions, .
20 b1nary responses ,to a more-or-less Standard collectiun.of
questions is suff1c1ent to d1samb1guate (guess) the selected
thing (word) from a collectlon of possibilities of the order -
’of 106,V - i - 2

P

~

o

- Y

'The\overall point is that multi-step Processing of records.
consisting of terms, each of which is represented by augmented
0 fields (n- kuples) some of which are stat1st1cal in or1g1n and
| some of whilch are semantic, seems’ to suggest a system des1gn
.  that can acquodate levels of processing from simple record ,
retrieval to'detailed AI.: This work has demonstrated the value
of multi- steﬁ\proces31ng at the statlstlcal end.of the specérum
-wherein practical application to trad1t10na1 IR problems may
be imininent 1nvolv1ng user of the ATC o34 related methods. More-
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over, it is;sdggested that application and interfacing of thése
methods with.those in the realm of semantic iﬁformation_
précessing seems warranted, to tackle the IR problems of the

1

future. : . : .
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LIST OF ALL SYMBOLS.USED ~ . . _
: : PR . . <

D(a,b) = The distance between a and b as specified
i* ‘, by a given measure. The distance may also
‘ be called "D". when a and b (or their ’
: - \equivalente) are specified in another manner,.
f(L,NF) = The link redundance factor -= the number of
. records clustered by .L llnks for a.file of
I . N récords. , .
‘ o J = _The“nu&%ar of unique terms in a file.
- L = The ﬁgmber of links.. B
N =  The number of clusters in a file: ,~ -
. N(R R ) = “The number of pairs of records in .a file.
,° . N (x) "= - The nﬁmher of records in.e cIuétérf -
. N, . =" The.number of records clustered. . .
-; N TN ¥ ‘ ’ T * / - O ' /‘\\
- Np = The number of records "in a file. .
M “« : ) J T . -t [}
. Nj 5. ° ‘The number of records in a file in whlch the
. » c, _ jth term (1<j<J) occurs . .
3‘ NR . = The number of ‘records clustered co*rectly
N / - - ot
" NT; t= .The nqmber of terms 1n ‘a record. -
h P(k) " - = The probabﬁlity that two'records have at gleast
e k-terms in common (i.e. k term matches).
Ry - =" the i'th record in a file (l<1<NF) -
: S = Accuracy of clustering record .assignments,
. : C allow1ng forhstatmstlcsrgﬁ~ch§nce. )
‘ Tj' =" ,‘the_jth;termbinia file'(lgjgﬁ). .
‘]‘ o s: Y \ . . “ . ~ ;
accuracy = the fraction of clustered recards that are.
assigned to clusters correcrly
", agglomeration = the average number of reécords per cluster at a
' ' ) . given distance. - D
¥ ATC = Automatic Term Classification

A2
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> * . ’ - z
. _ coverage = the numbér of records in a?filé that are
'c;ustered at a given cluster distance.
. ~ -
S document =  a publicagidﬁ:or‘niece of one. |
field =_ a subdivision of a record ire. author field,
. . tltle fléid etc.*
precision = the fraction of records retrieved that are :
o ) : relevant. : .
;" _grecall = the fractlon of reJevant records in-a data
base that are retrieved.
> - . record = the representaclon.of a document in a data base
usually con51st1ng of author, tltle CODEN, and
- ) source fields. N S
. m = the number of type 1 recexd 3inks (i.e. the
r ", - number of new. llnks between previous unlinkéd
' o records. = IR i
n.. =" ‘the number of typd 2 reccrd‘links-(i.e. the
i number of new links between previcue}y unlinked
: records and linked recoxds. . .
T on; . = . the number.of type 3 recerd links (i.e. the
. . _. number of new links between previous linked
i records. . : -\ -
£, = the largest fraction of normalized term ochr-
' rences, foxr a single ternh in any CACon -division
: ’ ¥\\ (subsection, section or éupersec ion) -
P .= the second larpest fractlon of ngrmallzed term

occurrences, for a 51ngle term, in any CACon
“division (subsectioen, @ectlon or supersectlon)

-
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ER : ey -, R g Ty ' -
Simple Clustering = ° clustering of records without any ., s
T T ' preprocess’:.ng of the terms that they e L
' L . conta:.n. " T ' -
SBC .. = Syb"et Based Clugtering. A clustering
. . h * * * T- * ‘—“ -- ’
c ) technique using term classes derived .
-~ 3 : . . "
" . from statistical preprocessing to L
. . ' T acco}nplls hree functions:-. degrees ,
. ) ' of term mé hes, term dis'a:mbiguat‘ion,' 7 .
ceom L "and restriction of scope \of attention. <
> L ‘ =, the-average number of links per record .-
. T . pairn, . X L
v P(k) . = . proba\nllty of at least k term. matches .
= . ' + < between  two- g:.ven récords. . ¥ ;
., p@G) -7 - =, probablllty of a match .on the Jth term _ N
- .- <« . 7 . for two g:.ven records. N :
I A . . -
;. B(ex k) = probablllty of exactly & term matches T
fe . : between ‘twu given recérds. K oot
. . . t ;
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p(3) =

p(ji)

P(ex'0) +

]

-

£ -

Tﬁg number of records in. the file. ( ‘ P

The number'of records with term j, NJ<NF

Probablllty of at least k term matches between e
two records. .u ' C
Probability of'no term matches between two records.
Probability of a match on the j "th term.
Probability of exactly k term matches between

two records. _

Probability of no term match on the j'th term.
Total number of links in the. file =

- -

N, (N.-1), Ny .
J-J., J . ; . 5
—_— =z » = the number of pairs ) Y
J J / .
’/T;ﬁ .

of identical records.

' The average number ofi links per reecord pair =

L. D 7 M RSP L
total number of record pairs NF F-1) ' : -”g
(probablllty jth term is in R;) - (probabllity :
that jth term is in R, g;veq that it is in R;) ' . u‘f
N. N.-1. = ‘ . " .

S R N . ' : "
NF N "1 - ' . . . .“‘
N.-l .
! ‘p(not 3) TT(I“—l - F_l) o
3=1 oo
J : J B ‘

. - N. N.-1
InP(ex 0) = Inp(not j) = ) In(l-zl o L ) -
. Np o Np-1

j=l ' 4 j:l




for~Nj<<N.‘ -

P(ex 0)= exp-L

g »

1f Nj:NF for only one j,

P(ex 0)= exp-(L + f3)

N, -
When "all ﬁl«l -
F

P() =

P(2) = B(1) - P(ex 1)

2

P(exl)

: é(not 1) . é(not 25 . b(not3)’~ ;(3-1) . é(no;'Jg
+ p(not 1) - p(not 2)

\ - A

i~f(ex 0)= 1 - exp-T -

=‘P(1). + p(not
+ p(not 1) « p(2).-

% O . .
_ . J J - ) ,
N :%:N (N, 1) N.(N.-l?
In P(ex 0)‘ —s
NFZNF 15 ) Np NF-
. j=1 J—l s
. J o, '
- ; _ :“,; (N.-1)
In P(ex 0)= -L -~ = —v)
S F(Ng-1 )
- . )
R J 7
- . (. L>7 ’
P(ex 0)= exp -1 N (N»-l)
. . _]=1 )
N. : .
Usually ﬁl . 1s" so small that it is a good approkimation to take
s F - . .

-

(denoted §b"), then
. No(Ne-1
for f,= o

F

~

-

2) « p(not.3) -
p(not 3) -

B3
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p(not J-1) - p(not J)’
p(not J-1) - p(not J)

p (not- J-1) -
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Ipa%}x%t_j'y « p(not 1) « p(not 2) +++ p(not J)" _ .

. J
ORI B
3=1

' . N. (N.-1) "N, (N.-1), |
- = B(0) - E 13875 S
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. and in general, for all NJ.<<N¢"
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The software developed for this prgject is based‘largely'
on programs previously developed at IITRI, including the.file
inversion software and several clusterrng programs. In order
to conduct the experlments, software modlflcatloqf were made

and a-few spec1al purpose programs were wrltten These pro-

-

grams are briefly described below. . . . o

Standard Computer Search Center (CSC) file inwersion
scftware extracts terms from specificd fields of each record

" (usually title and keyword fields)lin aTile and associates
with each one the number of the record (posting) in which it

“~

occurs.. Small modifications of this procedure allowed

different identification to be associated with each term

-

occurrence. 'The most useful choice.was the CACon Section--

Subsection,Number. The result of the INVERT program is a

" file where each record consists of a term of up to 20 charac-
ters followed .by a 6-character CACon Section and Subsection

number. , - . -

~

2 This file is sorted on the term strlng within each block

of entrles for a single term.
Sectlon/SuosectlonVnumber field.

The entries are sorted on the
ThlS procedure places all -
occurrences of a(éhven term together, and orders the occur-

rences accordlng to\Sectlon/Subsectlon numbers.

>

After the sort is completed multiple occurrences of
any term in any Subsectlon will be stored consecutlvely Next,
the rultiple record occurrences of each term are counted and
deleted Then a new record is created which consists of the.
term string followed by a list of all of the postlngs for that
term The CSC oQUEEZ program was modified to accompllsh these
ends. SQULEZ creates, for each term one. or more varying length
blocks each contalnlng up-to 100 separate posrlng locations.
"Each of these posting locations can accomodate all of the term
postlngs within a given category (CACon divisions). That is,
'if a term occurred in up to 100 separate Subsections, ‘thed

if between 101.and 200, then

'Each block of up to 100 separate posting
p ) .

only one record would be needed;
2,records. ete.

n

.

!




locations contains the number of postings in that block, the
first 20 characters of the term, the number of blocks created
for the term so far, and the strlng of palrs cons1st1ng of the
Section and Subsection numbers and the frequency "of occurrence
within that section. . This file format was .chosen to facilitate
statistical ‘calculations, of term correlations with CACon

divisions. (Supersections, Sectlons and Subsections). ) o
The  first step in analyZLng thé inverted file is to nor>. i
‘malize the term frequencles for each section, to allow for the
" variance in the s1ze of the sections. ThlS normalization was
based on the number of terms Occurring in each section. Inputs
to NORM (the program that performs the normallzatlon) total
term frequencies per section and the f11e created as a result,
of the SQUEEZ program. A normallzlng factor is calculated by
d1v1d1ng the section with the most terms by the number of

terms in each sectlon A table'of these normallzlng fdactors

is created. The file is read through term by term multlply-
ing the frequency of the S‘htloh by t’; appropriate normaliz-
ing factor in the table. The results are written into a new

‘ f11e us1ng the same structure t} a2y were read from.

-The file created by SINORM is used in. the second’ step
(82SEC) to find the sectlons 7here the first and second peaks

exist for a given term. For each term ‘the str1ng CACon Section
number and corresponding normallzed frequencies are read (the
subsection data are combined into section groups)- and the
sections with the highest frequencies are identified ‘and

" printed out. Four 100 p031t10n arrays are declared to keep
track of where these peaks have occurred. Each term 1ncrements
-a position in one array for ‘the first peak and another array
for the second peak. There are 2 separate arrays declared for
high frequency (more than 25 normallzed occurrences) and low
frequency (less than 25 normalized occurrences) terms These,
arrays aré printed out at the end of *he run.

\

N
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Slight modifications were made to the second step,in order
to obtain information on the first and second peaks within CACon
Supersections. In SZSUPER the normalized section and sub-
.sections are ccmblned into euPersectlon groupings and the peaks
are printed out as before. The four arrays are similarly in-
cremented  and printed out. h ,

iﬁ order to examine these peaks for subsections, the file

must be re-normalized based on term frequencies of the sub-
Sections. The file created by SQUEEZ is used as input to.

SINORM2 Wthh along with S2SUB, produces output 31m11ar to

the other versions of steps 1 and 2. Frgure Cc-1 summarlzed

. this entire’procedure. o . .o

The user relevance experimente and the programs used for
it, required the setting up of files with certain types of
evalnateéed records The record numbers of the citation satis-
fying a users proflle as well/or whether it was denoted as
relevant or nonrelevant by the user was keypunched With this .
information the standard utility. prbgram 'SELECT, c6uld ‘re-
trieve these records from tapes maintained at IITRI containing
the entire citations. These tapes of citation$ are grganized

' by %olume and record number and. contain records in a standard
intérnal format. The citation numbers.of interest and the file

of complete records for a given volume, serve as 1nput to

SELECT These two inputs are sorted into record number order S
so that-these files may readily be compared for ' matches. When

two record number match, the corresponding citation is written .

out to a new file. Appropriate selectioff-of the input citatjon
numbers results in the creation of a file of 50 relevant and

50 non-relevant complete citations for 4a given user. The file
created by SELECT 1is next processed by EXTRACT. EXTRACT

organizes the term lists into a form convenient for clustering.
Next, the subroutine TERMER is called. TERMER has 3 relevant
parameters: a pglnter to the citation, the fields to be analyzed
(CODEN, title, etc.), and a. character string of run time para- '
meters that specify options such as 1nc1u31on of single occur-
rence terms in the dlstance meaaure and output format.

. . N . 3 1}

~°
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..Terms are extfacted by the subroutine TERMER. Under the
direcﬁion‘of EXTRACT, TERMER creates a set of list’s of all
tefms fouhd their numbers of occurrehces and the 1Qcat10ns

-

of those occurrences. \‘

_The file created by EXTRACT 1s used by the program CLUSTER

First the Document-Term array‘ls read and stored in a reduced

form. Calculations are pérformed'for term distances. The

resulting cluster analysis is printed ouf as a function of - -
the distance value 1n dendoprams and other data summary formats. |
' Flow charts for the interactioh of these procedurecareshown 1
on the following pages. Computer listings for the major :
procedures follow subsequently. | T
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‘ s+ LAST UPDATE: 750103 @/ 00001 #
EXTRACT : PROC (RTP) OPTIONS( A*N)$ . ‘ 00002 .
/* THIS PLAL PROGRAM EXTRACTS [ERMS RR.M CITATIONS AND DROPS 00003 ¢ !
SINGULAT TERMSs INPUT IS PeL.S. FO MAT RECORDS OR OPTIONALLY A - 00004, —
HIT-FILE. OUTPUT IS TERM LISTS FOR DOCUMENTS & A DICITIONARY. 00005
. THIS EXTRACT DROPS ALL SINGULAR TER 5 & ASSIGNS A ZERO JN. THE TERM 00006 . °
LIST ] °y _ 00007.
DECLAQE . - . 000U8 -
NMAX FIXED BIN STATICy /% NUMB: R oF RECORDS TO BE READ #/ * 00009
v ALL BIT(1) ALIGNED STATI- T 000107
' o 1 RIT_REC) o oo . 00011 -
. 2 PROFNUM CHAR (10} - ‘ ‘ 00012 .
2~HIT_WT FIXED DEC (L), ) . 00013
, 2 JABSNO CHAR (31)» ' 00014
; -2, SORT.FLD CHAR (45)9 ' _ : 00015,
v ; - 00016
G ' 00017
: UNO HAR (11)s - . . -000li8 "~
: 2 REFNO CHAR (11)» - . 00019
P 2 PAD CHAR (1), ' 90020
‘ 2 DAT FIXED BINy . . ~00021
: 2 LOD FIXED BINy . .. 00022 , .
2 LOP FIXED BINy - 00023 ° -
2 DIR 1)y - : 00024
3 TYPE CHAR (&) i . '« 00025
3 STRT FIXED BINy ' 00026
, 3 LEN FIXED BIN - . ; 00027
~ PROF CHAR (10)y . 00028
© (PAyPB) POINTERy - : ‘ , 00029
. FIELDS. (4) CHAP (4) INIT ((4)(4)% 1)y . ° 00030
: *  NUM FIXED BIN, : y - 00031
RTP CHAR (100) VARYING, ‘ . 00032 .:
ROP CHAR (100) VARYINGS . 00033
HITFILE FILE RECORD .SEQUENTI L INPUT» , 00034 -
© CITFILE FILE RECORD SEQUENTI. L INPUT ‘ 00035.
I' ABSNOi1 DEF ABSNO. ) N 00036
" 2 ABl CHAR (4), ‘ 00037 .
2 'PAD CHAR (1), ' . ' 00038~
, 2 AB2 CHAR (6), ’ TR 00039 - -
- v 1 REFNO1 BASEL (P), : " 00040
_2 GARB CHAR® (10)» ¥ , o : 000%), .

C8
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. S _— 01726777 PAGE 2

-

DM0700E7 " .o~ . _ K o
- <\ . - L3 . )
N 2 REF1 CHAR (4), , 00042
; - 2 PAD CHAR (1), . $ <. - 700043+
o 2 REF2 CHAR (6) 13- - X ‘ 00044
éPH._ ; SR . ""*‘. * ¢ H 00'045 :
R P=RTP3 ’ , i . -t 90046 ;
203 - T 00047
ON ENDFILE(CITFILE) 6UTO DONE: . ¢ 00048
ON-ENDFILE (HITFILE ) GO 'TO'BO:EY - ’ 00049
- “GET LIST (NMAX)3 /# CUTOFFw/° 00050
" GET LIST(PROFsNUM)$ /* PROFILE NUMBERs NUMBER OF FIELDS °. 00051 :
EXTRACTFD. IF HITFILE IS NOT USED» . 00052 -
THEN PRAF WILL EQUAL tALL' ®/ 00053
: . PUT PAGE EDIT('PROFIL:: #,PROc}*CUTOFF " sNMAX) (SKIPyAsA) 00054 |
, PUT SKIP EDIT('FIELDS: ') (A)} . 00055
: GET LIST((FIELDS(I). Do i=1 TO UM) )5 #*FIELDS TO BE EXTRACTED®/ 00056
, PUT SKIP3 e - i 00057 "
. PUT LIST((FIELDS(I) DO I=1 TO NUM))3 © 00058 -
8 IF PROF='ALLY THEN ALL='1/83 g . +00059- .
B ELSE ALL='0'8} . 00068
LOOPl' ' ) 00061,
+ IF -ALL THEN DO}. /“HITFILE US:D. READ UNTIL CORRECT PROF ILE 00062
FOUND . . . %4 00063,
.- READ FILE(HITFILE) INTO( IT_REC)3 el 00064 :
IF PROFNUM~=PROF THEN 6V TO LOAPLE - . . ¢ 00065 -
“ * END3 . ' . 000066
N=N+14 T 00067 -
. . IF N>NMAX THEN GUTO DONE: : RN 00008. -
LOOP2: READ FILE (CITFILE ) S:T*(P)3 ; ‘ "00009
; IF -ALL THEN.DO: /®REAU UNTIL ~ITATION AND HIT FILES COINCIUE®/ -00070.
A IF AB1>REF1 THEN GO TO LOOP23 -~ 00071
. IF AB1=REF1 THEN DO}% , 00072 -
IF AB2>REF2 THEN GO TO LOOP2: - . 00073
. IF AB2<REF2 THEN GO TO LOOP1: ‘ - 00074
END3, ‘“ 00075
- IF AB1<REF1 THEN GO TO LOOP13 ‘ . ' - 00076
END , ' 00077 .
PA=P} /'.POINTEN T0 CITATION R:ZCORD®/ : ' 00078 -
PBFADDR{HIT_LIST)§ #®POINTER T7 PUSSIBLY 8LANK HIT LISTe/ . 00079
CALL TERMER(PA+FIELDS/PEIRDP) $ . 00080 -
GO TO LOOPl: , , 00¢81
DONE: . - $ 00082
IF TPH=1 THEN DO} /9BE-IN SECOUND PASS#/ 00083 .
PUT PAGE} ‘ . , : 00084 -
IPr=23 . ¢ 00065+
N=03% ¢ 00086 -
CLOSE'FILE(HITFILE)} $ 00087
CLOSE FILE(CITFILE)S. ‘ {00088
PB=NULL3 /* ST3NAL END UF FIRST PASS @/ " 00089
CALL TERMER(PAFIELDS+FHB4ROP) § L ‘ - 00090
‘ ) GO70 LOOP13} ‘ N : 00091
\ ENDS ' : $ 00092
' PA=nULLS /% SIGNAL END UF PROCHEDURE #/ 00093
o CALL_TERMER(PA+FIELDS+PHRDP) § 00094 -
< END EXTRACT} A 00095 -
"#PROCESS .(YATRyXREF ') §. , , 00096
TERMER:. PROC (PPsFILDS+PTsRTP): ‘ ‘ ' 00097 |
o . . : . . ‘ . ‘
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. 01726777 .PAGE 3 Y
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' : ‘ . SRR b - -
DECLARE { T v 00098:°
RTP CHAR (100) VARy - . : ‘ . ‘00099
NOSSW BIT (1) INIT (*0'3) STAT-C» : o \ T 00100+

- NOSSW BIT (1) INIT ('0'6) STAT:Cy . : , 0010] -
SECSW BIT (1) INIT (*0'B) STAT:C» L - 001062

> SECON BIT (1) INIT (*1'8B) STATIC» , 00103”
©  (PP,PT) POINTERy' .. . . - 00104 -
FILDS (4) CHAR (4), . ‘ : 00108
'Y CIT_REC BASED (PQ)» .« . , : , 00106 °
¢ UNO CHAR (109, N N s - ooloz”
“ 2 REFNO CHAR (11} Y .o . 00Y08:;

2 PAD CHAR (1), -~ L e . . '.00109

2 DAT FIXED BINy . -~ ° U R . 00110 -

2 LOD FIXED BINY _ = < - .90111

2 LOP FIXED BIN, ' C- : 06112

- 2 DIR (1) : ‘ . " < . 001).3
3 TYPE .CHAR (4)+ ~ o Cor T T LT 00114 g
" 3 STRT FIXED BINM, . ‘ g - 00118’
3 LEN FIXED BINy . . < 00116
PHl BIT(1Y ALIGNED STATIC JINITC0B), L 1 - 2 001177
RECNUM FIXED BIN(31) STATIC IMIT(O0)y * -, :o0lre .
STRNG CHAR (4000), BASEU “(PRYs ,#STRING FQR CITATION RECORDS#Y * 00119:
STR CHAR (79) BASED (PT)s /#STLING FOR HIT RECORDS #/ . . - 0012 :
ALPH CHAR (26) INIT ('Aacoere.LJKLMNQPQRSTuvwazc), 001iy -

WORD CHAR (20) VARYINS o .- o0i2e s
WRKSTR CHAR (2000), . - ' . . - 00l2d
WRKST (1500) CHAR (1) vEF HRKS:Rv oL : ., 00lew’

(Q+LAST) POINTER, <o . . T 00125 -
PUNCH FILE -STREAM- OUTPUT ' . 00125 :
(INDX(2:52) PTRy /%POINTERS' TO TERM LISTS#/ ' : . 60127

FIRST FIXED BIN INIT (0)s ' ‘ . §0.128;:

-NW. FIXED BIN INIT (0)s '/#NUMBE- OF NON~SINGULAR TERMS®/ 00129 .
NDX BIN FIXED (15)y /* COUNTE- FOR STOPWORU CHECKING . */ ° 00130%
NUMWRDS FIXED BIN INIT (0), /*vUMBER OF UNIQUE TERMS FOUND '/ 02131 .
BADWRD4 CHAR (64) INIT - \ 00132 ¢
(*WERF. WITH REFS MADE THAN THIS THAT SﬂME sucn FROM INTO BEEN BOOK'). .00133..
BADWRDS CHAR (33) INIT (°WHIC:: "STUDY . AFTER THESE THEIRY) 00134
BADWRD7 CHAR (16) INIT{'PERCEN- BETWEEN?), 00135 °
BADWRD9 CMAR (31> INIT (*DISCU SEO DISCUSSES CONDITION')y 00136 °
"BADWRD3 CHAR(39) INIT. L _ . 00E3T:

. (YAND THE FOR HAS 'ARE WAS NOT ONE USE" MAY 1)) : b . % 00138
STATICy - ' oo;}?
1 REC" STATICo’ N - 00440

2 NUM FIXED BIN INIT (0), / SEQUENTIAL RECORD NUMBER */ 00141 *

2 ONE FIXED BIN INIT (1)y / ALWAYS'SET TO ONE e/ 00142,

2 KNT, FIXED BINy /#NUMRER O~ TERMS IN RECORD @/ 00163

2 LIST (100) FIXED BINy ..t 00146

- 1 LTERM BASED (P1)s /“STRUCTU E FOR EACH TERM FOUND®/ <. 00145

2 TERM CHAR (20) T - 00146

2 NO FIXED BINy /#INDICATES :F TERM IS NON~-SINGULAR ~/ 00147 °

2 CNT FIXED BIN(1i5)+ , , . -7 00148

' 2 RECN FIXED BIN(31), L, .. $ 00149

-2 NEXT POINTER§ . - ' . ' 00150 :

‘RECNUM=RECNUM*13 - . : .o i 00151 ;
IF" PT=NULL THEN DO} . . ¢ Qols2
.- PH1=10¢B3} S PR © ¥ 00153,
-‘.- ’ ‘ * o a - .
Cl10 - :
L i} 2135 T S
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MUTO0ET > - . U S > -
- : REC.NUM=03 ‘ 4+ 00154
CE - RETURN} x ‘. o : 2 00155
¢ END3, .o . ‘ . ? 00156 |
-1F PPENULE THEN G0 TO PRINTRS /*LAST TIME CALLED“/ 00157%
PQ=PP} /*POINTER TO CITATION R=CORD #/ 00158. "
PR=ADDR(TYPE(LOD#1)}% /* POINT:R TO CITATION STRING */ 00159 :
- - IF FIRST =0 THEN pO3 #*INITIALTZE INDX ARRAY TO NULL */. . 00160 ;
s . IF INDEX(RTPyINOS+)>0 THEN.NOS<w=1] 13} 00161 :
oo IF "INDEX (RYPy'NOS*) >0 THEN 'NOS<ws'1v8; T ‘ ' 00162
IF INDEX(RTP,NEWSEC')>0 THEN SECSW=1113; . - 00163
. INDX=NULL3 .\ , w0\ 0016%
="~  FIRST=1} ~ o . 00168
o « ENDE™ . 0Ul66. .
REC.NUM=REC.NUM+1j -/2TOTAL WUMHER OF RECORDS®/ . | 00167 -
PUT SKIP(2) LIST.(REFNOsREC:NUW)} : . 00168
. KNT=03 /* NUMBER OF-WORDS IN RECORD®*/* . : 00169 .
' LOORY: DO I=1 "TO %3 , - 00170
: IF FILDS(I)=v+ THEN %0 TO L1: 00171
IF*FILDS(IY=tFE"' THEN O3 /%READ TERMS FROM HIT_LIST#/ ©o00172 "
WRKSTR=PT®>STR}S ) . . 00173
PUT 'SKIP EDIY(* ~ FE' :0)(m): . o 00174 ;
JJ=793 . . 00175 -
: , JK=13__ . . - . 00176 :
co GO TO Loopaz . o . : 0017T:
- END¥ oo o : ’ ' 00178
~ - = JK=LQD=-14 _ - 00179 -
. LOOP2:.  DO-J=1 TO JK3 - 00180.
.. IF FILDSHI)=*FE* 'THEN GO T. LOOP33 . - 00181 ¢
. ” T 00182<%
. IF TYPE (J)~= FILDS(I) THEN .0 TO LPND23% 185
IF TYPE(JY=91 ¢ .THEN LEN(J)--S /#LOOK ‘AT 5 CHAR OF TUOUEN #/ 00184 -
PUT SKIP EDIF(t ~  *.FILDS(I)+821) (AyAsA) 3} 00185 -
. JJ=LEN(J) § : : 00186
v IF UJ> 999 THEN Jy = 999 3¢ ‘ 001877
WRKSTR=SUBSTR (STRNGsSTRT(J) s 1J) § /#TRUNCATE AFTER 999 CHARS#/ 00168
© LOOP3: DO K=1 TO JJ WHILE(JJ>K)§ /#. XAMINE WRKSTR CHAR BY CHAR %/ - 00189
IF SUBSTR(WRKSTR,Ks3)=t o T EN DOY /* SKIP~OVER BLANKS#/ ,,_09190 ~
<« K=K o+ JUb .o 00191
, , ‘G0 TO L .PND33 - . 00192
e ‘. END$ . . 00193 i
IF WRKST(K)=1$¢ THEN GO TO HER: ’ ' 00194 -
IF WRKST(K)<$A? THEN GO TO (PN-33! /*SKIP'OVcR NONALPHABLTICS'/ 00195
.. IF WRKSINK)>*Z* THEN GO TO LPND33 00196 °
: HERR&P D0 KK=K + 1 TO .JJ-WHILE (WRKST(KK)~=t t)3 : 00197
» ENDI"  /*L00K FOR EN..OF TER~'/ . 00198
IHK=KK} « . " : 00199 .
. D0 KK=IHK TO K BY =1 WHILE (WRK: T(KK)<'A’)8 . END} . © 00200
KK=KK=K+13 /#*KK "IS J,LENGTH OF J. rMny o 00201
IF NOSSW THEN [F wnxsr<xoxx -11-1S% THEN DO} /*REMOVE FINAL S #/ 00202 -
WRKST.(KeKK=))=1 3 \ - 00203 °
- KKSKK=11 . o "o 00204 ,
. i END3 * . 00205
: ~ IF KK<3 THEN D03 /#LKIP OVE.- TERMS)OF LENTH LESS THAN 3 %/ 00206 -
R S KeK ¢ KK3 00207 .
- s 6Q TO LPND3§ ' 00208.
- END3 , ' » . 00209
N s M3 s ST
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WORD= SUBSTR(NRKSTR,KoKK) © 00210 °
‘ /% CH CK FOR STOPWURDS © %/, 00214
T NDX=03 - ‘ - 00212 .
. IF KK=3 THEN NDX=INDEX(BADWRD3 WORD);- . 00213 ;
IF KK=4 THEN NDX=INDEX (BADWRD4 WORD) ;. . 00214 °
IF KK=5 THEN NDX=INDEX'(BADWRDS.WORD); * ‘ K T 00215 ¢
IF KX=7 THEN.NDX=1NDEX(BADWRD7.WORD) } 00216 :
IF KK=9. THEN NDX=INDEX(BADWRD9.WORD)3 - 00217 :
IF NDX>0 THEN DO} /#§0RU ON STAP LIST, SKIP OVER IT #/ ‘ 00218 -
, K=K + KK} 00219 .
. .GO. TO LPND3¥ : g 00220 °
END3 ' . 00221 .
IF INDEX(WORDs*S$')>0 T~EN DO} - 00222 :
: _IF NO$SW THEN DO} ’ .. 00223
: . K=KeKK3 . 00224 -
‘ GD TO. LPND33 . . 002257
END$ : . - S T 00226 ;
ELSE IF SECSW THEN DO} © 00227 -
IF SECON THEN DO} . ' 00228 :
SECON=1*0 18} , 60229
K=K=73 - . 00230
KK=63 : 00721
; - WORD=SUBSTR(WORDs1s6)3 .~ - : 00232 °
! END3 : 00233 !
- ELSE SECON='1183 . ' 00234 -
. END3 . - ‘ 00235°"
END3 - 00236 ",
: PUT EDIT (WORD) (X (1) sA(KK) )3 ", 00237
KNT=KNT+13 /* NUMBER OF WORDS TN RECORD*/ ' . 00238 -
II=INDEX {ALPHySUHSTR(WOR™s191)) + 27 = INDEX(ALPH, 00235 .
SUBSTR(WORD,2s1)) 3 /#HAS-ING FUNCTION #/ 00240
IF INDX(II)=NULL THEN D03/#% FrRST TERM WITH THIS HASH COVE #/ 00241 -
ALLOCATE LTERM3 /# ALLOCATE R-CORD,_FOR THIS TERM %/ 00242 :
CNT=13 /% NUMBER OF OCCURANCE. FOR' THIS TERM o/ 00243 -
- INDX(11)=P1} - 00244
_ TERM=WORD3~ : - . . ° 00245,
X _ NUMWRDS=NUMERDS 3 . 00246 °
. RECN=RECNUM? , : 00247
-NO=0} /% INDICATES TERM IS SINGULAR #/ 60248
NEXT=NULL3 . .o 00249
: K=K + KK} : ’ 00250
’ LIST(KNT)=NO} 00251
‘ PUT EDIT(Y(3sNOy 0} 1] (AsF (3} 4A) 3 : 00252
‘60 TO LPND3} 00253
END3 00254
Q=INDX{I1)3 /®HASH CODE PREVIOJSLY FOUND #/ 00255 .
IF Q->TERM>WORD THEN DO# /#TER- NOT PREVIOUSLY EOUNDs SINCE 00256
LIS~ IS IN ASCENODING ORDER %/ 00257
f . ALLUCATE LTERM /#ALLOCLTE RECO:D FOR THIS TERM %/ § - 00258
‘ CNT=1}§ - : 00259
: TERM=WORD " 00260 -
| INDX(I1)=P1% /# PLACE TERM IN ¢RONT PF LIST #/ 00261
| NUMWRDS=NUMWROS & 13 00262
g NO=0 00263

LI TY

| " RECN=RECNUM; ' 00264
i LIST(KNT)=NO} . 00265

) - Cligy
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‘14 . ¢ l
:M07oos7 . . '
, NEXT= o; 7*LINK TO NEXT RECORD TN LIST #/
e K=K + KK3 . .
PUT EDIT('('oNO,')')(A9F03),A)o .o . - :
‘50 TC LPND33
END3
- : Q=INDX (1)} '
L9 : IF Q~>TERM=wORD THEN DO} '
L2 , . IF PHl THEN IF REGN;H«-Q->RECN THEN DO3 :
Qe>CNT=Q=>CNT+- 3 [
IF Q->NO=G THEN DO} /®WORD P EVIOUSLY FOUND, SHOULD BE MARXED .
. AS NON. INGULAR ¢/ i
NW=NN+1§ - y
 Q=>NO=NW3 i
END3 :
END :
. LIST (KNT)=Q=>NU}
_ E K=K + KK3
. PUT EDIT(%(29Q=>NOo*) ') (AsF(3)yA)} :
GO TO LPND3;
END3
IF Q=>TERM<¥ORD THEN DO} /#WOR MIGHT EX1ST FURTHER ALONG THE
. LISTe/
IF Q=>NEXT=NULL THEN dﬂzl'AT ©ND OF LISTs SO wWORD 010 NOT
OCC iR PREVIOUSLY w/
2 ALLOCATE LTERM$S /#ALLOCATE RECORD FOR THIS TERM #/
© CNT=1%
Q=>NEXT=P1l3 /#*PUT TERM AT END oF LIST °/
TERM=WORD}
+ « NUMKRDS=NUMWRDS + 13
NO=03} :
- . RECN=RECNUMS :
‘. NEXT=NULL ‘
LIST(KNT)=NO: ,
K=K + KK}
PUT EDIT('('oNOo!)'9(qu(3)9A34 :
GO TO LPND3$ R
END3 ’ .
LAST=Q35 /* CONTINUE LOOKING "O®N LIST FOR TERM #/ -
Q=0=>NEXT} )
GO TO L93
END3S
i ALLOCATE LTERM} /eTERM NOT FOU-D» PLACE IN PROPER LOCATION #/ .
° CNT=13
. TERM=WORD}
LAST->NEXT=P13 /#LINK TO NExT TERH LY, ’
NEXT=Q3 /%¥LINK-TO PREVIOUS TER. #*/
NUMWRDS=NUMWRDS + 13 <
NO=0§ - :
RECN=RECNUM: :
LIST{KNT)=NO}
PUT EDIT(9(¥9ND9 ) ) (A9F (3) A4 :
. v K=K + KK3
. LPNO3: END LOOP3%
: LPNu2: END LOOPZ: "
“LPND1: END LOOP13
TLL _
L9 :
C13138§
S L I\ . o
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PMOTO0ET ’ : e
IF PH1 THEN RETURNS /*ONLY PRI T ON SECOND PASS. @/ - 00322
PUT FILE(PUNCR) EDIT{(REC.NUMsANEIKNT) : 00323 .
(F(3)sF(3)sF(3) )3 2 00324
D0 K=1 TO KNT$ /#ONLY EXECUTED ON SECOND PAS SO NON=SINGULAR 00325 ;
TERMS CAN BE ISTIGUISHED. SINGULAR' TERMS WILL _ 00326 -
SHOW UP AS ZE 0S IN THE LIST @/ 00327
PUT FILE(PUNCH) EDIT(REC.LI T(K)) (F(3))3 00328
END3 : : 00329
PUT FILE\PUNLH) SKIP} . e T 2 00330
RETURN} » : _ u 00331 °
PRINTR: /¢ ONLY Exscurso LAST TIM TERMER 1S CALLED @/ / 00332
PUT PAGE; - 00333
% PUT FILE(PUNCH) EDIT(05040) (F 3)9F(3)+F (3013 L : 00334
DO I=2 TO 523 Q ’ 00335 -
IF INDX(I)=NULL THEN GO TO L 3 i 00336 {
Q=INDX(I)3 : ‘ 00337 .
DO WHILE (Q~=NULL)} , 00338 -
PUT SKIP EDIT(2=>N0sQ=.TERMsQ=->CNT} (F (3) s X (2)/sA s 00339 .-
X(2)9F(3))3 /., 00340 z
", PUT FILE(PUNCH) SKIP EDIT(Q=>N0sQ=>TE.M) (F(3)+A(20))3 /- 00341"
a /% 0->NO WILL BE 0 FOR SINGULA: TERMS AND A posxrrvs INTEGER 00342
FOR NON-SINGULAR TERMS #/ . 00343
Q=Q=>NEXT}, @ : 0G344
END3 . 00345
* . LP: 0034b
END3 . 00347
PUT SKIP(3) EDIT('TOTAL TERMS: * yNUMWRDS) (AsF (S) ) 3 : 00348
PUT SKIP(2) EDIT('NON-SINGULAR TERMS: 'NW) (AsF(5)); _ : 00349
RETURN} 00350
END TERMER} , 00351
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SINORM:'PROCEDUR& OPTIONS (-AIN);

N

SINORM: PROCEDURE UPTIONS (MAIN) 3 ‘ a T
/% FOR CLUSTERINGs C6345, WE HAVE ON TAPE {IS1690,5RP CASEC>0ZoF Il ;
THE CA VOLUMc <5 SECTISN 1 8 2 INVERTED ON CA SECFION. NUMSER.|.
RECORDS LOOK LIKES ,
TERMA~~SECUTIONL (F ‘EW) ySECTIONG (FREQ) ...
IN THIS PROGRA+ Wk NOR ALIZE| THE FRLQUENCY OF
ACCORDING T2 7T-t MAX T RMS IN ANY GiVEN SECT
TAE RECORDS. wRITTEN TO TAPE LOOK LIKE:
TERMA=~SE.TION]I (N RM FREQ),SECI JONZ2 (N
SECTIUN! (NORM F .EQ) ~/9

'CTIONI (FR~Q) ;
H TERM &Y SECTIO: .
N (8088 IN THIS C.°

MFREQ),...’ |

supol

DECLARE 1 OLDWRU ~ASED (P1R) s -
2 NPOST FIXED BINVS), /
2 WORL CHAR (20 / v - |
2 FREW FIXED 8I-/ (15], // ) ,
2 MAX(1u¥) DEC AIXED (612)y, |
2 POST(L REFER/ OLDWRDJNPOST)} CHAR (6) s |
TRUFRQ(00) DEC FI ED (612) 9, !
JoK BIN FIRED (15) INIT (0)) |
CASEC PICTURE 199 .1, / . : g
UNQWRD FILt RECOR SEQUENTIAL- INPUT, P
OUT FILE ~tCORD S-QUENTIAL OUTPUTS N
ON ENDFIL=- (UNQWRD; GO 40 DONE; . _ | »
/ /% READ IN TOTAL FREWUENCY OF Teki L
/% FOR EACH SECTIUN. WANT TO
/% NURMALIZE BY MAX # TERMS THAT

/% APPEAR .IN ANY SECTION !
|

~

DO I=1 TO ©03
GET LIST(TRMPRO 1))} -
TRMFRG () =8088/ rRMFRQ (1) }
END3 ; ) - .

. /% PRINT OUT TASBLE UF NORMALIZED
/% FACTORS %/ N

PUT SKIP -UIT(*CA~ECH? s INORM FACTOR?® ' CASECH® 5 ¢ NORM FACTOR
(4(10)1,‘19C0L(50)9A(10)9A)3 . i -

DO I=1 TO 403 ‘ ‘

PUT SKIP <UIT(IyT-MFRQ(I)s1+40yTRMFRQ(I+40))

(FU6)sC :LU11) 9F 1652) 9COL(S0) sF (6) yCOL (66) +F (652) ) § o

1

END;
/% READ A BLOCK CONTAINING A TERM
/% ANU UP TO 100 POSTINGS
" J=03
READ:  READ FILE (UNQWRDY SET (PTR)j |
J=Jde+1; /% COUNT #_ BLOCKS

1
{

INCRM: DO K=1 TC ULDWKD. PUST3 /% LOUK AT ALL POSTINGS FOR TERM
CASEC=SUB~TR(OLDW DWPOST(K) s193)5 - ,
MAX (K)=MAX (K)#T2M RQ(CASEC) $

ENDS -
» WRITE FiLr (OUT) F OM (OLDWRD) 3 .
GO TQ REA.; .
DONE ¢ PUT SKIF ruUIT(Js*' BLOCKS OF RECORDS PROCESSEU?) (F (6) vA) §
END SINOR-; )

c15 140
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" S2SUPER:PROCEDURE " OPTIONS (MALN) § . . S 06001 -
/% FOR STEPZ OF THE CLUSTERING TERM MASPING EXPcRIMENTS, WE WANT TO FOR 00092 -
EACH TERMy" ADD JP ALL OCCURSNCES OF THAT TERM IN ALL ‘CA SECTIUNS 00003 |
NO~MALIZED, THEN FIND THe IGGEST SECTION (CONTAINING MOST 00064
OCCURANCES) AND COMPUTE : o : 000Us *
" 3IGGEST/TOTAL=F] e -, 00006
FOUR ARKRAYS OF 100 POSITIUNS SKRE DEGLARED: - o 00007
1ST VECTOR IS FOR 157 4IGGEST tAK >MIN FREWUENCY OF OCCURANCES  0000d
eND VECTOR IS.FCR 2ND SIGGEST SEAK *MIN FREWUENCY.OF OCCUKANCES 00009
3RD VECTOR IS FOK 1ST 1GGEST ~EAK <MIN FREWUENCY OF OCCURANGES 30010,
4TH VECTUR 1S FOR 2NU -1GOGEST ~EAK <MIN FREJUENCY OF OCCURANCES 0001} =
THE APPROPIEATE SPOT IN arR<Y IS INCREMENTED BY UNE FOR EACH ENTRY, _-00012. ¢
" ] ' *OSrRPR/ " 00013 -
- DECLARE 1 wRD BASED (PTR), . . ) 000la
’ 2 NPOST FIXED SIN (19), . - 00015
‘2 WORD CHar (20), - voole
"¢ FREQ FIXED BIN (15): \ . - 00017 3
"2 MAX(100) DEC FIXeD (602), - , . 0001s . !
;€ POST(L REFER (NPOST)) CHAR(6), .. 0001y :
-LASTWORD CHAR (20) INIT (¢ . ')y 00020 °
" (LCASECCASEC) PICTURE '999+, . - ‘ 00021
(FINSTSECsSECSEC) PICTURE 1999, . 000¢e
.- (MINFREQsNUMBLK). DEC FIXED (6. 00023 .
SUPER(5) DEC FIXED {bsc), ' . 000z4,s
(FIKSTPAKySECPAKIWROCNT) DEC FIXED (be2) s 00025 -
(F14F2) DEC FIXED (&) ’ 00026
SW BIT (1) INIT (10¢5). . ) 00027 *
M DEC FIXED (3), "7 /% COUNTER. FOR SUPER SECTIONS %/ 00028 :
»  IN FILE RECORD SEQUENTIAL INPUT; , : = 00029 -:
DECLARE (ARKAY1(100) vARRAY2(104) vARRAY 3(100) »ARKAY4(100)) DEC FIXED (6) 00030
3\ ) . . ‘ 00031
DECLARE UNDERLINE CHAR (66)5 _ - 00032
4 . | 00033
ON ENOFILEC(INY GO TO O INES 00034
: - -OPEN FILE(SYSPRINT) STraAM QUT2UT PRINT PAGESIZE (56) : 00035
7 LINESIZE (132) . . 00036
& , : 00037
, : 00038 .
. . 06039
. 00040
- 00041
o L. | -
FRIC Cl6
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A 3
DMULESPOT - Py . ’ - : . hf
ON "ENDPAGE (SYSPRINT) -=cGIN; 0002 :
. IF ~Sw THEYN 003 V0043
. PUT PAGE} 00044 .
PUT "EDIT('1ST SIGGEST'+?2ND <IGGEST? s *1ST BIGGEST?, T 7000451
. *2ND BIGGEbT')(COL(3:)oA,COL(49)oA COL(95) yAsCOL(114) v4)7 00046 .
PUT SKIP; 00047 ¢
OUT EDIT('wORD!', 'TOTAL'.'SUPtRsEC'y'%'9'SUPtRStC' '%) 000486 !
(A(3)oA(El)yA(&)9A(11)ox(l)9n(1),X(6)yA(ll)yX(a)oA(l))s 4 00049-°
: PUT EDIT(YWORD' s ' TOTAL ' s "SUPERSECY 9 1% o ' SUPERSEC? 9 1 31) 00050 ;
(X(3)yA(?l)oA(B)rA(lt)oX(l)9A(l)9X(6)’A(ll)’X(d) A(l) ) 00051 -
T dyT SKIP: 00033>
ouT EDIT<u~otRL€wE,uwoc«L1N&)(x(s),A(eb).x<J),A(60)): 00053 °
PUT SKIR; 00054 ;
END 00055
END § 00056 :
_ . ' 00057
: . 00058+
‘ . 00054
A : X . 00060
GET LIST{NUMBLKsMINFRE.J) ' 00061 .
PUT SKIP EDIT(NUMBLK«' bLOCKS TO SE PROCESSED ') (F (&) yA )3 00062,
PUT SKIP EDIT(MINFREUWs' IS MINIMUM FREQUENCY') (F(6)44) <00063:
-t . 00064 :
wRDLNT=08 SUPER=( 3 . 00965 |
ARRAY1=03 ARRAY2z03 “KRAY3=0: ARRAY&4=(0j 00066 -
FIRSTPAK=D03 SECPAK=U} 00067 -
FIRSTSEC= 0. SECSEC=0: 00068 ¢
1=0¢ ' 00069 °
dNDtRLINt='___________ ——- 00070
' 00071 -
SIGNAL ENDDAGE(SYDPRINf)s . 00072 °
READ:  READ FILE(IN) SET (PTk: _’;’__,,,,fAﬁnrtT*
I=1+13 - { . - © 00074 ¢
IF I>NUMBLX THEN GO 70 UONE; /# PROCESSED tNOUGH? *#/ 00075 -
. 00076 -
INCRM: D0 X=1 TO NPUSTS /% RELDL ALL POSTINbS IN BLOCK ¥4 00077 :
CASEC= SUBSTRI(POST(K)+1lv3)3 ,% EXTRACT ONLY SEC NUMBER @/ 00078
00079
IF CASEC<=20 THEN M=13 00080 -
£.SE IF CASEC<=34 [HniN M=2% 00031
ELSE IF CASEC<=46 TH~N M=3% oooae'
ELSE IF CASEC<=6& THrw Mz43 -00083
ELSE IF CASEC<=80 Th-N M=3} 00084
SUPER (M) =SUPER (M) + MAX (7 ) § : 00083 -
WHOCNT=WRDCNT+MAX (K) s /# COunNT NUMBER OF WORDS FOR TERM ¢/ 00086
. 00087
IF SUPER(M)>FIRSTPAK T tN DO} , T 0006y
IF M~=FIRSTSEC THEN v - 00049
SECPAK=F IRSTPAK N 00090
SECSEC=FIRSTSECS 00091
ENDS 00092
FIRSTPAK=SUPER (M) § . 00093
FIRSTSEC=M} 00094 1
ENDS . 00095 -
,  -00096 .

00097 -




e

MU69H0 3 ,

L INCRM:  END INCRM; ' . \

LASTHORD=WORID] 00,
REAU FILE(IN) SET (STR); /# REaD NEXT BLUCK #/ 00101

I=l+13 . /% COYUNT ;NUMBER OF BLOCKS ) */ 00102 :
IF I>NUMBLK YHEN GO TO UONE; /% PROCESSED ENOUGH? 00103 .
: - 00104 -
/% IF "THIS BLOCK IS OF SAME wORD AS #/ (0105 °
/# LAST CONTINUE INCREMENTING I e/ 00106
IF LASTWORD=WORD THEN U TO INCRM; 00107
" . ) . 00108,
/% TH: FOLLOWING DUES ACTUAL ®/ 00109 .
i t /% ADDITIUN INTO ARRAYS  #/ o godle
F1=FIRSTPA<K/WRDCNT#100% /# .COMPUTE 1ST PEAK FOR THIS TEkM  #/ 00111
F2=SECPAK/WROCNT#}100% /% codPuTE 2ND PEAK FUR THIS TERM #/ o112
’ . 00113 -
/% TH: ARRAYS TO WhICH RESULT IS €/ 00114
/% ASSIGNED DEPENDS .WHETHER WORU IS #/ 00115 ¢
/% LESS ‘THAN OR GREATER THAN #/ 00116
: /7% MINIMUM FREQUENLY . “/ 00117 -
IF wRDCNT>= MINFPEQ Tht + DO} : : 001l
ARRAY] (F1) =ARRAY1 (F1)+]13} 00119 -
ARAY2 (F¢) =ARRAY2 (F2) +1 3 - 00120, :
BivDs ‘ 00121
ELSt DO . . < 00122 -
ARRAY3(F1)=ARRAY3(F1l) 1} - . 7 o001e3
AKRAY&4 (F2) =ARRAY&4 (F2) +] 3 : 00124 -
ENDS , : 0012%. -
. © PUT EDIT(LASTWORD) (X(3)9a(21)) 3 » 00126
/ PUT EDIT(WRDCNT+FIRSTS=CsF19SECSECeF2," 1) 00127,
_— (F (692) sX(4)9F(3) X(W)QF(3)QX(7)QF(3)9K(6)0F(3)0A(1))9 .. 00128 )
EIRSTSEC=03 SECSEC=v+$: 00129 -
‘FIKSTPAK=03; SECPAK=v} o - 00140 "
WROCNT=03 SUPER=0 4 . . ) o0v131 ..
50 TO INCRM3 ' © 00132
UONE ¢ 29T PAGE EDIT('1ST PtA*> 'sMINFREQy 12ND PEAK> Y 9yMINFREQS 00133 ~
*1ST PEAK< '9MINFREQ«'CND PELK < 0 yMINFREQ) (AsF (6) 9X(7)) ¢ 00134
Sw=t]1133 ’ 00135
70 J=1 TO-1003% 00136
PUT SKLP tDIT(AQRAYl(d)oARRAYa(J).ARWAY3(J).ARRAY4(J)) 00137
(RL5) sF (6) «X(10))3 00138 -
END : ' ~ 00139
i PUT SKIP EDIT(I,' BLOCxS RtAU')(F(b)oA)t 00140
END- SZSUPEN; CosL Co 0014l

c1sld3 o




5257
/¢ rﬁr STEP¢ OF TnE CLUSTERINOG ltRM MACPING. EthRlMcNTSo we. WANT TO FOw.

_oeCLavy

IR © LASTWORD CHAR

-

DROCtDURc OPTIONS (Mnl]: '

tdCH TErM. ADU UP ALL QCCUK:NCES OF THAT TERM IN ALL CA SECTIUNS
NO~vMal 1/78De  THEN FIND THt ~lGOEST SeCTIUN (CUNTAININGL MOST
OCCUKANCES) aND COMPYUTE:

W IOLEST/Z10TAL=F]

- FNuR ARRAYS OF 100 POSITIUN. ARE DECLARED:

1ST VECTOR 1S FOR 1ST =L1GGEST SEAK >MIN FREQUENCY OF OLCURANCES
2ND VECTOR IS FOR 2n0 ~iGGEST -EAK >MIN FREWUENCY OF OCCURANCES
3RD VECTUR IS FOR 1ST - IGWLEST ~EAK <MIN FREJUENCY OF OCCURANCES
4T VECTOK 15 FOR 2n0  IGGEST ~tAK <MIN FREWUENCY OF -OCCURANCES
APPKUPIEATE 520T IN ARR.Y IS INCKEMENTED BY ONE FOR EACH ENTRY.
5 SSRP®

T+r,
1 wkED BASED (PTR) . '
¢ NPOST FIXED SIN (1-~), - \
¢ WORD CHawx (20),
FREGQ FLIaAED HIN (1S)y
MAX(100) DEC FIXED (£42),
2 POST (L' XEFER (NPUST)) GRAR(6)» !
(20) I~nIi (¢ '),
(LCASEC,CASEC) PICTURE 'w9y9r,
(FI~-STSECYSECSEC) PICTume §5991,
AMINFREQyNUMBLK) DEC FIAED (B
SEC(80) VEC FIXED (&+2)
 (FIKSTPAK+SECPAK ¢y yROCNT)
T (F1eF2) UEC FIXED (b)ro
SW EIT (1) INIT (r10ts).
IN‘FILE RECORD SEQUENTIAL INPUT}

I
2
2

UEC FixEU -(692) \

VECL awE (ARHAYI(IOO)oARRAYé(;&))9AQQAYﬁ(lUO)QARHAYQ(IOO)) DEC lecu (o)

9
DECLARE UNDERLINE CHAR (66)
ON ENDFILE (IN) GO TO U InNES
OPEN FILE (SYSPRINT), >T~LAM OUT-UT PRINT PAGESIZE (56)
LINESIZE(132) 5

ON ENUPavE  (SYSPRINT) cOING
- - . .. .\ '
<y
X ;
/
/ > o
1}
* ..,

? € 144

00001
ovube

00003|
00004,
00005 -

=

00006f: -

00007}

00008} .
0000Y|

1 00010], -
00011} :

vuore} :

00013}

00014]" .

Qoulsf .
00016}
00017
00018]:
00019}

00020

00021}

00022

00024] -

009¢c4

000e5]

000¢26]

00027
00028
0ovuey

00030(

00041
00042
00033

00034} -

000435
00036
00037

00044\ |

00039}
00040f

00041




e

IF =Sw THEN 0O3 . : ) -

PUT PALE; ' o _ ”
PUT EDIT('1ST sIGGEST s t2ND ~<IGUEST s '1ST BIGGEST ',

'2ND BIGGEST!) (COL(27) 4AeCOL (46) 5AsCOL (¥3) 4 AsCOL(112) 44T 3

PUT SKIPS
SUT EDIT('WORDY s "TOTAL ' 9 'CASECt o Y51, 'CASEC'y'k )

N ) " 0L/2T/TT  PASE

A

|dﬂ '\ )

(x(3)sA(21) A(d)9X(l)sl\(ll)9x(l)9/\(1)1X(6).,oA(11)o)\(d)9A(L))9

PUT EDIT('WORD? s 'TOTAL 'y *CASEC* 9 ' ="y YCASEC? *%1')

id

PUT EDIT(UNDERLINE UNU RLINE) (X(3) 9A(66)9X(3)1AL66)) 3
PUT SKIP; .

(K(3)9A(d1)9A(d)9&(1)9A(11)9/(1)9A(1)9X(D)QA(11)9X(£)9A(1))y
. DUT SKIP3 i

00055

IF SEC(CASEC)>FIRSTPuK IHEN 0Q:.
IF CASEC~=FIRSTPAK TnE - LO%
St CPAK=FIRSTPAK
SECSEC= FIRbTSEC, ¢
EnDs .
FIRSTSEC=CASEC: ’
FIRSTPAK=SEC(CASEC) 3
EnD S -

ENDS ) ' , [
N ENDS
N
N | |
. \\8ETfLIST(NJwaLK,MINF«&e:; ’ .
: SUT SKIP EDIT(NUMBLK«*® BLOCRS TO BE PRUCESSED') (F(6)4A) 3
L éuj SKIP EDIT(MINFREGs' IS MINIMUM FREQUENCY ) (F(6) +A)s
LCASEC=0003 : .
WRDCNT=03  SEC=03 : _ :
ARRAY1=03 ARRAYZ2=0i «xRAY3=0: ARRAY4=(03
© FIKSTPAK=03 SECPAK=03 " . =~
FIRSTSEC=0§  SECSEC=03 .
1=03% . . . ) ,‘,}
UNPDERLINE=? I
o ' \ ' ' ey - "
SIGNAL ENDPAGE(SYSPRINT) - . - '
READ:  READ.FILEC(IN): SET (PTR); ) -
I?I‘l; ‘ ) -2
IF I>NUMHBLK THEN GO Tu UUNES /# PROCESSED ENOUGH? e/
. * N .
INCRM: DO n=1 TO NPOST; - /4 READ ALL PUSTINGS IN BLOCK w/
CASEC=SUBSTRIPOST(K) exs )3 /% EXTRACT UNL) SEC NUMBER */
. : /% 1S THIS SECTION |S (HE SAMaKks #/
7% THe LAST 5S€TT ADD TOGETHER  #/
It CASEC=LCASEC THEN SEC(CASZC)=SEC(CASEC) +MaX(K)§
o, : " /% OTHERWISE ASSIGN FREWUENCY @/
‘ ELSE SEC(CASEC)=MAA (<)} : : .
! WRDCNT=WRDCNT+MAX(K) ¢ /% CO.'NT NUMBEK OF WORD3 FOR TERM  #/

Cou+2 -
00043

00044 .
00045
00046 .
vouat -
00048.
60049
30020

00051 |
noouse -
00053 .
20054

00056
00057
00058
00059 °
00060 *
00061 .
00062
00063.,

00064

00065 ﬁ
00066 !

00067 :
00068
00069 J
000790
0ou71 1
00072 :
00073 1
00074

00075 1
00076 . '
00077 :
00078 i
00079 -
00080 :
00081, .
00082 }

.-00083 -

0008% -
00085 -
00086 -
00087 "
00083
00089
00050

'00091

00092
00093
00094
00095
00096 3#

- 00097
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.. 3 N \ . . .
QMUé_QPOl . \ :i}
e LCASEC=CASEC} ‘ ‘ 00098,
EINCRu:  END INCRM; |, ‘ . - / ‘ 00099+
‘ . 00100 ;
LASTWORD= wowu, ~ . 0010}~
RQEAU FILE(IN) SET (PTw); /» KEAU NEXT oLOGK w/ 00102 :
I=1+13 © /% COyUNT NUMBER OF 8LOCKS */ 00103,
IF I>NUMSLK THEN GO TO UONE: ,# PKOCESSED ENOUGH? , . 00104 ;
. : h S o 001035 -
, /¢ IF THIS BLOCK IS OF SAME WORU AS #/  0010b :
( /% LAST CONTINUE INCREMEN ING ®/ 00107
IF LASTWORD=wORD THEW »5U TO INGRM} ° . 00108 .
“ i , 0010%::
: /% THx FOLLOWING DUES ACTUAL\ - #/ 00110
/% ADDITION INTO ARRAYS — #4 \ 00111

F1=FIRSTPAK/WROCNT®100% /# COuPUTE 1ST PEAK FOR THIS T @ #/ - Q112
F2=SECPAK/WROCNT#] 0,0 /% COMPUTE 2ND PEAX FOR THIS TERM @/ 00118,
. - . 00114 :
. , /% THe ARRAYS TO WAICH RESULT IS %/, 00115 '

. /% ASSIGNED DEPENDS WHETHER WORD IS #/ 00116

, . - ~ . . . /% LESS THAN Ox GREATER ‘THAN */  00117.¢
“ /% MINIMUM FREQUENCY #/ 00118~
' IF WROCNT>=MIMFREQ THEw~ VO3 - 00119 .
ARRAYL(F1)=ARRAY1 (Fll1+1l3 - o - \ 20120 .
ARRA (2(F2) =ARRAY2(F2) +15 ~ , 001217
: ENDS . -7 00122
' ELSE D03 0ul23 :
Y ' AHRAY3(F1)—A"QAY3(FJ)*1f , . »0gles .
ARRAY4(F2) =ATRAYGF2) 413 ) 00125 -
END3 : : 00126, .
* PUT EDIT(LASTWORD) (X(319A02),0 4 - p 060127 :
BUT EDIT(WRDCNT4FIRSTSECoF 1y ZCSECS Fa, ') ‘ ' 00128 !
! (f'(692)9X(4)9F(3)9&('))!F(3)JA(7"F(3)u)Ux‘))vF(.?),A(l)); 00129,
FIRSTSEC=0% SECSEC=03 00130
‘FIKSTPAK=0; SECPAK=03 ~ 00131 .
' WwRDCNT=03  SEC=0; . , 00132,
. GO TO INCRM; - . 00133
" DONE:* -~ PUT PAGE tDIT('lsT PLAR> ' MINFKEQ. ' 2NN PEAK> ¢ yMINFREQ, : 00134 *
" '1ST PEAK< 'yMINFREQ«'2ND DPEaK < ¢ yMINFREW) (AsF (6) 94(7) )} 00135
SH=1183 . : . , . 00136 -
20 J=1 TV 1003 . DT ¢ 00137
PUT SKtP!EUIT(AQRAYl\J)yARRAYZ(J)qARRAYJ(J)9ARRAY4(J)) - 00138
(X(5) 0F (6)9X(10)) 3 ' i 00139 °
EnDs : ) “006140,
PUT SKIP EDIT(Is*' BLUC.S READ") (F (60 9A) ¥ o 00141 :
ENL S2SEC3 00142 .




W4
'

- /% L' ST UPDATE: 7608241 ' 7 sRew/ 00001
fINVERT' PROC REORDER OPTIONS(MAIN) 00002

/% P _OGRAM: INVERT MODULE NO ¢ 43 ®/.3% 00003

/* T IS PROGRAM IS THE FIRST PHASE ®/ : 00004

: ) /7% O THE INVERSIUN PROCESSS IT */,% 00005
Co /* BLLS OUT EVERY-WORD IN- THE /' ¢ 00006
/% T TLE AND KEYWORDS ELEMENTS OF #/ : 00007

/* 1-TRI-FORMAT RECORDS AND PUTS */ ¢ 00008

. /% EA-H WORDy WITH THE SPECIFIED */ 00009
/% PO.TING ATTACHEU, TO A FILE FOR #/ 0o0le
/7% SO TING. THIS IS A MODIFICATION #/ 00011 -
/ OF DM069043 FOR CLUSTERING EXPER.'/ 00012

. . _ 00013
b , 00014
/%" CHANGED FORTNEW FORMAT; S E¢P. JULY 1974 Y, 2 50015
& DECLARE . ) N 00016
'ONSQURCE BUILTINY N : © 00017
"CHK CHAR(3) STATIC INIT(* ), o 00018
$TOP" CHAR(24) STATIC INIT('OF AND THE N ON FOR BY'), . 0001y
) ¢ (AVERAGE sDNUMRECsDKOUNTR) DE FIXED(104+2) s . , 00020.
"1 URTRY BASED(PLSRP)» < 3 00021 -
2 UNO CHARI(10)s 200022 .
2 ABSTNUM CHAR(1li), ¥ 00023 -
2 PAU CHAR(1) - R . : 00024 %
C © 2 DAT FIXED BIN(1>), : : : Q0025 |
‘< 2 LOD FIXED BINT(®), - , - : 00026 ¢
2.LOP FIXED BIN(15), 200027
2 DIR(1)« : I 200028 1
3 TYPE CHAR(4), . . : 00029
3 ST FIXED ~INC1S), ’ v $ 00030
3 LN FIXED -~IN(15), : 00031 -
( ATYPyFT19FT2) CHAR(4) STATICy ° : : 00032
(NUMBER9NUMREC1KOUNTNoHINUM¢ RIVY BIN FIXtD(BI)s . 00033
. /* NATE CAREFULLY THE FOLLOWING  #/ : 00034 '}
- . . /* OVERLAYS, THEY ARE VITAL IN " #/ : 00035 .
' . /* UIDERSTANDING THE. DATA MOVEMENT #/ 300036
v : /% A.D CHARACTER EXAMINATION %/ % 00037
: o /% R-UTINES */ 3 00038 -~
LISTI CHAR(1000) STATIC INIT(* *), . : 00039
ARR1 (10061 CHAR(1) DEF LISTlo - . . - 00040
LISTZ CHAR(255) BASED(LPTR) " N L . 00041
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- 01/26/77 PAGE "2 R
Movooaa .
: ARRZ2(1) CHAR(1) BASED(SPTR), o 00942 ;
; NDXO1yNDX02yNDXU3yNDX04) FIXED BIN(16- STATIC INIT(0) s ' C - 06043 ]
© STPT- FIXED ‘BIN(16) STATIC 1N17<0). : : N 600«4f
¢ (LPTRySPTRyQPTR) PTR,- ‘ -~ LT T 00048"
L (LCIT,LCIT2) FIXED BIN(31] STATIC INIT 0)s o - & ' ooo«s,,
: WORDSP CHAR(4L) STATIC INIT(' *), .o 00047 .
3fu0RDx CHAR(20) DEF wORDSP,. \ S - - 00048 -
y : ) WRD e ' . L 00049
‘ 2 HORD CHAR.(20) s . ! . ooqson}
f; .. PFIELD CHAR (4), ) . oopba :
: FMTFILE FILE RECORD SEQUENTI L INPUTS : , 00053 ¢
L WORDS FILE RECORD SEWUENTIAL,OUTPUT} ‘ ) 00054,
,'DECLARE HOLD ZCHAR' (20) /% IN.UT VARIASLE FOR,PRINTING ber */ 00055
PTSW BIT(1) INIT (71°'8), , 00056 -
1 BIN FIXED (31), ' : ) N . 00057 :
Fe TRMFRQ(80) BIN FIXED (31), /# -RRAY FOR CA SEC# TERM FREQ % #/ 00058
o ' CASEC' PICTURE 1999+, - LT At 00059
-PLSSTR CHAR(1000) BASEU . (SPTR): . . S ' oquo’»
DECLARE DASH CHAR (13) INIT (temirmmmn comalacens ¥ - o006l °
e KOUNTRyNUMREC» TRIV=03 . S ,§f§0062 :
K P \ , : : : ¢0063 °
'.ON ERROR BEGIN} . : , 00066, :
- PUT SKIP(6}. EDITL*ERROR AT .%»URTRY.AB<TNUM) (AsA)3 _ . 00065
" GOTO ENDPGM} - . . ‘ : . ' 00066 ;:
- END3 - ' - 00067" -
" ON COMYERSION QONSOURCE=03 00068 °
TRMFRA=0% - /® INTTIALIZE ARRAY: OF TERM FREQ- T#/ 00069
' - /*-R:AD LIMIT ON CITATIONS TO BE .#/ : 00070,
o /% P-OCESSED , - %/ 0007 ,
- - /% A D FIELDS TO INVERT */ _ t 00072,
GET EDIT(NUMBERvFTloFTd)(F(6:.A(4),A(4))l o 200073 l
PUT SKIP EDIT('LIMIT:?yNUMBERs? CITATIONS, FIELDS: 9, $,00074 .
FTLeFT2) (AsF (TH9AsAsX(2) v A) § ' T : 00075 -
/% READ FIERD TO BE USED FOR POSTING*/ 00076 -
' . GET SKIP EDITAPFIELD) (a(4))j . . 00077 ¢
PUT SKIP EDIT('FIELD USED FOR 20STING: ¢,PFIELD) (A)§ < 00078
: . PUT SKIPs . . 00679 *
; . GET SKIP EDIT(HOLD) (A(7))3 - . : 00080
3 © PUT SKIP EDIT(HOLD) () : ) . 00981 .
IF HOLD=?NOPRINT? THEN PTSW=190-183 R .7 00082 :
ON ENDFILE(FMTFILE) GO TO ENDP M3} 00083 -
ON 'RECORD (FMTFILE) BEGING ENDS . : 00084 :
o . A %/ '3 00085
“START: | . PN : " 00086
: - READ FILE(FMTFILE) SET(PLSRP): ' - : 2 00087
SPTR=ADDR(TYPE(LOD+1)) } - ! 00088
: ~ C .c 00089
Cee : 00090
. . . 00091 .
. ' k 00092 m
- ‘ . . . ' 700093
: KOUNTR=KOUNTR+13 _ 00094 -
JLEN=03 ~ . . - 00095
- NDX02=03 ‘ 00096
: . - /% FIRST LOOP LOOKS FOR TITLE 2/ % 00097

0231 4 8

.o
.o
. .
.
.~ ) ‘. . . I3
3 . . .
R T v e T - e e . I3 - " . . - - - - o




. . : ‘ 01/26/77 PAGE~. 3 -
' i + . - . // ) ” ,
M070993’ . ‘ " e— '
: > /% FYELD: IF IT FINDS THE KEYWURDS %/ & 0009s
Tt T /% FiRSTy IT REMEMBERS THAT FOR 2/ 00099
] . . /*°L TER, */ ¢t Byl
‘ LOOPOI' . ) , S : P Ovlul
'+ DO-NDXOl= 1 TO Loo-l. .‘ > T Tt 09102
‘ ’ r : Lo LP00103
- TYP= TYPE(NDxOl)i o~ ) P 001067
’ o IF TYP=FT1 THEN GOTO FOU- D13 .. B e P 00195
, IF TYP=FT2 THEN ~DX02= ND(Oli e T v 2-00145
END LOOPOIL: S . : 007
3 GO TO LOOPOZ; .o 00114
FounD1s : ) oo . 00 Lo
c LEN=LN (NDX01 )+ . : _ .Y 00liy
. /® T E NEXT SECTION MOVES THE TITLE®/ t 0y1!1
/% T A WORK AREA TO EXAMINE ITs  ®/ & 001l¢
‘/* I A REASONABLY EFFICIENT MANNER®/ ¢ 00113
«LPTR ADDR (ARR{ (1))} ' - ) ©00114"
. QPTR= ADDR(ARRZ(ST(NDXOI)))% ' . P 0011y
" IF LEN<=85 THEN §#BSTR(LPTR->LISTE;1 - F SUBSTR(OPTR->LIST£91985)8 . .00116
~ELSE IF LEN<=140 WHEN - 3 00117,
~suss.R(LPTR~>L1572,r%140)-sussrR(QpTR >LIST241) 140); Lo . 0011la:
ELSE )03 L 00119 ]
: LPTR->LIST£—QPTR->LIST28 ' o v 00120 -
: 1F LEN>255 THEN DO} A . C 00121
" [LPTR=ADDR {ARR1 (256) ) } . . -00122¢
QPTR=ADDR(ARR2 (ST (NDX01)+25%)) 3 - v s © .t 00123
LPTR=>LIST2=QPTR=>L1ST2} A - T T00126 T
i /% 1- LONGER THAN 510 tHARAqTERs #/ 100125 -
: " /% T.E FIELD. IS JRUNCATED . @4 1 00126 -
LCIT=LCIT*13 - C0e1e?
IF LEN>S10 THEN.DO; . : . i . T Cules
LCIT2=LCIT2 + 13 ‘ . ' :001¢y
i * LEN=5103 . T : P 00140
S« TENDS ‘ 2.001431 =
ENDT - v . 001 32
CEND3 001433
' /% . . ) #/ 2 0013
g - /% 1f THE KEYWORD FIELD WASN'T . w708 00138
| /% FAUND. BEFOREs IT IS NOW SOUGHT </ : 00136
LLOPO2: : 00137
FEF NDX02>0' THEN -GOTO FOUND2} 00138
DO NDX02=NDX01 TO LOD-1} - 0013y
TYP=TYPE (NDX02) 5 2 00140
. IF TYP=PT2 THEN GOTO FOU D21 P 00141
END3$ . 0014
" GO TO ONOL3 ) ' 00143
- /¢ T E KEYWORUS "ARE “NOW MOVED #/ 1 00144
. ‘ ' /% STMILARLY TO WORK AREA FOLLOWING®#/ : .0014%
e ‘. s ' /% T4E TITLE . ¢/ ¢ 00146 -
;ru. !\.F 4 : ) ~ 00147
ﬁ~»1(LE~ol)-v*v; ~ - 0014k
: LEN2=LN{NDX02) } - "t 0014y
LPTR=ADDR (ARR1 (LEN¢2) ) $ - ' 00150 -
" - + QPTR=ADDRA{ARR2(ST(NDXJ¢2)J)} : 00151
“1IF LEN2¢=65 THEN SUBSTR(LPTR=>.15T2419.3) SUBSTR(QPTR->LIST2,196:)3 00152

.ELSE IF LENZ<= 110 THEN

.‘/

o , / ) 0153
T oy it




8 u/\! . ¢ -

[t FUSPIDIFCIUE" VIO S

o - o 01/26/77 PAGE &
JMO0 70043 PR ’;} '
. SUYSTR(LPTR=>LIST2¢1, 110) =SUBSTR(QPTR->LIST2+19110) 3
ELSE 103 ,
b LPTR->LIST2=QPTR=>_1IST2} o /
- IF LFN25255 THEN 003 . - . ,
LPTR=ADDR (ARR1 (LEN+257)) §-
- OPTR=ADDR (ARR2 (ST (NDX02)+235))§ : 2
.LPTR->LIST£:0PTR->LIS = B ..
. LCIT=LCIT#1} VS - o .-
24, IF LEN>S10 THEN DO3 - :
. LCITZ*LCITZ + 13 \ - : :
g LEN=5103 , . — . - :
", END$ - .. . : L : . :
- END3 . o2 - ‘ . A N
T ENDS \ : - ’
- LEN=LEN+LEN2+13 . : ' :
: . A o . ./a- */ H
|~ , N /% NAW*THE WOKDS MUST BE BROKEN OUT*/ §
Do " /% 0F BOTH TITLE AND KEYS ZaX
. ONOIO . . . -
-=IF LEN=0 THEN GO0TO START; .- T A ) )
. STPT=13" S ’ - ‘
" LPTR=ADDR{ARR1 (1) )3} . . . e
LEN=LEN#1$ .» - < -
. ARR1(LEN}=? ¢} : . . - - o
: 4 /% LOOP AHEAD TO A NON=ALPHABETIC '#/ :
o N /% C.ARACTER " @/
.L0O0P03: D0 ‘NDX03=1 TO-LEN BY 1i - g

IF ARRI(NDX03y>='4+ THEN GOTO FLOOR3; - S

N /% THE ELSE BLOCK'CHEéks FOR AN “/ 3

, S S /* ACCEPTABLE wORU, REJECTING IF _ #/ @

- . . /% 0-E CHARACTERy BEGINS WITH. A w/ s
., /* N:MBERs OR -APPEARS IN THE QUICK @/ :
. : . . /% SYOP LIST LV
ELSE DO} .
* LEN2=NDX03-STPT} ' ‘ .
“IF LEN2<&. THEN DO} .
" IF LEN2<2 THEN GOTO NO3 . : S .
. CHK=SUBSTR(LIST2sSTPT+3)} o

IF SUBSTR(CHK»151)>¢2¢ THEN GOTO NOS

WORD=CHK 3 L\

IF INDEX (STOP5CHK) >0 THEN GOTO NO¥ : ®

> END3 ¢ : . . .

"ELSE D0%~ ' . /

WJF ARRI(STPT)>1Z* THEN GOTO NO}

IF LEN2>=20 THEN WORD=SUBSTRI(LIST2,5TP7 ,20;:

‘ELSE DO3 ‘ L
WORDX=SUBSTR (LIST25STPT+207 3 4
SUBSTR(WORDSPYLEN2+1420) =? 'y

T, ‘ /% EXTRACT POSTING ./

> * DO NDXO01=1-TO-LOD=-!} -

IF TYPE(NDXO1)=PFIELD & PFIELD='1 t THEN
POSTING=SUBSTR(PtSbTRvSTCNDX-1)o6)}\T

IF TYPE(NDX01)=PFIELD A PFIELD-'S HEN :
PosTINo-suesrp(#LssT«-sr(NDx 1)+3,6) 3 )
END$

WORD=WORDXJ, — “
- Q A Tl . - - - - - —
e 2550 ~

00154
00155
001%6
0017 .
00158 -
00159.
00160
0ols6l -
00162
00163 -
00164
00165.-
00166 -
00167
.00168
00169
0017¢
00171-5
00172 -
00173 °
00174
00175
00176
00177 .
00178
00179
‘00180-°
001tl
00182
00183
-0018a
00185
00186
00187
00188 .
- 00189 -
0019
001iv
00192
00193
001¢%4
00195
00196
00197
00198
00199
00200
00201

N . . . oy e

002
00204 —

00207




5

ey e

our
PUT

PUT

BPUT

EDIT (*NUMBER OF POSTINGS '+NUMREC) (SKIP(2) +A»

SKIP(2) EDIT('FULL LENGTH SOVE USE.. 'sLCITs? TIMES«¥) (AsF (4)9A) 3

SKIP(1) EDIT(? 'oLCITZo{ TIMES. 1) (AsF (4)2A) 3

DNUMREC=NUMRECS .
DKOUNTR=KOUNTR} ‘
AVERAGE=DNUMREC/DKOUNT~3
EDIT ('MEAN NUMBER OF POSTINGS PER.~ITATION '

&

A

Q

01726777 PAGE

b

IF PTSw THEN PUf EDIT(vORD9POSTING) (A(20)5A(10))3

* THEN 03
CASEC=SUBSTR(POSTING+143) ¢

TRMFRQ (CASEC) =TRMFRQ(CASEC)+ 3

WRITE FILE(WORDS) FROM{WRD) 3

NUMREC=NUMREC+1 3

1070043

Ty

[END 3

: IF PFIELD=15
? END}

{OND 2 ¢

NO: STPT=NDX03+13
; END}
ELOOP3:  END LOOPO3;
;,ENDCHK: IF KOUNTR<N
ENDPGN:

: F(8))3

PUT

F(8)1)3

TRUNCATION OCCURRE

AVERAGE) (SKIP(2) sA(3/) sF(10s-~) )3

4

IF PFIELD='5
PUT PAGE EDIT(*CASEC31,'TOTA

FREQ OF TERMS*,?CA SEC#,y - -

BER THEN &0 TG STaRTH |

/% E ;D OF
CLOSE FILE(FMTFILE), FILE(WORD3) S
PUT EDIT(*NUMBER OF CITATIONS.DROCESSEDz',KUUNTR)(PAGEgA(BO)o

[

/% HE--E WORD AND POSTING ARE
/% W. ITTEN - .

/% S<IP HERE TO GU ON AFTER
/% R-JECTED TERM

ot
-

'TOTAL FREQ OF TERNS')(A(I\)9A9C0L(SO)9A(10)9A)3

SKIP EDIT(DASHiDASHqDASHonbH)(A(l“)9A(19)9COL(50)9A(16)9A(19));
DO I=1 TO 403

PUT SKIP EDIT(I»TRMFRQ(I)y7+40sTRMFRQ(I+40))

{F{6)+sCOL(11)sF (o) 9COL (S ) 9F(6)sCU

END3
END}$

3

END INVERTSs

'C26 .

a

b=

L(66)7F(6l){

5

#/
2/

®/
®/

€/
PROGRAMs PRINT STATISTICS#/

/% PR*NT FREQUENCY OF .TERMS FOR SACH#/
/% CA SECTION &

8/
THEN )03 - -

06210
00211 -
00212 -
00213
00214
00215
00216
00217 . ¢
00218
00219
00220
00221
00222
00223
0p2za
00225
00226
06227
00228
00229
00230
006231
00232
00233
00234
00235
00236
00237
0023y
00239
0024 -
00241
00242
00243
002449 *
00245
00246
00247
002438
00249
00250
00251 .
00252
00253

13

-




v

b

'SQUEEZ: PROC REORDER OPTIONS (M:IN) 3
: . /%P

/7% LAST UPDATE:
4 /o LAST UPDATE:

cOGRAM:

760630 #/
751001 */

SQUEEZE MODULE NO.: 44%/
/% T -0S PROGRAM READS THE

(SORTED) »/

* . #%* P ,STINGS FROM THE INVERT PROGRAM®/

/% A0 CREATES BLOCKS OF UP TO 100.%/
/* T 1S IS A MODIFICATION OF
/% D 069044 FOR EXPERIMENTS FOR

: /7% Ci USTERING.

DECL ARE

1 ®RD BASED (WPTR)
2 WORD CHAR (20),
2 POST CHAR (6),

1 OLDWRD BASED {OWPTR)»
2 NPOST
2 OLDWORD CHAR (207
2 FREQ FIKED BIN(13)s /% NO
2 MAX(100) DEC FIXED (692)+
2 POST(K REFER(NPOST)) CHAR
K FIXED BIN(15) STATIC INIT(O
(TDUP¢DU? s COL oL IN) FIXED BIN(
LPOST CHAR (6}

(LO,L2sL3) FIXED BIN (31) STArIC INIT(O),
% STOP LIST

(STOP(0:122) «HOLD) CHAR (20)

-THL CHAR(44) STATIC
INIT(*TERM '
i ITIM CHAR(44) STATIC INIT(e ¢
PIM(50) CHAR(132),

A POSTING CAN BE
/% E-THER A CODEN(6 CHAR ) OR 6
/7% DrGITS OF THE CA SECTION # -

/% WO D AND CODEN NOW SORTED

. IN ALL BLOCKS THUS FAR

-6}

A ]

11) INIT(O0)

NPOST
)

(UPPsLOWsDIV2SAVER) BIN FIXED:

(TOTAL'NUMsJoL oM) BIN FIXED!
(DJyDL9AVERAGE) DEC FIXED(10
. (PTSWe ASW) BIT(1) ALIGNED S
WORDS FILE RECORD SEWUENTIAL

- UNQWRD FILE RECQRD SEQUENTIA
? OPEN FILE(WORDS)s FILE(UNQWRD) -

- OPEN FILE(SYSPRINT) P=INT LIN

31)

'2) ]

TATIC,
INPUT

ON ENDF ILE (WORDS) GO TO ENDPGM

ON ENDFILE(SYSIN) GO Tu CONTIN
/~ BUILD

, 72 FILL L
K=1003
: . /% CH
' . ’ /% L1

ALLOCATE OLDWRD SET(OWPTR) %

GET EDIT(HOLD) (A(20)1)3 _
IF HOLDSANOPRINTt THEN PTSwW=*
ELSE/PTSW=11'B3

MAX=13

LOWelo ITRIVeNTRI=(S
TDUP+DUPsLPOST,LIN=035 COL=1}

/% READ T

| c27
TN

~ MAXIMUM-SIZE BLOCK TO

-TER

ouUTPUTS

CITS

. FREQ*) »

13

SIZE(132) PAGESIZE(SS)}‘

FIXED BIN (15), /% NO. OF POSTINGS IN THIS BLOCK

®/
2y

*/
*/
*/
®/
*/

*/

*®/

'I/‘

CK WHETHER TO .PRINT FREQUENCY ¢/

«T BY READING .CARD FROM SYSIN

-

'83

ITIM=

E STOP-LIST

152

-

'3

1

w/

%/

00001 .}

- 00002

ve ev oo

-

e ws -@c

00003
00004
06005
00006 -
00007
00008 -
00009
00010 --°
00011 - -
ooolz .
00013
00014 .
06015 -
00016
00017
00018
00019 .
00020 -:
00021
00022
00023
00024
00025
00026 .
00027 °
00028
00029
00030
00031
00032
00033
00034
00035
00036
00037
00038

-

.00039

00040
00041

00042
00043
00044
00045
000406
00047
00048’
00049
00050
00051 -
00052
06053
00054

‘00055

00056




- READ?

~MCONTIN:

" LOOPOO:

COMPR:

COMPT:

' ONOO ¢

ON:

UNIQUE ¢

L0=0%

 READER:

GET EDIT(HOLD)(SKIP(I)vA(EO)J,

STOP (1) =HOLD3
I=1+13

GO TO READ3
SAVER=13 |

UPF=23

/% SET UPoER BOUND FOR BINARY
/% SEARCH (POWER OF 2)

DO WHILE (UPP<SAVER)
UPP=UPP#2;
END LOOPGO;

“ILIMIT=UPP}

TOTAL s IaJsloM=03

' READ FILE(WORDS) SET(WPTR)}

OLDWRD .OLDWORD=WRD ,¥OR:,$

LOW=03
UPP=ILIMITS
DIV=UPP/2}
IF DIV>SAVER THEN DO}
UPP=DIV}
GO TO COMPTH
END3
HOLD= STOP(DIV)8
IF OLDWORD<HCLD THEN 003
UPP=DIV1
GO TO COMPTS

\
t

/% NUVBER QF STOP WORDS

*/

/% T4E NEXT BLOCK IS A NORMAL

/% BINARY SEARCH OF THE STOP. LIST

VA2
VA

Tn DETERMINE IF THE TERM LIES

TWEREIN

END3
IF OLDWORD>HCLD THEN Dd!
LOwW=DIV3}
GO TQO COMPTH 5
END3 .
GO TO ONO0O3
DIV=(LOWsUPP)Y /2
IF DIV == LOw THEN GO TO COMPR.:
ELSE GO 7O ON: .
/% IF WOR IS IN STOP L.IST, SETY @y
/% ITRIv= 4 ! i
ITRIV=]} w
. GO TO READERS R

/% OTHERW:ISE SET ITRIV 0 AND SET up®y
/% OUTPUT BLOCK

ITRIV=03$
OLOWRDB «POST(1)=WRD.POST}
KeNUM=] 3

TOUP=TDUP«DUP$ ouUP=0;

- READ FILE (WORDS) SET(HPTR)i

028 4
“153

*/

/% TH'S PROCESSING INVOLVES WORDS
/% WH-CH HAVZ BEEN ENYERED BEFORE

®/

*/
%/
./
*/

/% RE D AN EXTRACTED WORD & PCSTING #/

®/
W74

s 0o oe ee

o0

e oo

00062 -

00057
. 00053,%

00059 !
00060 .
0006} .

00063
00064 |

00065 .;

00066 :
00067 .
00668 °
00069 °
00070 .
00071
00072 ’
00073 -
00074 -
00075: °
00076 ;
00077 :
00078
00079
00080
00081 -
00082 -
00083,
06084,
00085

00086 -
00087
00088 -
00089
0005 -
00091
80092, .
00093 -
00094,
00095
00096
00097 -

00098
00099
goloc
00101
00102
00103
00104
00105
00106
00107
0olo08
00109
0oito
00111
00112




T S N T

IF‘WRD.WORD=0LDHRD.OLDNORD THEN DO3
ASW=1t08}

/% HIREST NO. POSTINGS PER WORD
OLDWRD.POST(K)=yRD:POST3gg
LPOST=WRD.POST}$
. J=Je13 o
END3 \ .
GOTO' READER} .
END3 .

END3
ELSE ASW=11983
4* 'Y
IF ITRIV=1 THEN DO}
NTRI=NTRI+13
GO TO ONO13
END3 . - .
IF L0=1 THEN DO} . :
L=L+13 )
T L3=L3+K3
END3
NPOST=K 3 °
OLDWRD « FREQ=HUM 2
) WRITE FILE(UNQWRQ) FROM(OLDWRD $
4SW THEN ’
IF PTSW THEN CALL PRNT}
MAX=14

WRITER:

IF

K=13
J=J+13 , .
‘ /% TH:S GROUP 1S EXECUTED AFTER FULL®/

/% BL CK IS WRITTEN, SET FLAG BACK #/
/% YO 0 & POSTING BECOMES FIRST ®/
- /% POcTING OF NEW BLOCK */

IF I=1 THEN 00%

154

IF ITRIV=1 THEN GO TO READER3 /# <KIP IF A STOP WORD s/
ELSE D03 :
/% CH.CK IF WOKD APPEARED IN SAME = #/
/% POTING %/
‘ IF 4RD,POST=LPOST THEN )03 . ,
‘ DUP=DUP+13
v MAX (K) =MAX (K)#13  END}
: /% IF BLOCK IS FULL» WRITE IT s
ELSE. DO .
IF K=100 THEN DOj ‘
IF L0=0 THEN DO3 L2=L2+13% ) 0=13 END;
I=13
GO TO WRITERS ,
, END3 ‘ '*z
- /% THENs NR OTHERWISEs SET POSTING f/
/. /¢ IN BLOCK - #/
K=K+ 13 |
NUM=NUM+ 13 /% CO.NTS NO. POSTINGS PER WORD #/
IF NUM>M THEN M=NUM} ./

00113 -

001la -
00115

00116

.o

.e s se

e oo

e er

-

00117
60118
00119
00120
00121
00122
00123
00124
00125 ',
00126
0g127" .
00128
00129
00130
00131
00132
00133
00134
00135
00136 |
00137
00138
00139
00140

0614} -

00142 .
001423
00144

00145

00146.
00147

;00148

00149
00150
00151
00152
00153

200154

00155 .
00156
00157 ~

00158,
00159
00160
0olel
folee




- I=0%

——
OLDWRD+POST (1) =4RD «POST} .
LPOST=WRD,.POST$ ‘ ‘
" NUM=NUM+13 , : _
X 60 TO READER}
‘ . END3 .
. \ L x/,
/% B OCK ENTERED IF ITRIV=]l AT */.

/% W-ITER REQUEST OR NEW TERM THIS #/
/% B:NARY SEARCH 1S WORD AFTER THE #/
/% F RST TERM READ ./

*s 90 95 ne o

ONOl:  OLDWRD.OLDWORD= wRo.wORo;
- LOW=0} -
UPP=TLIMIT? _
DIV=UPP/2} . _
COMPAR? IF DIV>SAVER THEN DO} :
UPP=DIV}$
/ GO TO COMPUT}3 ’
END} ~
HOLD=STOP(DIV) }
- IF OLDWORD<HOLD "THEN DO}
. . UPP=DIV} .
‘ GO TO COMPUTS
ENDS
. IF OLDWORD3>HOLD THEN DO} ‘
LOW=DIV} .-
" 60 TO COMPUTSS )
. END3 ; ‘
o GO TO TR} - oo
COMPUT: DIV=/LOW*UPP) /23
IF DIV -~= LOW THEN GO TO COMPA 3
ELSE GO TU.ONO23 .‘

.

TR: ITRIV=1} \ ' . -
GO TQ READER} : :
ONO2:  ITRIV=0} : ‘ * e

TOTAL=TOTAL+13

l OLDWRD+POST {1) =HRD +PUST}
B LPOST=WRD.POST}

| G0 TO UNIQUE;

ENDPGM HE

AF L0=1 THEN DO}

L=Le+ld

NENERY

[OLDwRo FREQ=NUM}

YRITE FILE (UNGQWRD) FROM(OLODWRD)

/. IF PTSW THEN CALL.PRNTS$ :

" TDUP=TOUP+DUP; DUP=-1} -

. IF Prsw THEN CALL PRNT}

~ =J+l3 -

‘ TOTAL TOTAL+1} '
PUT EDIT(TNUMBER OF UNIQUE WORS:®sTOTAL} (PAGE»A(23) oF (8)) 5
PUT EDIT('NUMBER OF TRIVIAL WO=DS:?sNTRI) (SKIP(2)sA(24)+F (8)) 3
"PUT EDIT(*TOTAL POSTINGS:'4J) (SKIP(2)9A(15)+F (10)) 3 .

+ PUT EDITIOUPLICATE POSTINGS “EMOVED: '»TOUP)

(SKIPeAgF (10))3

s o8 we

s o8

J

ERIC *’ ™ 15t

N . . ~



DJ=J} o : . 00228 -

DL=TOTALS . T 00229 ¢
AVERAGE=DJ/DLS - 00230
PUT EDIT(*AVERAGE. NUMBtR OF POSTINGS PER NORoz'vAVERAGE) 00231 ;
(SKIP(2) yA(36) 9F (1092))3 00232 -
DD=TDUP} ‘ $.00233
~r AVERAGE=DD/OL } i 00234 -
o PUT EDIT(*AVERAGE NUMSER OF DyPLICATE POSTINGS:¢, 400235 -
AVERAGE) (SKIPsAsF (1042)) 3 . ' : 00236
J=J~L33 S 00237
PUT SKIP(S5)" EDIT('TOTAL Low-FRcQUENCY POSTINGS '1J) (AsF (8))3 00238
DJ=J3 00239
DL=TOTAL=(NTRI+L2) } 4 o 00240
AVERAGE=DJ/DL 3 ‘ 00241
PUT SKIP(2) EDIT('MEAN NUMBER OF POSTINGS PER LOW-FREQUENCYs NON-TRIVIA 00242 .
L WORD *,AVERAGE) (A:F (10+5))3 00243
PUT SKIP(3); . - 00244
PUT EDIT(L2s? UNIQUE HIGH-FREQUENCY WO2DS5', _ = ' Q0245
- Ly * TOTAL RECORDS FRUM H=F WnRDS?', 00246
L3+t TOTAL POSTINGS F¥OM H-F .ORDS') ((3) (SKIP'(2) yF (8) yA) )} 00247 .
PUT EDIT('HIGHEST NUMBtR OF PO~TINGS PER WOKD: * 9 M) 96248 |
(SKIP(2) A (36) +F (8) )3 00249
VA G*QG#QQQQQQHQ66065601'06“066996& 6666&&6#56&%9{'066050666#6 */ ¢ 00250
/* THE - RNT SUBROUTINE IS USED TO #/ 3 00251
/*PRINT THE TERM FREWUENCIES IN A #/ : 00252
. C W ' /*THREE COLUMN PER PAGE FORMAT. */ : 00253
PRNT: PROC REORDERG: . : 00254
OCL I1,12 FIXED BIN(1c)3 . i 00255
FLUSH: PROC} i 00256
PUT PAGE EDIT(THLoTHLoTH: ) (A(44) 9A(44) 4A(44)) 3 : 00257
~ D0 I1=1 TO S0% ¢ 300238
PUT SKIP EDIT(PIM(I-)) (A(132))3 : i 00259
- END3$ ' ~ P 00260
END FLUSH3 L P 00251
IF DUP<0 THEN DO3; /%® FORCED <LUSH AT END OF RUN #/ i 00262
DO Il=cOL 1o 33 - i 00263
DO I2=L IN+1 TO 503 . : i 3 00264
- SUBSTR(PIM(I2) (44%#11)~43s4a)=1 13 i 00265
END3$ ’ P 00266
LIN=0? i :.00267 ¢
END3 o ‘ :.00268
, CALL FLUSH3 > / P 00269
RETURN3 2 00270
ENDS i 00271
LIN=LIN+13 00272
IF LIN>50 THEN DQ3 : $ 00273
COL=COL+13. - i 00274
IF COL>3 THEN DO; - - ~ P 00275 -
3 CALL FLUSH} 300276 .
. coL=1% 400277
END3 i 00278
LIN=13 P 00279
ENUS ' : 00280
PUT STRING(ITIM). EDIT(ULDWORD. NPOSToFREQ,FREQODUP) : 00281
(AC20) 5 (3 (F (T2} 5 : : 00282
SUBSTR (PIM(LIN) » (448CUL) =43 94 D=1TIMS, i 00283
END PRNT} ¢ 00284
/% ﬂbﬁ#ﬂQQQQ%#QQ##GQQ.QQGQQQGQQGQ&&QQQQOO VEBRIDLHELOBDBREBHG b/ ¢ 00285
END SQUEEZ3 - 00286
i 1567 -

c31 M )
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/* LAST UPDATE: 750103 %/
CLUSTER: . . .00002;
. . PROC (RTP) REORDER OPTIONS (MA™ N) 3 . , 00003 -
DCL A . 00004 ;
RTP CHAR(100) VAR - ¢ 00005’
1 DISTNODE, Co, . 00006
? TERM1 FIXED BIN(15)s 00007
2 TERM2 FIXED BIN(15), y 00008 -
2. 2 TTBIST FLOAT DEC(&)y . . 00009,
WRITESY BIT(1) ALIGNED, - 00010 .
SING BIT(1) ALIGNEDG STATIC IN-T(9198), 1.00011 =
QUT FILE RECORDy._. . _ o - .. -00012°
LNECI FIXED BIN(]}5) STATICs S- N SE oL . 00013
LNA200) FIXED BIN(15) ST.TICe. ) ’ Tt 00014
TELTS(IIMAXs2) FIXED BIN(15) CTLy.. - - 00015 :
NXT(0:TOP) FIXED BINC1S5) CTL, ' ' 00016
FORM(2009100) CHAR(1), . L . t 00017
. . FORMO.L1) _.CHAR(10y) DEF FoRMs - . ) 700018 -
" o (IIMAXsFTRSTyLAST9CUREC:+EC2) FIXED BIN(lS) STATIC: 00019
. ASSOC (200) DEC FLOAT(9)y /# FASSOC WITH ABSORBER  #/ 00020 -
. _ *GROUP (200) FIXED BIw(l5)+./% NO. OF ABSORBER &. . ®/ | 000231 °
. SIZE(200) FIXED BI~(15)4/% SIZE OF GROUP */ 00022 -
‘ DOCTRM(10990:400) FIXED RIN(15)9/* DOC=TRM COIN = #*/ : 00023;
e DOCDOC(025000) OEC FLOAT(6)s /% _DOC-DOC ASSOC. ARRAY. _ #/ _.00024 °
CURR(100) FIXED BIn(15)9/%NOJOF CURR USER OF ROW #/ 00025 :
(IoDOCMAXoDOCNOoTCNT’TRMHAXaTRMNOoMULTloQULTExJoLOCa P 00026
DOCCNTy_ Q. C . 00027}
ToINToUNYHI HJQTOPQIZQBA%XQBAaIQBASJQBA$K¢L0C29L0C39 006028
. HHJo HHI) - FIXED BIn(31) STATIC INIT(0), " 00029 :
- (X12XUsDSTMINSDISTsBIJsDJsDEKIDIXIALPHISALPHKS . “_ _ _ _00030.:
BETA ¢ GAMMA) DEC FLOAT(6) STATIC fﬂIT(O)k ~ 00031
ROWMIN(100) ' FIXED BI\(31)9/% LOC:LOWEST#DST IN ROW #/ 00032 :
ROWBASE (100) FIXED BIN(31)3/% ITEHS ‘BEFORE ROW IN.DD#/ eaoaa:
/% - */ 00034
IF INDEX(RTP.'HRITE')>O THEN WwRITESW=11983 .- _ . : 00035
I ELSE WRITESW='0'8} EP M .Qooaﬁ.
A IF INDEX(RTPy» 'NOSING?)>0 THEN SING=10'8} L "% 00037 .
. ELSE SING=91183 _ $ 00038
/% NEAREST NEIGHBOR - #/ 09039
GAMMA=03$ * L 00040 .
) /¢ OTHER SETUP - */ 00041
- . A . - ; . T
t .
£
:E,;F‘
a ! ) .
< N
03215/ -
. 3 * [ I

00001




.. . G
. PR

2 — ‘ . 0L/26/T7 PAGE 2

‘DMO7QOD2 -
DSTMIN=03 B . , 60042-
- DO I=1 TO 140} | 00043:
* CURR(I)=I3 , . 0004%.
END3” | 00045
DOCTRM=03 ‘ . 00046
DOCDOC=03. , = . : .- s 00047
ROWMIN=03 - , © 00048
DOCDOC (0) =23 . L 00049~
SIZE=0d. - . : . . - 00050
" GROUP,ASSOC=0} 00051
INERR=03 , : 00052°
.- ON UNDERFLOW BEGINI. _._. . © ..00053.
PUT- PAGE DATA(ECl,ECZ,CUR,LAST,DIST¢ID9LNEC1)8 00054
" PUT SKIP(2) DATA(TOPsDOCMAX) 3 . 000557
-— -PUT_SKIP(3) EDIT(LNLO)sNXT.(0)) LE(S) s (5) b3 . —-l. .00056%
GOTO DUMPPH3 _ - , 00057,
END3 . ‘ \ : . 00058/,
L ON ERROR BEGINS R T )
INERR=INERR+13 IF INERR>1 THEN GOTO EOP; © 300060
: .« CALL DuMP; . 100061
- — . GOTO DUMPPH3 ‘ ..00062"
‘ END3 : t 00063’
ON ENDFILE(SYSIN)} GOTO STAGE2: , 00064
, , ) . %0065
r . : /% */ 00066
. : ' /% READ DOC-TERM ARRAY  #/  00067:
RD:- | . 00068
GET EDIT (DOGNO,DOCCNT » TCNT) (F (3) oF (3) oF (3)) 4 y ' P 00069
PUT SKIP EDIT(DOCNOYDOCCNT s TCNT) (F (3)9X(2))3 T 300070
IF DOCNO=0 THEN SIGNAL ENDFILE (SYSIN)$ Y. 300071
SIZE (DOCNO) =DOCCNT} 00072.
DO I=1 TO TCNT3 \ 00073
GET EDIT(TRMNO) (F(3))3 . . 00034
PUT EDIT(TRMNO) (X12) sF (3)) 3 2 00075
IF TRMNO=0 THEN uochM(Dncuo,o;-DOCTRM(DOCNQ,O)oxx 2 00076
ELSE .DQCTRM (DOCNOs TRMNO) =1'¢ : . $.00077.
_ IF TRMNO>TRMMAX THEN. TRMuAX=TRMNO$ ooové
' END3 ’ . : - 00079
IF _DOCNO>DOCMAX ‘THEN UOCMAX=DACNO3 o .. 0090
GET SKIP} , * 00081
GOTO RD$ 00082 .
/% ®/ . __00083
/% DOCTRM COMPLETE HERE} NOW DO DOCDOC #/ 00084 -
: /¥ */ 00085
STAGE2: : . .. - <~ 00086
. /% */ 00087
/% REMOVE REDUNDANT ROWS BY MERGINGs - */ 00088
/% AND COwPRESS DOCTERM TO FILL HOLES . #/___ 00089
TOP=DOCMAX} ” - 00090
MULT1=2%DOC4AX$ - . . 00091
DSTMIN=2} /% LEGAL MAX IS 1. __#/__ 00092
DO I=1 TO DCCMAX; 00093
MULTZ=1-13% , ‘ 00094
. BASI=MULLI2® (MULT1=~1}/2} - e e ___._00095
ROWBASE (I)=gASI} | 00096

_ . /% TwE DOC-DOC MATRIX IS STORED IN %/ 00097 .

c33158
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- .o ' ‘ 01/26/77 PAGE 3

DMO70002 : , ' ' -
/% REDUCED FORMe ONLY THOSE ITEMS #/  00098.:
/% DD(IsJ) WHERE JU>I ARE KEPT */ 00099
/*_1TEM DD(Ied% IS IN DOCDOS(LOC) ®/_ 00100
/% WHERE , */  00101:
/% . {I=1) (2N~1) %/ 00102:
/% | 0CZ esmmmcaccan o - [ */ 00103
e, 2 o #/ 00104
o _ /% g .S %/ 00105}
e . D0 J=I+l TO -DOCMaX} + /+% D0 A ROW OF DD */ 00106
UNs INT=03 - 00107
IF SING THEN UN=DOCTRM{I,0)+DOCTRM(Js0) 3 - $ 00108
DO T=1. TO TRMMAX3 : . 00109
. IF DOCTRM(IsT)>0 THEN® - . ‘ 00110
\ If DOCTRM JsT)>0 THEN 0011} :
- . INT=[NT+DOCTRM(1+T)+DOCTRM(JsT)}$ . .00112;
/% INT IS INTERSECTION SET-SUM#/ 00113
‘ . _UN=UN+OOCTRM(I.T) +DOCTRM(JsT)3 C 00114
. e . : ~ /% UN IS UNION SET SUM */ 00115
:  END3 ‘ , : 00116°:
:  1L0C=J=1+BAST} e . 7 00117
., INT=INY/23] e , 00118;:
- : XI=INT3 P ot 00119
UNSUN=INT} - /% DON'T COUNT TWICE */ 00120
' XU=sUN3 - - 00122
= IF UNs0 THEN XU=13 00122 ;
. DIST=1=(XI/AU)} . . 00123
. . DOLDOC (LOC) =DISTS . .. 00124~
o S IF "DIST<DOCDOC (ROWMIN(I)} THEN ROVHIN(I)-LOC& - 00125
P IF DIST<DSTIN THEN DO$ - 00126,
- DSTMIN=UIST} - - ) 00127
. HI=I3 < HJ=J:- ¢ /% SAVE CLOSEST PAIR */ 00128 .
ENDS . , : 00129,
‘ ENDS , .. 00130
, END3 , 00131 :
- /e - */ 00132
- \ o . t 00133
PUT PAGE3 ‘ © 00134 .
* IF WRITESW THEN. DO} ' . 00135 ;
. DO I=) TO TRMMAX} ' . : » 00136
, D0 J=I+1 TO TRMMAXS - . , 00137 .
. DISTSUM=03 NUMDIST=03 . : 200138
DO I1=1 TO DOCMAX} 00139 -
. IF DOCTRM(Il,I)=1 THEN DO} e 00140
00 Jl=1 TO DOCMAX} ' Lo “00141
* IF DOCTRM(JlsJ)=1 THEN DO} . _...00142
NUMDIST=NUMDIST+1: 00143
IF J1>I1 THEN DISTSUM-DISTSUMODOCDOC(ROWBASE(Il)0Jl I3 00 144
ELSE IF I1>J1 THEN DISTSUM= =DISTSUM+DOCDOC{ROWBASE (J1)+11-J1) 8 00145, .
END3 i 00146
. END3 ' 001647
END3 : . - : - .00148
END3 ‘ ] 00149
TERMI=1j TERM2=J3 TFTDIST=DISTSUM/NUMDISTS - : 00150. -
WRITE FILE(OUT) FROM (DISTNODE) 3 , L . 00151
END3 . : 00152 -
ENDS - _ _ 00153 :
| c34]159 o




-

-DMO

~P~'e

},.

01726777 PAGE ._4&.

. : \ ‘
70002 \§ o ~ :
END? . 00154
/% DOCDOC COMPLETE3 NOW MAKE GLUSTERS -#/  00155.
- ) VAN - --%/  00156;
IIMAX=2%TOP} . : 00157
; ALLOCATE .ELTS$ , - 00158
— CELTIS=03. .. . . .. " . L. 00159
STAGE3: : ) 00160:
TOP=TOP<1} /% SET NEW GROUP NUMBER ' - - ®/ ‘00161
GROUP (CURR(HI).).» GROUP {CURR(HJ).L=TOP} .. 00162°
ASSOC (CURR(HI}) »ASSOC (CURR (HJ) ) =DSTMIN} " 00163
PUT SKIP EDIT(*FORMED ?»yTOPs?® FROM '4CURR(HI)»? 4 *,CURR(HJ) 00164
t AT DISTANCE_ t:DSTMIN) . . o _ % 00165
(AsF(3) 9A9F {3) A, F(3)9A9F(705))5 00166
IF SIZE(CURR(HI))>-SIZE(CURR(HJ)) THEN DO» : e . 00167,
o ELTSATOPs1)=CURR(HI)} _ . p : e - ——00168.
ELTS(TOP»2)=CURR(HJ) } ' 00169
END} L 00170
ELSE D03 .. R . w- e 0017}/
ELTS(TOPy1) =CURR (HJ) § 00172
, ELTS(TOEp?)-CURR(HI)s . . .- 00173
ACE . END_;......,_ B P . - - T - e e »—-——«—0—01.7._""-}
SIZE(TOP) =SIZE (CURR (HI) ) +STZE (CURR.(HJ) ) § { 00175
ALPHJU=SIZE (CURR (HI)) /SIZE(TOP) } o ' 00176
ALPHK=SIZE (CURRAHJ) ) /SIZE(TOP)} = . T 00177
CURR(HJ) =03 . ' /% THIS DELETES ROW HJ %/ 00178
b CURR(HI)=TOP} /* RE-USE ROW FOR NEW GROUP %/ 00179
BASX=ROWBASE.(HI) } ' P 00180
BASK=ROWBASE (HJ) 3 - 00181
DOCDOC (BASX+HJ=-HI) 223  * - 00182
' . /* _ #/ 00183
- /% NOW FI_L MEW DISTS IN ROW X %/ 00184
DJK=DSTMIN} Ce - 0018S"
/> DSTMIN=25 . . _ — . _00186.
'/ R WMIN(HI)=0} ‘ . ) 00187
DO I=1 TO DOCMAX;. ® SET NEW DISTANCES TO ROW X #/  00188.
_IF CURR(I)=g THEN GOTO Sk(IP3 /# A DELETED ROW . - %/ 00149
IF HI=I THEN GOTO SKIP} /* SKIP ROW X ITSELF */ 00150
BASI=ROWBASE (I} } 00191
DIST=21%. _. 00192
IF I<HI THEN DO} 00193
LOC2=BASI+HI~1} 00194
DIJ=DOCLOC (LOC2) 3 e —-00195
IF LOCZ‘ROVMIN(I) TuEN 00196
END3$- 00197
ELSE DIJ= DQCDOC(BASX*I-HI)z - .. 00198,
IF I1<4HJ TREN 003 * .. . 00199
LOC2=BASI+HJU=13 N 00200
DIK=DOCDAC (LOC2) ; ~ . _.00201
DOCDOC (LOC2) =23 ‘ 00202,
IF LOC2=ROWMIN(I). TwEN DIST=~13 00203
ENDS . ) - . _..00204
ELSE DIK=DOCDOC (BASK¢I~H 1) 00205
.- DIX=ALPHJI*DIJ+ALPHK#DIK+aETA#DJK *GAMMA®ABS 4DI J~DIK) } 00206
IF I<HI_JIHEN DO} — e ... 00207
LOC=BASI+HI-I} . 00208
DOCDAC(LOC) =DIX} - , 00209

) & - - e e
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- CoL IF DIX<DOCDOC(ROWMI< (I)) THEN KOWMIN(I)=LOC} T ooa;pg
: . END} 00211
ELSE DO% _ . / \ . 00212
LOC=BASX+I=~1} - q 00213:
DOCDOC(LOC) =DIX} Lo . 00214‘
IF DIx<DOCDOC(ROwMIu(HI)) THtN ROWMIN(HI)=LOC3} 00215.
" END3 f 00216
IF CI5T<0 THEN DU} . : ) o 00217
© LOC3=BASI+DUCMAX=I1} : - 00218
, DIST=23 . . 00219
DQ LOC2=BASI+] TO LAC3; - ' 00220:.
- IF DOCVOC(LOC2)<DIST THEN-DU} ‘ ~ 00221,
DIST=DOCDAt (LOC2) 3 / 00222’
ROWMIN(I) =0C23 / . 00223
: END3 / . g 00224,
. - _END3 . / . o 00225
ENDS . : 00226
, IF DOCDOC(ROUMIN(I))(DSTth THEN DO; .° _ . 00227
* HHI=1$ > 00228
. HHJ=ROWMIN () -BASIe 1} : * 00229
: DSTMIN=DOCDJC (ROWMI (1)) 3 ° : 00230 -
END$ / : ’ . 00231
SKIP: - _ . o0 - 00232~
"- END3 ' . 00233
IF DOCDOC(ROWMIN (HI) ) <DSTMIN HEN DO3% y . - 00234
" #x HHI=HI3 vl ' 00235.-
. HHJ= RouMIN(HI)-BAsonI; o . ‘ 00236
.. ‘DSTMIN=DOCDOC (ROSMIN(HI).) 3 ' .. 00237
ENDS . : : _ . ‘ . 00238
_ HI=HHI$} : 3 00239
HJI=HHJIT - - . 00240 ;
IF DSTMIN<2 THEN GOTO STAGE3$ - % 0261
VAR ¥/ ' 00242
ALLOCATE NXT3 . . , - 00243 -
"FORM=+ ¢§ : L . 00244
LN=03 , 3 00245 .
NXT(TOR) =03 ) - : 00246 ;
CUR FIRST=TOP} i : ; ©.00247.
LAST=0} . C o~ , .7 002648
. . DO WHILE(CUR~=0)§ - - v L 00249 -
. » IF CUR>DOCMAX THEN DOY 00250
: EC1oNXT(LAST)=ELTS(.-URy1) } ‘ .. Qopsl”
\ EC24NXT(EC1) =ELTS (C:Rs2) 3 s . 00252
- = _NXT(EC2)=NXT(CUR)$ “ . . 00253 -
, DIST=(ASSOC(EC1) %10 )+¢.5} - ' . 00254
. . ID=DIST} 00255
. , FORMO(ECL) »FORMO (EC > )—FORMO(CUR)& : : 00256
IF LN(CUR)==0 THEN .0} .. . 00257
= ENEC1»LN(EC1) = N(CUR) $ . ., 00258
"IF FORM(NXT(EC») oLNEGL) ~=r %9 00259
THEN FORM:ECEQFN§C1)=’ ', . ..00260,
) END} : 00261
. ELSE LN(ECl)—IO; . 00262
' IF ID>0 THEW ) . - 00263
e . FORMIECLyID) yFORM(E~24ID)=0%13 ’ 00264
L LN(EC2) =103 ' 00265 .
; Q@ T T e : : - o e '
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. CUR=EC} 3 ’ 00266
3 END} - J . . 00267,
©- e o ELSEDOR—— ... TT - - - * .~ .....D0268
A ‘ LAST=CUR} . : , . 00269
- CUR=NXT (CUR) 3 . 4 00270
. - - ENDS. T U _ . 00271
' END3 . 00272
: . E 7% ey ' . 00273
. ~-DO._I=) JO. DOCMAXgy .. . __ . . . > o 00274
’ DO J=1 TO LN(I)} ) ) ' 00275
_ FORM(I,J)-'”’S . 00276
- - ..  END} . : N N 1. V-1, A
. .o END 3 ) ) T ‘ Coee 00278
~ PUT PAGE} : . . \ \ 00279
—_— ~ PUTLEDITA. ST L (ALLL) s . R © e . _ 00280
. . DG Q=,1 TO 1 BY ,1 . 00281
. © L PUT EDIT(O)(X(?)sF(Bvl))o ) _ 60282
_— . _END} © .. S . .- ..00283
2 I=NXT(0)3 ° . 00284%.
o D0 WHILE(I=~=0)3} . .o . 00285
NP PUT_SKIP EDIIXIQFORMO(I) (F %) 9 X(6)2A(100)) 4. _— ‘,...oozaﬁi
. ) S I=NXT(I)$ - 60287,
. END3 . ; : : . » . 00288
- B ) 7% - @7 e e 00283
, /% oL */, 00290
: Loy . . /%-.WE SHO LD NOW BEeALL DONE */ 00251
. - e R G /% o Y _ 00292
DyMPPHt | B _ & A 00293
—— PUT SKIP DATA(DOCMAX,TRMMAX) ! © 00295
PUT SKIP(3) DATA(DSTMINsHIsHJ9HHI oHHJ) 3 ) .. 00296
J={ (DOCMAX*DOCMAX) ~DOCMAX) 72} . 00297
.. PUT SKIP(34)_DATA (J)3 X - _ - 00298,
’ IF DOCMAX=0 THEN DO3 00299
PUT SKIP& - 00300:
D0 I=1_T0 J3 . . .
PUT EDIT(Iv"'vDOCDOC(I))(X(3)9F(4)9 (1) F (74503
END 3 '
_ . DUMP:. PROC. REQRDERS ‘
PUT PAGE} . r

DO I=1 TO DOCMAX} . . -
" PUT SKIP EDIT{J+ROWBASE (L)) (F(3)+F(S))14
PUT EDIT(CURR(I)) (X(3)sF(4). 5 .
PUT EDIT(SIZE(CURR(I})I(X(2)oF(3))3- —
PUT EDIT(ROWMINAI})(X(2)F(3}) .
PUT SKIP}
DO J=I+1 TO DOCMAX;

END ) )
ENDS - - F
END DuMP} ’ !

END$ — o “
PUT SKIP{3)} ‘ . ) )
DO I=1 TO TOP} _ N

PUT SKIP, EDIT(IsGROUP(I), ASSOC(I))(F(a)vF(S)’X(3)aF(7vS))S

PUT EDIT(ELTS(I, l)vELTS(Ivﬁ)gLN(I)i((3)(X(3)'F(a)))3

PUT EDIT(NXT(I)) (X(3)sF(5))3
END3 .,

PUT EDIT(Jv"'onCDOC(RONBC\bE(I)¢J-L)) (X(3) sFThhAeF(laE))& S

¥ \ EQE,:.._._-- T _ . - L. B = L —
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