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Introduction
o *~" The goﬂ of -this bape‘r is to giv.e’ an- overview of the tesea:ch which we have

s in progress on ,-t‘he'riptesentat:iox{ S 4 megr;i:ig An text. It should be pointed ‘out

7 right at the. s‘ta;{t t'hat the thrust'of ‘the work which will be.reported here has
i ' to date been primarily.'{aethodblogical in pature. Our current effort has been

directed towards developing two co\nponenca of a tool for ‘use in psychologi.cal

,reseerch. The t'ird: o‘ﬁ these componenta is a notational system of sufficient. -
'generality ahd de:ail to represent a usefully-wide ranse of semntic infomaon

end smntic structure which we, take to be a regr;sentation of the meaning of a

v . .

text et a levef somewhat deeper than the surface structure language represen-

. . ;. :

. « tation. - The ‘second part of this (601 is an accutate and/ reliable scor g pro- ,
. ~ j g
o ) ce'dur_.-e. Here we take sjoring procedure to mean a mapping, a, way 9:{ go from the

~ surface form of a text to a deeper level ‘semantic repre entation of'.tlie text's

meanin.g of the sort just mentiox;ed. We have temporarily set aside éuestions‘
: " L 3

conc'et:uing some theoretical matters such as the status/of the deeper level
semantic representation as a psychological model of human memory reoresentation

and questions as to the relationship of the notationai system and scoring pro- _.
. ° . ! 5

| .
cedure to'various linguistic approaches to looking at} language. In this research

-

we have taken as our starting point the work‘on text ﬁneaning.\representadpn of * f

’

. Carl Frederiksen as we felt that the notational system developed by him had good
'potential for meeting the cri’eria stated above, namel.y t;lbse of genet;lity and o
det_ail, so as to be useful for the purpoees'of psycholo'gical resea,rch.' tn the
course of this paper I will describe the constitueng gleuients wf Frederti sen;e
eyatein in order to"codnunicat'e a sense of this system's generality, ‘that is, the .’
kinds .of semantic informa tidn it r;p-reeents and I ;rill ;;resent o art of his
syst}em more fully as §n example of the detailed semantic distinctions which are

. made id his notation. ollowing thia I will give examples of some: difficulties

we have ex'perienced in using Frederiksen's _system’/in its most detailed form and

&
. ¥ -
- ¢ .
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will present the kinds of m&ifieations we have !xiade in arriving at the system ~
of notation used‘ in ti;e experimentel work,reported by Lucase “(1977), Dee-l.uces /(
. (1977') and, Smith (1977). The'reliability of our modified version o'f.Frederiksen,
. as used in t'hese experiments, has been the sub'ject Of, some p;'eliminary investi-
gation and the results from this are discusse;i below along with several scoring
guidelines which constitute our beginni:ié attempts to improve scoring reliability

and in the process to specify the relationsh'lp between surface text form and

[}

underlying semantic representation. Next I.will point out the natural corre-

! spondence which exists between the basic data structuré of Prederiksen's£no:ationa1’

X
* system, the aenantic network, and some computer data structures Yhich has led us

to take advantage of a minico{puter to store our semantic content and semantic

{ structure répresencationy oﬁ subject recall texts. The last section of t"his

]

paper will be devoccd to some descriptive comment s about the computet programs

' which we current:ly ‘have avallable for manipulating these scored recall aemantic _
'3 L. -

t:ructn &. Fina,ll'y. I-will Mencion some directions which we plan to take in

sing- t'he computer to discover chamcteristics of the scructure of subject

p ,/,r

ecai-le ‘texts.

P ederiksen s Network Representatipn
1
|

u Ftederiksen (1975) is an afnbitious atr.em;it to develop a i\otationel syetem

which provides all. ihe distinctions and no'tAtional devices needed to adequately

2

l .
capture the semantié and logical structure of meaning in text. Because of this /

e

do justice to his system in the general overview which follows. Thu?ﬁy goal

there is a depth of]detail in his article which makes it impossible for me/(o

here is only to characterize his work to an extent which makes t)te g/en’eral

framework of our own research clear., In the process of doipg /his, I will

somewhat interpret Frederiksen's article at a few poin}/'

Frederiksen (1975) describes his notational sy$tem in terms of netwrks,
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. . A .
where a network is of the usual sort,. that is, a set of nodes connected by labeled

arcs. In his semantic nétworks (as opposed to logical networks, which are left

foy -later), the nodes are filled by semantic "coi{cepts" and tfie arc'joining two

nodes is a relation, the nature of which is specified by the arc label, Figure 1
. 1 !
L <

shows a simple semantic network and a linear propositional notation we have been

i L
using to represent it. _. . \N‘m
X 1 )
' | | W (mES
. AGT) )

m’\ WINDOW

—‘ YESTERDAY A o

ILL) —AGT@TEM (PAST)~> (‘ BREAK) ~-0BI1-> (YWINDOW)
'z /--mu->( YESTERDAY)

P2 ( \JINDOW)-—-DEP-)( THE)-—NU‘M—)( 1) <

1
Y% .

'BILL BROKE THE WINDOW'

Figure 1. ' A simple semantic net K

" sentation.

which makes up a seﬁntic network. The taxonomy of thes

.

shown in Figure' 3. :

’

objects

: — congepts [_ actions " ot
: | N L
{

network ‘ ’ .
eleat - | attributes P
: . / : . . « .
. ' case '| i
\ e l_ f |
" '-relations },
- . 1' L . s
. i . identification t

Figure 2.

Taxongmy of semantic network elements.
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,Objecis are "things thch occepy spaee" such as 'animal', ‘movie',’ 'wind',
0 'book’. and 'x?ck' (vhere the single-quoted lexical items are taken to indicate
the semantic coqcepte). Aé@ions are "things which occupy a position or interval
of time and i&iolve change" such as 'b;eak',"writeJ(someth{ng)’, 'think (of
; someteing)', 'breathe', 'ride (a horse)', 'play (Saseball)', 'play (with some-
- one)‘, 'know (something)', and 'see (sodething)'. The class of attrlbucas is
i not explicitly defined in Frederiksen (1975) although it is clear that it con-
| tains things Like 'red' and quickly . ”’ ‘ - ;
Identifying relations are defined by Frederiksen (1975) as relations which ,
;dennify an object, or-action (or cLﬁss of obj;ees or actions) thus serving to E
discinggishgthe o$je$: or action (or clesees thereof) frdm.dtﬁers of ghe same
tyﬁe. éase relaciens, which "specify a esusal system involvi;? an actioh,"
&re soméwhat different than 1dentfkying relations as will be poineed out below.
Th variouys kinds of concepts'combine with identification relations to
define s eral syetems , each of which specifies a different type of semantic
informatjon. ~ll’igt.n:e 3.;1853 the five systems thus defined by the QXVe types of
r lations along with the coﬁcept:tyﬁes associated and the’eementdc informatign

A}

T
specified. ' R

v INSERT FIGURE 3 ABOUT HERE

. {

\ The fdive ideng{ficational systems and the hdretofore unused case relations .

combine(;t;a next higher level of analysi 1to make up semantic network propo-

; N sitions.

L4 .

.o | Prepositions are defined as representing either a state or an event. A

.

. | |
- state 1sﬁ'n'object (or object class) along with all of the identificational

information represeited by triples from any of the systems in Table 1 which

distinguishes the object (of object class) from other classes of objects. ;

* Thus, a .stative proposizdon, an example of which follows, represents a state

. . Ratn S | |
| \ % distinguished, \ |
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. : - ‘ il
/, ' ('the man's hair was very red in the sun
. yesterday.') ‘

.

«
\

: g . P3 (:HAIR)<-HASP--(:MAN) |
: . ..~ /|-=ATT->('RED)-~DEG- ('VERY) 5 ¢ @
N . /-=LOC@P (" IN)=>("|SUN) )
' /--TEM-> (' YESTERDAY)
q - ' .
Note that this example stative proposition con:@ins triples from only four of-the"

‘

five systems since manner ohly'can apply wﬁen an action is involved.

An action, along with its obligatory and optional case relations and any

“1dentifying relations, constitutes an event. As with the stative proposition
) ; -
: type above, an.,event is represented by an event proposition:
* ~ ’ s ‘ ‘o ’ . ‘ ’
F ("The man dashed along the path from the
door to the gate at-10 AM'}) .
L : P4 (:MAN)--AGT->('DASH)--DAT1-> ( :MAN) o '
: , /—SOURCE->[P5] : g
[ s . = /—RESULT-Y[P6] :
; /-=TEM1=>("10.AM, ()) ' 8
' _ : " /--LOC1,1->(':PATH) v
# . P5 (:MAN)—LOC@,P-> (:PATH), .
P6 (tMAN)--LOC@,P->(:GATE)
In this example, AGT, DATl, SOURCE, and RESULT are case reLatioqs and
. : 3 ; /
TEM1 (from the temporal system) and LOCl,I'(from the locative systeﬁ) are iden-
. : ol
tifying relations.
In addition to the semantic network-just described, Frederiksen talks about
a logical network which is simi}ar to a semantic metwork in form. Instead of
concepts filiing the network podes, however, it is propositions'that'OCCUr.in .
. these slots. 'The logical relation which can label the arc between two nodes
can be one of three types: R ““i“*r"
. N . . logical
' ‘ logical ' -
relations causal
algebraic

_ ' 7 ' ¥ ¢ ]
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Just as in the semantic network, these relatidnai types define systems which

specify different €types of logical information. These‘ systems are summarized

in Figure/d. - ° ' .

'\ INSERT FIGURE 4 ABOUT HERE
Since Iogical networks have not ‘been uskd te a: large extent in our current re-

®

_search, I will say no more abouc them here. -

. ! 2

-

A Modified Network Representatlon : $ .

One of ‘the sti‘en ths of Prederiksen's notation is the great amount of detail):

the system is potentially capable of represent:ing. This '4s a result of the large *

I

nunber: of fine distinctions made .in the taxonomy of concepts and the classifi-

Ll

cation of relations which can co-occur with these various corEcept classes. The
compléte classificat:ion for actions, for exampl.e\\ in given in Figure 5 {this is -
Frederiksen- 8 (1975) figure 2Xx. . Note that by making basically fout distinct:ions \
( resu],t, T physical t theme. t simple). nine-classes of actions are defined.
Piguﬂ: 6 presents these four choices in a systemi etwork to emphasize ‘the

choice syatems involved in the hierarchical tree diagram of Prederiksen (fig. 5) 1 X

Let us consider only the resultive/processive action discinction for the

purposes of this discussion, 'Ir. was noted above that actiona are characteris-

tically associated with a set of obligatory and 6ptiozial case }elations. called
‘ . .

" a case system. Th\e'cafse system for resultive actions has the 'follewing network
. . \ ' .
‘configuration: $ T 1 .
-

(animate object)*—AGT# (resultive action)~ OBJ1-> (inanimate object)

-or- DAT1-> (animate obj ect)
(inanimate objeéct)*-IgAGT-> SOURCE=> [pnqpl
' RESULT-> [prop] * -
. . . INST= (object) e
ne GOAL1-=» [prop] | A
. 3 o .
* ¢gbligatory _ '
" %% one of two is obligatory ) : <

(1f I-AGT is present, GOALl cannot be .preeent)' .

§ . - .

g :




. The corresponding case system for.processive actions is:
s : . . 1
‘(animate object)*-PAT-> (PROCESS)- OBJ2->(inanimate object) #
. =lor- . DAT2-7 (animate object) *%
(manimate obngt)**I-PA'r—> THEME2-7 [prop] ***
& GOAL2-7 [prop]

| {
*obligatory "o : / oA ' ’
**one pf two obligatory 1f process is relative '
*#**obligatory if process’is cognitive ‘ d ‘
" (1f I-AGT 'is present, THEME2 and _GOAL2 cannot be present) 4 _
‘ : / . J

My point here/is not to explain the'operation .of the case system but rather I
would like to show that the classification of a particular action as processive “

or resultive has a great effect on ‘the concepts and relations used. 1n repre- ) .' B
I

senting an event associated with the action.

The defining- features used by Frederiksen in making his taxonomic dis-

tinction, [- result] in the case under diacussion, are regarded as unanalyzed

AN

primit-ives in his system. = As a resulf, if there is disagreement,. there is no -

L9 -
set way for deciding when a giv eature is present or absent. For an action, .

then, this means that it is not always clear whether the action is Processi‘}e or

resultive. Consequently, we don't know whether the PAT/I-PAT or AGT/I-AGT '
7 y - 2 A i . |

a :
relation should be used to represent the relatienshi/ between an action and its

“immediaté tause. For.example, 'breathe' is giveti_é/ Frederiksen' as a processive
. , ’ ,
-actlon, one which does not produce a change in a, state or other process. 'It

-

would ‘seem, however, that ﬁreathing involves énanging unoxygenated blood into
‘oxygena'teci blood and this looks like a change in a stat'e, at least to some
peoi;le. Again, the point here 1s not to get into the detailed workings of
Frederiksen s eemantic primitives but rather to point out that, in practice,
. . one's intuition about sgmantic prfmit‘ives is often an unreliable guide. It

may well be the case that emp4irical'1’psychologieal or de,tai‘led l}nguistic investi-
’ gation is needed before a particuiar action can be confidently marked as + Pr - <

[result] .

A ’

P
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Our-égneral solution to this kind of proﬁlem Has been to collapse distinc-

;tioﬁs which we have trouble apblying. Our current. text méﬁning representation's »

do mot Kkéep the processive/resultive distinction-and.thﬁs Pe have collapsed the
YAT apd AGT relatiqns into’ one (AGT). Note that while thié results in a
"modified" repr;sentation,‘the resultant network is not different in kind. ‘The
basiF elements and stfucturé are still the sdme; only tﬁé number of relacio;s
changes, The distinctions, éhd aloné with them the finer relation apecifications,
can easily be recovered if';ubh ;iatinctions ;rove neceésary'to account for
effects observed in out‘expeﬁégeqﬁél data.

I will briefly menc%ép.a'secohd way in whiéﬁ ve have'simplif{ed Frederik-

sen's notation. We have qhosen.gpAabbreviate Frede;iks;n'é detailed represen-

* tation in a number of systems By using surface text‘lgxical items as relation

.~

modifiers. This is much gs Kintsch (1974) has done anhandling similar relations.

P}edetiksen's locative system, for example, contains some'éleyen relations which *

specify spatial position. One of these is the locative relhtion’LOCl,l which
appears in the network for the example sentence 'the man dashed along the

. »

path...' given above. This relational label LOC1,l specifies that the action “
=S - A — IR I '

‘dagh' s located 28 a one-dimensional path'in a one-dimensional fle]d. The
notation ('dash) - LOC1,1 => (:path) is takéﬁ t; represent the locative meaning

of the surface text form 'dash along the path.' _Locat1Ve propositions in ‘
English do not necessarily cénvey locati;e meaning thch can so easily be
repteseﬁféd{t Often the iocati;e felations are quite complex. &o gvoid 7
having to ;pell out all these c;mplexities we have used just one locative re-
lation, LOC, and have allowed the surface text preposition to modify it: In

this modif;;d form 'dash along the path' would be represented by ('dash) -

LOC@P('along)-» (:path), that is, there is a locative reldtion LOC-between 'dash'

and 'path' which is further specified as a position P of the type ('along').

-
Note once again that this kind of modification retains the basic form of

.. 10 "l

>
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Frederiksen' fully detailed syst¢h and we assume’ tHat th abbreviated notati
= | / [ R ¢ 5

| o f iy e | | . .
could réadily be expanded into the more detailéd form {f this was necessary fpr

the purposes of ouf‘psychologicél research. . ' . b »
P

[ 1 3 A <
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Scoring'Recalls .

Earlier in this paper I defined “scoring procedure' to be the mgﬁping which

.

-

exists between the,surfacé stLucture of a'text and a deepgr sehaﬂtic'lcvei which
we are represeﬁ;ing in the manner describé&vabove.- Here I would like to talk
about another kind of scoring, namely that activity which‘a persog perforhs
wheni.comparing a recall protocol to the semantic repre;entgtioa.of the oriéinal .
or target text. In this case, the scorer 1s faced with a task whiéh asks ﬁim to
intuitive}y ascertain';hat semantic.informat?on 1s contained in the recall ptotocoi
and to decide if ghé same seéhntic information {s to ﬁg found‘in the tafgeil *
semantic répresentation.. A more rigo;ous way for tye scorer-co procéed would
be. for him-to generate a unique sepantic representation ;f the récall and then

' compare the target anq recall -semantic repregentationg. Moreover, the ideal
scotiﬂh would occur if we had a deterministic broceéure for gengtating the
Pnderly%ng gemantic repreéeniation;-which are to be compared. - This deterministic
procedure would be, in esﬁence, a récognitfon'"machine" or grammar and it would
fully specify the kind of mapping mentioned above, i.e., the oné which exisfs
Setween surface structu;e and ‘deep semantic structure. We, and everybody else
1 believe, are far from the idéal state and c&nseqﬁently‘our'sc;;ing of r;callg'
has been of the first s&ft vhere a scprer is presented wish an explicit
semaﬁtié representation.of the f#rget téxg and asked to check the elements of it
whith he jgdges to be conta}nea in the recall protocol, based on the surface
structure text of the tecall.. . '

To test in a prelimiﬁar} way whether this typévof scoring is a reasonable R
f—’” ?pproach productive of stable data, we undertook to determine interscorer
o reliability on a set of five rec!!! protocols. Thrée of "these protocols were
taken from the data collected by Smith (1977); one immediate recall, one

. .
.

! three-week delayed and one thrqg—month delayed. 1In table 1 these 5re recalls

Al, A2A, and A7B, respectively. Two other immediate recalls, C103 and D201,

. >

. \ 12 B
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velrev'choaen, one frox;i Dee-Lucas (1977'). and one from Ldm (1977), 1rl'espectLve
of ex’petinental condition. Since werwere intereated in obtaining a conservative

- . evaluation of our scoring, recalls were selected which tended to exemplify

. P "surface text characteriatico which-we thought would cause’ probteno for ecoting..
For emple, the three-lonzh delayed recall A?B gn marked by ambiguity of
- 'reference and pauphrpei! 1nfomtion related to nultiple agpects of the’ target

peeugo.‘ i
. , )
. The fin reca.u pr&ocolo were each ocorod by three scorérs in the mnner

described lbove. In lddition to chock:lng as recalled elements in the target
ae-nntic repremutioa, the scorers were alloved to record eleuenc substitutions, .
vhen items In the. rectl; ptotocol were taken in context to be functionally )
" equivalent to an element in the target. For e.xan;le, 'eend' in a l'ecall could
. take the place of comiuions mi; the _tnrget in a context sucll as: . - .
3 (:PETER)~-AGT-> (' COMMISSION)—OBJ- (: nznmc) ' ' o
: K . /—-co.u.-> ¥ .3 ! ‘ (

!qulvalent substitutiors were tmted as checks. No atrict ecoring"rules vex:e '
lpecif:led and althongh the tcorero were familiar with the semantic repreaen- .
tation system used, (there vn no training for conaistency.
= . Our teenlts indicate thlt the reliabili:y of this intuitva scoring variea
‘ vlth respect to the level qf enalya:ln, When. conaideriug the amount of infor-
5 mion recalled in the p’:otocol, that is, the number of elements checked in
the tatget tepreuntatlon. the relhhlity was extremely hi}b (r=. 99) When
. eonoidering the :ype o! mfomtioi recall.ed the reliability varies vith the

" 'level o! repreuntation. zhat is, wlth the number of utegoriea (for propoaitions

)
14

t". 86 for ele-tu *.78).
- . £, ) .
Si.nce we are primarily interested in tesurch at the element level, we
further undertook to discover the kindl of probleuu in ocoring which cause .

nrhbi.llt:y -at :hia lcvel' Pron an analysis of the ocoring data. we identified

°N s .

LI .
!r-". pPES, . . 13 . N ., N

"four areas of nrhbﬂlty which we have labeled as \ollowc:
# ’
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¢ 1. scorer érror (B.R) ‘

2: scorér omission (OM) Y
. 3. 1du;syncratic technique (IT) , ’ '
" 4. lack of best fit (BF)

.

The first two of these areas, 'error' and 'omissf«'m', are in a sense
similar but we hhva' separated fl_\en here for ‘the l;urpou of‘ detemini;ng their
individual effect on re.;.iability. ‘Here an error is taken to .be an instance

*  where the scorer checks as\pr sent in th&k recall a target element which is clearly
, abu;\t, while an omission ia ust ‘the oppoaite, the scorer fails to»‘check some~

thing clearly present. I uaq the term 'clearly’ herg to 1nd1ca:e thaﬁ an extrmely
conservative criteuon h:n been u\ed to assign inter-scorer discregancicl o any

of these ategori.o. Discrepancies \Mi}:h vere at all problematic were left as »
unresolved, nrjability. i Py T o o

Category three, which was called '{diosyncratic t§chn1que' for lack of

. better term, actuitly c_ontain- only one way of'bheckins found to be relativel

. . -
frcquént in the scoring of ono scorer. In some cases what appears in a recall

as an cquivalent nub-titution can be seen as having a source in a different
urge: proposition. For enuple, if "Secretary of State' 10 found mba.tituted'

for 'Seward' in the £onov1n3\contut:

-

P7  (:SEWARD)--AGT-> ('BUY)--0BJ-» (:ALASKA) e

P8 (:smqn)-'cx'.as»(:us.smnmm.or.stcr?)
one has sort of a 'reference chain' which one scorer -ttegtpted tp capture l!y
-, placing a check in P8 above. - A
* . The final category, ;.ngﬁ of best fit", 1is .onevha: more complex. It is
" sometimes :h.‘cu'c that the'-corcn.uh toéree in the‘it ‘identification of a
piece of .the lurface structure of the recall text vhich can be natched to the ‘

target semantle repreuntation but end up recording thil in difﬂerent places 1n

0y
[}

. i ' -
L . e

. - 4| oo
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(1) They ﬁndiansj lived bot‘h on the southe
+ ¢ reglonm. >
S " :
(2) Ind{fans lived in the south east and midd]

K\Wp'-"

Pigure 7 a.hm the. varied acorins of this case.

i
the head noun of two noun phrases. aoutheast(par

s "

tWo takes the two noun phrases to be 'southeast’ : suba:i:ution) aut} 'n:lddle

B

‘ '
rt', while scorer three analyaes the noun phrasé

as. aou:hp;st(me})' and
'myddle area'. ‘The point here 1s that there is edgring vatiab'il;t.?' evén though
ecalled., . 'l',h‘ere'v 13’, however,
evi ihaps ’puthusc"haa been

substitution) and that -

!

exior'. ‘'Area' is then left

as a substitution for 'region'. The 'best fit!

guideline’ vhich ‘comes out of
flects tho fact that recalls, especially fm ea’iaAt.e \re.calla, tend to
renpeg the our!ace form of the target paaoaxe and that acoring should try tb
uxhizc this varbatin in this case, structurally "vcrbadin"' aspect as a way
of rosolvmg ambiguity. " 5 " / ‘ ’ e . ‘

A ucond type of- ‘case is:also included’ 1n the ':e;t 1e' category.: As
an mnplo. examine the following target (3) gmd recan lo sentences which
vere acored ae shown in Figure 8 . L

-

%, ' .
(3) They ‘Eiering and his men] discovered §t. Lawrence Island and sailed

through the Bering Strait. ‘ . : : k .
) ' )

'4 . ¢ ¢ ‘10'-
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(4) The explorer LBering] foupd.tlje Bering Strait. : .

5 S . . b

g JINSERT FIGURE 8 ABOUT HERE . A
: . - —_— . oo

P . = -

1, there appears to b—:au}ehant about the infomation.to be scored.  Here ¢

Sy
g # t.

; o _thd:.r is a sense in \ihich 'sail through' is like 'discover' in t'he‘, target passage:‘;_:;

| and 1t 1a this that 18 reflected‘ in the rgca‘11 protoc?l. Scorer one appears to ,,»"

’ give rmacy to the 'disc.‘over - 'f:lnd' eimilat.'ity, while scorers two and threé W s

.. seenm to focus on the 'Ber:lng Sttait identity. . It.wotild be nice to- have'a ¢lear- s 3

cut y’u} specifyins how to evaluu:e optiona like this but, unfortuna:ely, I 40 .

not fdel that we have ohe to offer at this’ time. As a preliminary step we have

' used a| simple count of the t}umbez; of equivalent substitutions }nvolved and their
degree| of similarity. In this case, for example, placing .the information in

. P251 r;quires thtge. substitutions, one of whit¢h can be considered quite
dfssinihr ('Bering Strait' fo_r"St. Lawrence Island') or even no;x—eqdivalents

' Placement in P252 r;dquireo only tvo substitutions ('find' for 'sail' or, if you

' woﬂd sa:Ll through') since explorer is clear as referentially- 'Beting from
the conqex: of the recall p'rotocol. We realize'that this sort of counc;.ng is
ad Hoe bt\t At \dll be :.nutesting to investigate just how far such a ainple

\ 3 . ;
metric &n take us in reducing scorer variab:uicy. . /

In o‘ der to see what effect the variability in each of these four categories
had on thé inter-scorer correlatinn for our sample data, we transformed the
scored protocoln by tenoving theu kinds of vnriability, category by category. ‘ *
At each staga we recalculf:ed the inter-scorer correlation and as a rough »
estimate of‘»\‘the amount of | variability accounted for by each transformation, we
squared the correlation aubcracsed that of the previous level to arrive at

a differencefigure for each level. The results from tixis procéu_ are presepted

B

. in Table 1.-

.
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INSERT TABLE 1 ABOUT, HERE Y e 8

It 1s 1nterestihg to note that t;he largeat amount of variabilir.y, some 171,

‘i1s due to scorer errors or omissions and that only 72 is attributable to the

notation &tfficulties .which we have identified here. We' Qonc.lude from this

’. thpt the most significanc gaiﬁ! can be made by providing some ScQ 1ng aids or

{

ptocedure to help the scorer s}np].‘y,be accurate, The overall level' of correlat:ion

13

- (r-"'9210), or even the correla;ion (r=,884) 'at'l'evel ti'o. is relatively high con~

oidering that it repremto thq strictest form of element—by-elenent rcliabi_licy. ’
It would aopear fron this c‘nat‘uoring of the type described here can result "in /
data of relatively- high sl:abilﬂ.:y éonsideri.ng the level of analyais. .

One further comment shoul@l b7 mdc based on the data in Table 1. Recall
protocol A7B 1a notable in th t 1.,(: divetges consideably from the others 1n

scorer reliability. " While itfis riaky_to draw much of a conclusion from tlw

evidence of one case, it may be‘ i " that long-delayed recalls (three‘ months

here) are charactezisticall;{ more difficult to score reliably hence making re-
f A '

'search in this area more probl,mt.'ic

[} ' :
R . R |
Computer Imple-entation ) { - . s [ s

\

" ‘I'he cotegory—by-categor?" ;r’aooformation mentioned -in the precediﬂg‘ aoction
is just one \:Lnd of semantic uetwotk mn:lpulntion which is greatly alded by 4

conputer softwate systen which we have hnplenented on our PDP-II/I:O Laboracary
‘- .
computer. The basic core of zhlsrinteractive systgn ptovideo £ot vagious input/

output functions, editing ot input seun:ic strdctureu. .and scoriug. At preunt

data analysio functions are linited to 1-to-1 comparison of structures, corre-
lations, and data smariea of the kind shown in Figurés 7 and 8. T s software

is written in a list procasaing extenoibn tozFORTRAN called n'r-u *SLIP which has

'

been implemented on our naching specifically for this prose analysis system.
K . -

.

Although there is a convenient relation'ship between a netwot'-k‘, in| this case

Lo e 1 A
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. ' .
our semantic network, and the computer data structure kfown as a list structure /

. ¥ bl \ N .
(hence the RT=11 SLIP implementation), I will devote the remainder of this /

..
. \
/

section to a discussiow-graphs.‘ The reason for this is that our current’
computer dévelopmené work is aimed at implementing the software necessary f.ovv’f

us to employ algofitms on graphs in our attempt to characterize the semanti,é ‘
structure of texts. © , . ' '// ‘

As an example, let us consider the semantic network in Figure 9a. /

INSERT FIGURE 9 ABOUT HERE

A

. This semantic network, either in ita linear repreéentatidn or its node-and- "’

‘arc form, is a kind of graph, namely a 'labeled network. ' graph ofv this sort
has names uniquely identifying the nodes (1, 2, ...n), as/well as -labels associated
with the nodes ( indian' for nodg 1, 'live' for node 2, ‘..).‘ In addition the
jrcs betﬁéen nodes have .veiggé associated with them (AGT, LOC, etc.). Further, ‘ :

‘ a‘ digraph can be completely spécifi;d b; a squaté matrix yhich‘ has as many'
dimensiona as there are unique nod;s. 'l'he unweighted matrix for 9a, called
‘simply the adjacency matrix for §a, is shown in 9b. If an arc exists from node
1 to node 2, then thera is al in matrix cell 1,2, if‘;hete is an arc from 1 to
3, then there 15 a 1 1n cell 1, 3 etc., otherwiae the cell is zero. There are
other kinds of matrices associb&gd vith network,, 9a but I mention only this one
since it is a simple éanpla of how a graph operation produces wha’t:Luy be an
interesting result, ' If Ve square fhe adjacency matrix, for euﬁple. then the '
value in some cell y"'1 in the reaultant matrix is the total number of distinct

2 sequences, or paths, from node {1 to node j that have have length 2. Purther
powvers og-:he.mgt:ix give th path_g of‘lengths 34...n unt.il all the cells
become ze'r;. .This may :een‘like a aifficult way of discoyei'ing paths ,angl their

lengths but this’is only so for a semantic network as simple as that in Figu;:e 9a.

-~
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. .

Even a short and relatively simple text has a semantic network of such complexity
' i b z '

- i ; ! s -~ -
that 1t makes the hand computation of paths ana path lengths prohibitive in |

' s P -~
terms of time. _ R T - )

There 4re, of soutse, mbr-e 'csn':plex ‘algorithms oh graphs, such as-those deal-

‘ ing with conr.ectivi‘ty. and it is thése which. really require the power of a

Yy

. . \ ) é
computing machine., We are hob?ul that the application of these aklgorithms will
; ~ !
-
be of use in char?tgrizing th

structure of meaning in text., -
) :
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TABLE 1 - INTER-SCORER RELIABILITY \
'o (CORRELATION COEFFICIENTS)

¢ VARIABILITY CATEGORY

Initial ER oM IT BF
. l Rl
A ,+790 .793 .865 .872 931 - ',
t A T A r 2 X ! )
§w A2A " 897 900 .923 - -
% <b _ v
§ Y 442 480 /652 - . 7480
g €103 816 .863 914 | .923 .946
g  non .807 833 938 |+ - .968
\u. & | 1 .
MEAN . ' ‘ :
\ - CORR. . .783 806 | 4884 .888 | .924
"l %’ A?—_—— ’ \
 DIFFERENCE® 047 a3 ¢ Lo | .06
) .x' )’.. ‘ n
*Difference: 1ncrement in variability accounted for by eliminat:ing
each source of’ unreliability.
s . ‘ »
Vil b
i W
= # :
. . )
§ .
. r
. 9
. 20 .
¢ - . s
;‘ .
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RELATIONS CONCEPTS 4 SEMANTIC INFORMATION
temporal , ! objects absolute.time, elapsed time
’ ' : or duration ‘
locative , objects, locat'iqn at point, on path
) # actions or in reglon - .
. ' ’ ; -
stative objects part-whole, clasgification, ) '
. = ) 6 attribution, symbolic content, ,
: . 7 . o + determination, quantification
mammer .. actions . classification,.at;ribution ;
degree | L e ,attribut‘:e's . extent
! Figure 3. Identificational semantic systems. . ’
RELATIONS , IDGICAL ‘INFORMATION | ’
logical ] conjunction, disjunction, implication, .
, .negation e T
causal cause
B . ’ v .
algebraic ~ equivalence, relative location, relative' . *
(relative system) . time » i '

Figure.4. Logical systems.




(with someone);
believe (something);

- build, make (something), walk (somewhere),
compose (something), ask (a question), say (something);
imagine (something), learn (something), remember (something):
walk, dance, burn, blow, grow;
_burn (the wood), blow (the sand).

ZZ
.

~— NONSYMBOLIC
| - REsuLT (¢Y)
\ . [~theme]
~— PHYSICAL ——L
. [#phystcal] . L_
A ~ . RESULTIVE _| SOUNILIG
: ACTIONS ' RESELT RGO
Hresuld] ' Prehentlly )
' , , PN — COCNITIVE (3) .
> . B’thma -
. [-physical] -
L >
. | SIMPLE ((4)
N
. AETIONS - " . (— NONCOGNITIVE -
"7 .. Dchangg . I-thenmé] ol
o ime] ' , ) -
. . _RELATIVE (5) X
) T, ( PHYSICAL
. Bphysical] ’
— STMPLE  (6)
. .3 PROCESSES __| . L— COGNIT
& ’ [Fresult] * [+theme] .
e f .
. g L TIVE (7)
U
v SIMPLE (8)
N L. COGNITIVE
- [+theme]
' ~[physteal] RELATIVE (9)
'
. . ‘ -
.«Figure 5. Action hierarchy. Examples® (1) break, give, go (somewhere), kill, -

(2) write (something), draw (aomet:hing),
(3) think (of something),
(4) breathe, sleep,
(5) ride (a horse), drive (a car), walk (the dog),
(6) play (baseball), act (a part);
(8) know (soheth:lng),, experience (a feeling), feel (happy),

(9) see (something), understand (someone), feel (an object), .

like ijmeone'or something). - s

(7) play



' w

= . . -
-

RESULTIV e ‘ COGNITIVE
+result -physical ,

ACTION .
PHYSICAL
" +physical
PROCESSIVE _ .
-result
. RELATIVE
: L -simple
i S

Figure 6. 'S}Stemic network representation of P;.'ederiksen's action taxonomy. The

_curly bracket indicates 'and'; straight brackets represent ‘or'. 'l'ht‘s processive

actions are both +simple or -siﬁple and +yhy;1ca1 or -physical.
. ]
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Reference prop no.. P171
Reference sentence:
1.7 They lived bot{x on the southeast coast and in the interior region.

Recall sentences for 1:

31.5 The Indians lived in the south east & middle part of ‘area. -
Recall sentences for 2:

31.5 The Indians lived in the south east & middle, part of area.

Recall sentences®or 3: ¥ ' ¥
;1.5 The Indians lived in the south east & middle part of area.

-~

4

(! INDIAN) (: INDIAN) , (:INDIAN) ° (: INDIAN)
AGT . CoAsT . AGT AGT
~ ('LIVE) . ) o ('LIV_E) % ('LIVE) ('LIVE)
TEM - TEM - e : ' . TEM TEM. -
-(PAST) " (PAST) o (PAST) (PAST)
('LIVE) +('LIVE) . ('LIVE) )
‘Loc - Loc LOC ' NONE
(:COAST.1) * (:PART.1) = ] (:SOUTHEAST) G)
g Tyt P P i P ,
('oN) , S G0t ) ('1N) il ) J
('LIVE) ; . ('LIVE) : ('LIVE) ('LIVE)
LOC - LoC . Loc LoC
(:REGION) . (:PART.2) - . (:PART) (:AREA)
K 3 S - P - - P ' ' P
'\}('m) B ("1N) : ("IN) : -~ ("IN)
Refererce prop no. P172° |
) Reference sentence:
s1.7 They lived both on the southeast coast and in the ntereior regiou.
Recall sgntences for'l: . s =
;1.5 The Indians iived 12 {the séuth esst & middle part of area. :
‘Recall sentences for 3: ° ¥ .
;1.5 The Indians 1ived in the south east & middle part of area.
(:COAST. 1) (:BART.1) ) (:AREA)
ATT ' ’ ATT S ATT N
("SOUTHEAST) ("SOUTHEAST) : (' SOUTHEAST)
Reference prop no. P173 , .
'Reference sentence: . . ’ -
;1.7 They lived both on the southeast coast and in the :lnterior region.
Recall sentences for 1: e
31.5 The Indians “lived in the soul:h east & m:lddle part ‘of area.
Recall sentences for 2:
%;1.5 The Indians 1lived in the south east & middle part. of area,
Recall sentences for 3: :
31.5 The Indians,lived in the ,south ,east & middle part of area. . .. &
(:REGION) . - | 4" (:pART.2) (:PART) (:AREA)
ATT . ATT _ CATT ‘ ATT _
('Interior) ('MIDDLE) . ('MIDDLE) ('MIDDLE

Figure 7. Scoring variability for B case 1. Column 1 on the left 1s the target o
structure. Scorers 1-3 are lhovn h cohma 2-4 rnpoctinly.. 24 ) T



Reference prop no. P251

Reference sentence: .

;2.5 They discovered Saint Lawrence Island, now part of Alaska, and
" ;jsailed through the Bering Strait between Asia and North America.
Recall sentences for 1:

523 !‘he exploret found the Bering atraight but couldn't see the

¢ .;N. American land mass because of fog.
(:BERING) . (:BERING)

AGT . i AGT

("DISCOVER) ‘ ~ ('FOUND)
TEM ) TEM
(PAST) . - (PAST)

© (:MAN) )

“AGT ‘ NONE
("DISCOVER) - )

CTEM ‘ NONE
(PAST) . o O)
('DISCOVER) -« - % ('FOUND)

" 0BJ T . O0BJ s
(:ST. LAWRENCE. ISLAND) (:BERING. STRAIGHT:)

Reference prop no. P252
Reference sentence:

32.5 ‘They discovered Saint Lawrence Island, now part of Alaska, and
,eaii‘ed through the ‘ring Strait between Asia and North America.
Recall sentences for 2: ‘ .

! !

2.3 The explorer found the Bering straight but couldn't see the ' .

sN. American land mass because of fog. . ’ !
Recall sentences for 3: . ' ; .
32.3 The explorer found the Bering straight, but couldn't see the 4

sN. American land mass because of fog./ ' s )A X » ! ’
(:BERING) (:EXPLORER) (:EXPLORER)

ACT - AGT : ¢  AGT
('SAIL) : ('FIND) ' ('FIND)"

TEM . 3 TEM ) TEM

(PAST) & . (PAST) (PAST)
(:MAN) ). O,

AGT * o : NONE . NONE
('sarL) . - , - O) ()

TEM . _ R NONE NONE

(PAST) ’ . () )

('SAIL) . ('FIND) - ('FIND)

Lo¢ - ' ‘ ‘ 0BJ Loc
(:BERING STRAIT) - - (:BERING STRAIT) (:BERING

| : ‘ o STAIT)
| P A v L _ NONE NONE '

(" THROUGH) ’ . : ~ R )

H.gure' g, Scoring variabilicy for BF ¢au 2. Column 1 on the left is the target
" structure. o Scorera 1-3 are shown in columns 2-4 respect:ively. 25

» —~ .
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a.

(:REGION) - ATT-> (" INTERIOR)
(:GROUP) =~ CAT-7 (:INDIAN)

. (:INDIAN) - AGT-> ('LIVE) - LOC@P('ON)-> (: COAST)
2 / - LOC@P('IN)=> (:REGION)

s

{3

~

*

¥, -

”

| ATT
7 5. )
b 1 2 3 5 6
1 0 1 0, -0 0
2 0 0 | 1 0 0
} 3 |0 o | o 0 0"
* 4 | o |"o-] o0 0 0
s o |0 | o o | o
6. 1 0 0 0 0
- ,
., Figure 9. a'.’) A sen;antic #etw?rk 'with b) 1its corresponding t:djacency nmatrix.
g - e
46 -
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