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- ABSTRACT
Strategies for Analyzing Data from Intact Groups
Lawrence H. Cross and Carolyn E. Lane

Virginia Polytechnic Institute and State University

"Action research' often necessitates the use of intact groups fofche
comparison of educational treatments or programs. The purpose of this paper
is to consider several analytical methods that might'be used for such situa-
tions when pretest scoxes indicate that theée'intact groups diffef significadily
initially. |

The -methods considered include gain score ANOVA, ANCOVA (using both
raw scores and estimated true scores), value-added analysis, and Qithin group
dependent t-tests, all on a commoniset>of reai data ffom nonequivalent intact
groups. Seemingly contradictor§ reSUIté were obtained for this daéa with
gain score ANOVA”and with ANCUVA. 2Comparable results shﬁuld be expected to
occur routinély with data from nonequivélent groubs.

' In view qf these results, it 1s recommended tha; statistical comparisons
'acrgéé nonequivaieﬁt groups be avoided. %Howévér,'within‘group compariéons

may aid somewhat in such evaluations .of alternative educational programs.




Strategies for Analyzing Data from Intact Groups

Lawrence H. Cross
Carolyn E. Lane

Virginia Polytechnic Institute and State University

The»term "action research' suggests resea%%h whiéh is responsive fto the
- immediate needs of a decision maker in a particular setting. As such, time
énd administrative obstacles may argge for the use.of ex@ant groups to com-
pare two or more treatments -r programs. Since random assignment of sub-
jects to groups is not possible, such a research design would be considered
a quasi-experimental, non-equivalent control group design in the Campbell
and Stanley (1963) taxonomy. With such designs, it is advisable tq.pretest
the subjects to determine the extent to whichAthé intact groups differ with |
respect tc the variébles under study. Iflthe mean pretest'scores for the
groups do not differ significantly, one may wish to assume that the groups
were, in effect, randomly formed and procéed with an analysis appropriate
for a true experiment, including any of these which fﬁilow.l va, ho&ever;
the groups differ significantly on the pretest, indigaging'the groups are
not likely to represent random samples from a common population, there is
little agreement regarding how guch'data should be treated. . The purpose of
this paper is to consider a number of analytic.methods that mightﬂbe used

with such data. In order to facilitate comn- Isons, each analysis reported

;Note that failure to reject a null hypot .is does not imply the truth of
the null. Moreover,. the groups may differ considerably with respect to some
unmeasured but relevant variable. Consequently, this strategy is a poor T

. substitute for random assignments to groups. At issue is whether the groups
can-be considered equivalent or non-equivalent in both a statistical and a
practical sense. -

\
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below was carried out using a common set of real data.2 Pre- and posttest scores

"from the réading subtests of the Metrobolitgn Achieﬁement Tests,‘Pfimary
Létel 1I, were obtained for childgen in each of three intaet groubs: Each
'group was instructedbusing aodifferent reading program duriﬁg the course of .
g\\ the academic year.. The teéts were administerea inlthe fall and the spring to
\\\<the children in all groups.- Pretest'scbresbwere not available when the #
%ﬂ _groups were formed. Even though the Met;}b litan pfovides three subtest scores
’ for rgédiﬁg'(ﬁord knawledge, word anal&sis,q:hd\:eading), only the total
_reading scbreg were used in thé analysis reported here. The total:reading
scores are obtainea by summing the number ofvcorrect responses.acroés the
three é;btests. Ordinarily, a multi&ariate analysiSAOE the subtest scores
would be preferred, but univariate analyses using total reading scores are
- reported in this paper to faciliﬁate the discussioﬁ. In practice, the.péFsi—
mohy achievéd by the‘use of a single composite score is gaine& at the expense

of diagnostic information that a multivariate analysis of the subtests would

have afforded.

ANOVA on Gain Scores

Perhaps one of the most obvious analyses for data ~f this type is to
compare the raw gain scores across groups. While it is true that gain §c6res

- -

. G : .
tend to be highly unreliable, this characteristic of gain scores is of great-

est concern when 'gain scores are to be used in a correlational study. The

—

2The writers wish to eipress their appreciation ;p.Dr. Rose Sabaroff for
providing us the data for the analyses reported in this paper. :
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unreliability of gain scores has been shown not to be a valid cBncéfn w on
, _ ‘ N

tﬁe interest is to compare differences lLetween experimeﬁtal treatment group;
(Overall and Woodword, 1975). i

Table 1 presents the means and standard deviations of the bretest, po%te
test,‘and gain scores earned by the thre%~groﬁps. An analysis of variance
hsing‘the.gain sco;es revealed that thefdiff;renceg are signifiéant (p < .?Ol)
and a’Newman-Keuls post-hoc testuindicated that the pairwise differences

i

‘ i

among all three groups were also significént (p. £ .01). 'If one were.to. 'E
| | !

e

present results such as these to a decision maker who is not well versed i

reere:

the ways of gain scores, he might well decide against the programs used witr

groups I and TII and choose the proéram used with group II. You might feel]

e

obliged, as an action researcher, to explain that the smaller gains observ

;
!
for group I may simply reflect the fact that:the group was of higher abilit§
to begin with and there was less room for improvement in this partiéular tqét
in comparison ‘to the other grbups.3 Thus, had the groups been of rqual %

abilityuat the beginning of the year, the analysis of gain séores may lead t%a

quite a different conclusion.

1

Analysis of Ccvariance

Rather than attempt to explain to a decision maker that "what you see” !
is not what you get," due to pre-existing differences between groups, you may%

decide to use the analysis of covariance (ANCOVA) to ". . . make‘adjustments?

1

3 : - '
1f the groups had been formed on the basis of the pretest scores, the
‘regreseion toward the mean phenomenon might also be used to explain such ]
~a result. Such was not the case with these data. :

t ‘ ;

6
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‘* for the effects of the uncontrolled variablesiin comparihg group perfor-

] \‘~ \

mance" (Tatsuqka,"197l, p. 40). In this examble, ANCOVA was used to "control"

for pre-existing dit ferences in reading ability as measured by the pretest.

. i . 4 : -
Essentially, the analysis of covariance adjusts the group 's mean scores on

the dependent variable(s) or posttest scores @s a function of the group's

berformance on the covariate. The slope of thé regression line of the post-

_test on the pretest is used to make the "appropriate' adjustment, and it must

be assumed that the sloée of . the gegression doés not differ significantly
aétbss groups. | (A conservative level of'a shbuld be used in this test since
the objective is to show thatiﬁhe null is tenable.) - ' 53
- When the ANCOVA was-applied“to the ;eadipg scores, the assumption indi—J
cated above was well satiéfied (p Sn.90) and the differences among the adjustedl
posttest means were found to be significant (P § -992)- " A consideration of
the adjustéd.ﬁosttest mean scores, which are al;o présented in.Table l{
suggests that, after initial differences in abiiity are adjusted the reading ‘
program used with ‘group II£ was not nearly as eﬁfectlve as. those used with
groups I and II. Before attempélng to convince khe dec131on maker that the

results of the ANCOVA are to be believed over thL ANOVA on gain-scores,. = -

one might wish to consider ‘a modified ANCOVA.

ANCOVA Using Estimated True Scores

Lord (1963) has pointed out that "makin, allowances for initial differ-

ences among groups on a poor measure of some variable is not the same

‘Lhing as making allowances for initial differences in the variable itself."

o
-

The prbcedure suggeétéd by Lord (1960) to overpome'this problem requires

7
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the administration of the same pretest twice in ogxder to arrive at the

w, .
estimated true scores. Since even in the best of situaticns, it would be
rare to be able to administer two pretests to all- subjects in all groups,

a "reasonable" alternative to this was taken in order to obtain estimated

true scores on the pretest .for the data reported herein.

By using the classital measurement assumption that the standard error of e
. SN

measurement 1s constant oler the ability range measured by a test, it was
- ‘possi le to estimate the rkliability of the test in this setting by substitu—
r*ng the standard error of measurement provided by the tesL manual in the -

following formula: .

s = s\fl~-1r ,
meas X XX

K , .
substituting,the pooled posttest standard deviations of the pretest scores

N for s and solwing for r . Using this estimate of r__, the estimated- true
. X ‘ XX . XX

©

scores were computed using:

T=X+ L. X ~ Xg),

where T is the estirated true score, X is the observed score and fé is the

mean of the group to which each subject oelongs. In words, each person's
score was regressed toward the mean of his group as a function of the esti-
vmated rellability When the estimated true scores so determined were entered
_into the’ usual analysis.of covariance procedures, slight differences were
observed in the adjusted posttest scores as shown in Table ;f In this appli-
cation, the effect was smail since the composite total reading.soores were
already highly reliable. With less reliable covariates, however, the use of

"estimaced true scores may substantially alter the resu]ts of the ANCOVA (Lord

'1960). ’ o S :

g . | o C o
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The use of ANCOVA using estimated true scores was included here since

it is recommendedib} Pdfte: and Chibucos (1974) as thé preferred method of

‘

. . » 4
analysis with data from non-equivalent control group designs.

™

A Comparison of Gain Score ANOVA vs ANCOVA

.The fact that the gain score analysis and the analyses of covariance

‘reported above give seemingly contradictory results is not an artifact of

these particular data, but can be expected.to occur routinely with data from
non-equivalent control group designs. :The analysis of covariance simply
anticipates and adjusts scores so as to.account for- the phenomenon referred

to as regression toward the mean. . When any group is measured twice on the

same variable, there will be a tendency for the high(pr 1oﬁ scoring individuals

(or subgroups) to regress toward the mean 1less .everyone earned the same

A : . 4 : : .
score on both occasions. Note ,that a person's score is regressed toward

the mean of the group oﬂ@%ﬁich he is a member or can be assumed'to be a mem-

ber. - It does not make sense to regress a person's.score: toward the mean of

_--a group if he could not reasonably be assumed tdﬂbelaﬁéﬂto the group. The

latter, however, is essentially what the analysis of covariance does when

it is appliea to data like that reported here. Only if the pretest means do

‘not differ signifiéantly is it reasonable to regress these meaﬁs toward a

common population mean. Lord (1967) oifers a ﬁividlillustfatidﬁ of the perils
associated with using ANCOVA when a singléwtreatment is applled to samples

drawn from two.distinct populations. ‘The point made by Lord can be illustrated

4Lowreliability may contribute to the regression effect but even if perfeckly
reliable measurements are taken, the regression effect should be anticipated

as long as the correlation between pre-~ and post- scores is less than perfect.
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. group gained or lost, it may be a bit awkward trying to explain to the decis%on

I_ |
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with the present example by considering what would h;ppen if the pretest
hadvbeen,giveﬁ ip May and the posttest had been givén the fol}pwing October.

In such a situation,‘somg pupils would be expected to gain over the summeru

and others would 1osé, but i;,might be reasonable Ehat by'OctoBer, the pre-~ -
test aﬁd posttest means would be neaﬁly the same Qith%n éach ability group.

Such an outcome wasbapproximated with'the preéixt &ata by 3u5trabting from i
each person's posttest score an.ambnnt equal to'thé differenge between thé}
pretést and posttest means for his group. Making the pretest and posttggt

mean scores edual within each group, while the individual scores are free to

o . IS ‘ 4 .
change, represents a condition Lord refers ta, as dynamic equilibrium. An .,

analysis of covariance was then spplied with the result that, after "-ontrol~

g

ling" for the pretest differences, the gfoups were found to differ significantly

(p < .001). The adjusted posttest means are shown in Table 1. Inasmuch as no

J
]

- e

maker how the gummer had a significantly morn favorable effect_on the high

o)

ability g%oup in comparison to with average and low ability groups. Notice that

s

each group was exposed to the same treatment, summer. When each group is- exposed

to a different treatment, the explanation becomes even more tedious; if not absurd..

Studies which provide data of the type reported heréﬁmay Lave been designed

as single factor studies, but, by default, become two factor studies when the

groups are found to differ significantly prior to treatment. It is impossible
to disentingle the effects of the two factors unless each treatment 1is applied.

to each ability group. Moreover, the analysis of covariance cannot eliminagel.'

the confoundin& of the ability factor by making equal ‘that which=God made

unequal. It is for these reasons that the writers fecommend against the use

-~
'

¢
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of ANCOVA tc analyze data of this type. Such advice is consistent with that
offereﬁ by some (e.g., Elashloff,fl969;'Cronbach and Furby, 1970; Lord, 1963,
1967), but is counter tol the advice offered by others (Campbell and.étanley,
}96%: p. 49; Ferguson, 1971, p. 288; Tatsuoka, 1971). Nor will use of esti-
mated true scores resolve the difficulty because the‘problems.indicated

‘above hold even for perfectiy reliable'méasures on the covariate. (Note that'_

. -

in?the proceaure outlined above for getting the estimated true scores, the
ohserved scores were regressed toward the mean§ of the reepective groups, not
toward thehgrand mcan.i

The analysis of gain scores should_be preferred over analysis of co-
Yariance in non-equivalent control group design_if only because it is moré
easily understood and requires fewer aseumptions. Once regression toward a
common mean 1is e11m1nated from consideration, what factors, ir +ny, argue
against a stralght—forward interpretation of galn scores° bne factor_ which
seems to have been operative in the present study was an art1f1cial celling '
effect assoclated with the use of this particular test. This effect is
evident by the fact that the mean posttest scares for the high abillty group
X = 105.5) was close to the maximum po331ble.sEbre (119). Were it not for
this ceiling effect, rt“might be ‘reasonable to expect the high ability group
to naintaln or increase their superlority by galnlng the most. While thfs
effect works in the opposite dlrectlon of the ce111ng effect, it 1s/iot
reasonable to assume the two will balance each other. The only interprctation
that can be drawn from a gain.score ANOVAias reported here'is that the .\
amount of gain was 51gn1ficantly dlfferent when program I was used w1th
' "high'" ability pup;ls, program 1I was osed with average abllity and program

e
\
14

1II was used with "low" ability pupils.

11
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Alternative Analyses

this strategy was applied to the-data reported here, it was found that . .the

of this new analfsis.

While it does not seem reasonable to make comparisons across treatments,
it may be of interest to consider within treatment comparisons. For example,
it may be of interest to test whether the mean gain observed within a parti-

cular program represents a statistically significant gain. The dependent
. .

t-test would be appropriate for such a test.  Applying the'dependerc t-test to_ the

data reported here, the t-values were all highly significant. The inference to
be made from these tests is with reference to subsequent samples drawn at random
sumple'from the three distinct ability populations associated with each group.

3 -

In this application, the gains within all three groups were so large that a
A )

statistical test of the null hypothesis may seem trivial. It may, however, 'be of

!

. * /
interest to test whether the observeﬁ gain is significantly different from some

a priori expecrtation of gain based on practical or theoretical considerations)

rather than to test against a null hypothe81s df zero gain. One of the more inter-

esting proposals in this regard is that by Bryk and Weisberg (1976) called

N

Value-Added Analysis. Very briefly, the pre~ and posttests are viewed as snap-~
shots of an on-going developmental process and chronélogical age (or some other
variable) is‘regressed onto the pretest scoree to provide an estimate of the

growth that might be expected without -special intervention. Unfortundtely, when

-

regression of age'on pretest scores was nearly zero .which argued against the use
v

AN

In certain situations, it may be of interest simply to determine whethet# the

\

observed mean gain could be attributed to errors in measurement alone. For
example, if a test had been administered to this audience before and .

agaln afLer this presentdtion, it might be of 1nterest to determine whether

.

This outcome was quite disappointing since it seemed reasonable to find some
relatlonship between chronolog® ‘al age and reading ability for children in )
regular third grade classes.
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‘the observed gain (regardlesskof sign!) rcprésents a difference larger than
7 '

what might be attributable to error. The standard error associ-
ated with sampling errox t in tnis case since we do “ish
to' generalize beyond this . ~.udience. The procedures outli

' )

Davis (1964) to estimate the standard error of measurement of the mean change

should be 'used rather than the usual dependent t~-test. While the standard

C N
error of mean change is conceptually d’'st¥zct from the standard errcr of measure-
N ’ . \\ N . .

ment of mean change, opérationally the distinction_can be lost. Specifically,
\

the variance of the difference scores used in the dependent t-test can also

be taken as an estimate of the variance‘error of measurement if an additive

-

_treatment model can be assumed (Rulqn, 1941; Overall ‘and Woodword, 1575).

Viewed in this way, it seems inapprOpfiate to use the results of a dependent

<5,

t-test to make inferences regarding subsequent samples drawn from the same

population since the standard error would reflect measurement error and not

‘samplingverror.

Summary

‘ o : L7
If it is necessary to 'go beyond simple descriptive statistics resulting

from non-equivalent group désigns, statisticzl comparisons across groups

1

should be avoided. Within groups comparisons are loéicallyhgonsistent, but
. . . » .

whether the results should. be used to make a statistical inference or al

T

. , / ‘
measurement inference must be considered. If these recommendationsg do not

offer much help for analyzing data of this type, so be ft. Porhaps {t Is
time for action researchers to edUCttg/decision makerq regarding the impor-

'tance of random assignments to groups if statistical tests are to aid in 4

13
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the evaluation of alternative programs. If all else fails, the descriptive
statistics can be scrutinized carefully and can provide a basis for judgment in
much the same manner people choose spouses. If it later turns out that the

decision was in error, at least i ‘mnsp' » fault of the action researcher

1

- who inappropriateiy used the aﬁalysis ‘ variance.

6 ° . ' . ' o R ! i
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TABLE 1

- Summary Statistics of Non-equivalent Group Data

Pretest Posttest . .

_ _ : Raw Adjusted| Adjusted| Adjusted

X y S Gain .y* y** y *k Xk
Group I -_ b
n = 46 92. 105.52 11{52_ 12.81 94.09 93.74 81.29
Group 1I . ’ :
n= 60 :62.52 23.57 91.00 -17.07 28.48 96.08 96.24 67 .60
Group IIL :
n =19 50.53 18.28 74.11 18.79 23.58 85.74 86.10 62.17

*Based 6n raw score ANCOVA

**Based on estimated true score ANCOVA

k*%Based on ANCOVA with equal pre- and posttest means within groups
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