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Intfgﬁggggan

For the past three¢ years, the Florida Statewide Assessment Program
has been gathering data on basic cognitive skills of mathematics and
ccmnunlcatlan dama1n from a sample of students in each of the sixty-seven
(67) districts in Florida. One of the primary uses of the assessment data
is to détEfmine how students in a given district are progressing towards the
mastery of certain objectives. The basic question, 'How well is district
X doing?' 1s answered by comparing the district percentage with the state
avefage_ The district performance indicator obtained in this way did not’
control for differing community and student background inputs across districts
and might mlstai-cenly or unjustly glVé the district blame or credit.

The community and Student background inputs are measured by any number
of socio-economic or socio-cultural variables such as family'iﬁécme, parents'

educational levels and pafents‘ occupations. Those represent 'hard-to- :hangé'

any attempt to examine the effectiveness of a district's educational program must
control for the non-school variables in order that meaningful inter?retaticn

can be made. On the basis of these findings, the Florida Statewide Assessment
Program has begun analyzing the assessment data while taking into account

of differences in non-school variables across districts.

Statement of the Problem

In the age of the electronic computer, many problems are being solved using
multiple correlation and regression techniques which would never have been
attempted had electronic computers not been available. However, with the

3




computer doing the calculations, problems can be solved without the
manipulation being fully understood by thé person employing the technique.
Therefore, there is a need for a discussion of certain concepts of multiple
correlation and regression techniques to prevent the user of these
techniques from reaching erroneous conclusions. .This article attempts to
£ill this need. |

In the course of analysis, typical of the kinds of prableﬁs that were
encountered by the author was whether to create complex variables which

would account for interactions between simple input variables or to use more

~-2asily explained variables. The purpose of this study was two-fold. Firstly,

it was to determine whether the inclusion of quadratic and/or interaction
terms in a regression model would improve the prediction of districf score
as represented by the multiple correlation. The second purpose of this
investigation was to illustrate the step-wise regression procedure while
attempting to determine the quadratic and/or interaction effects in the

regression model.

Data for Analysis

The total mean score in grade 6 for mathematics was selected as the
criterion (output) variable. There are sixty-seven (67) observgd scores,
one for each school district. The score for each district was calculated
from the 1972-73 Statewide Assessment results and is shown together with its
Standafd déviatian in Table 1.

To obtain a pcglrcf potential prediction (input) variables, the lists of

variables contained in the Accreditation files, the Bureau of Finance files

“and U.S. Census data were scanned for those variables which might relate to

achievement in the Statewide Assessment Program. - The final selection of 13

_predictor variables that were analyzed are listed in Table 2, end their means
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and standard deviations are given in Table 3.

Procedure for Analysis
~ In order to compare the usefulness of first-order and second-order
in Table 4. Each model was developed using a step-wise multiple regression
program (BMDOZR) on an IRM 37D-Ccmpﬁter. The computational details Df the
method is illustrated below using the results for the linear model 1.
The first step is to select one of the thirteen (13) predictor vériables_
" One way to choose the first variable would be to perform thirteen (13) saparaté -

simple regressions and compute the F-ratio using

Sum of squares due to regression

oum of squares due to residual

i
]
”"'I o
]
[

B
.
N

‘Where Ry j denotes the multiple correlation ccefficient between the

2’ 3: @ 8sey 13; 14§

criterion variabié'X1 and the predictor variable Xj, i

The sum of squares (SS) in equation (1) has subscripts i to indicate Xy is

the predictor variable. The F-value ébtained from equation (1) can be used

to test the null hypothesis Hy; Bl o. The selection of one of thirteen
- (13) variables”depéﬁds upon the magnitude of ité Féféluai a variable with
the highest F-value would be used as thé'prediztcr fariablei Table 5
indicates that X is the variable with the highest F-value.
In order f@r'a'vafiable'té be included in the analysis, the Feﬁaiue'far
_the variable mustVEXceed_SSﬁg predétéﬁmiﬁedyvalue§Q_The,pféassignéd'F—value,Wj
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can be set quite low; sometimes it is set as low as F EVD;C)C)ZLscz: that one is
almost certain to get a variable iﬁciuded_ In this analysis, significance of Ei
was tested at an alpha (o{ ) level of 0.05. In order to be significant with
& = 0,05, the F!vaiué has to be higher than 4.00. '

The next step in the analysis consists of choosing the second predlctarl
variable to be included in the regression analysis. One way to do that is to

compute the partial correlation ccefficients rj; 3, i=3,4, ... 13, 14 using the

formula

The partial coefficients, ryj_ ;» Measure the relationship between the
criterion variable X; and each of the remaining §redict@r variables, Xz, X4 ;i;
X14, vhile controlling for the variable X,. It was necessary to control for

- Xz in order to take out its effect since the variable X; has already been

1nc1uded in the equation in the first steP of the analy51s. The second

of the remaining variation in the criterion variable X; - This variable is the
one with the highest partial correlation.
~ An equivalent way of choosing the second variable to be included in the
analysis is to compute the multiple correlation coefficient Rf.2i (i=3,4,...14)
- for eaﬁh possible two variable regression médelsrégntaining the variable Xzf

and one additional variable Xi; The coefficient RE;Zi is computed using the

formula
2 - 2, 2 o2
TR O (-Ry.2)
variation | variation | additional * variation
~ -explained = explained + variation X ‘unexplained
- by xz ?ﬂd Xi _ by X2 o explained : by Xy

by X
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The variable with the highest multiple correlation is -the one with the
highest partial correlation. In addition, the variable with the highest
.multiple correlation is the one with the highest F-value. The F-ratio is

computed using the formula

Resd SS573

which is distributed as F with 1 and n-3 degrees of freedom. The correlations
fii;z and R%_Zi are given, together with F-values, in Table 6. It caﬁ be

seen from the table that both correlations (partial and multipla)'and the F-value
for Xg are the highest. Thus, Xé is the second variable included in the analysis
since its F-value (21.63) exceeds thé predetermined value, 4.00,

Having’included the vafiable Xg in the analysis, the next step in the procedure
is to exanine whether the varizble X, included in the first step, is needed for
the regression equation aﬂytlaﬁger- This is done by first’regressing the
criterion variable X; on X ; fesultingrin R%igy and then examining whether
, preduces a significantly larger coefficient Ri_zé. The
increase in prediction is'mgasuréd by the F-ratio

adding the variable X

2 2
Ri.26 - Ri.6
26 1.8
1 - Ry 2

Tl

1]

Hﬂ
4,

= n-3 Regr SSp - Regr SSg
T T Resd %

= 39,22

7 Sih;élthé F%valuégriggzé,ris grgéter than therpfedétermiﬁed value of F=4§Dé, the; T
_variable X, still contributes éﬁcugh to be included in the analysis,



Having included X, and Xé, the step-wise procedure next computes r%iizé
(i=3,4,5,7,8,...13,14). These coefficients measure the relationship between
the criterion variable Xl and each of the eleven remaining variables while
controlling for the variables IZ and Xg which are already included in the
analysis. The paftiai coefficients are listed in Table 7. It can be éeen from

the ‘Table 7 that XB has the highest partial coefficient, -.2571, Since Xg

- has the F-value, 4.459, greater than the pre-set value of 4.00, it is the

third varlable to be included in the analysi is. Having included XB, the

procedure next examines whether X, and X, are needed any longer in the

ranalysisi Xy will be exgluded from the analy51s if the F ratio

S 2 _ 2
E = E%i 31.268 R .68
Rl 268

is smaller than the pre—sét value, 4.0. Similarly, Xé will be excluded if
the F-ratio

- RZ
8 1 28
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is less than 4.0. In Table 7, the F-values for X, and X are equal to 45.71

and 27. 25 respegtively S;ngg both of these values are greater than the pre-

set value, 4.0, X, and Xg are retained in the analysis after the inclusion of
This pracedufé of inclusion of the next variable and exclusion of pQSSlblE

variables already 1nc1uded cantlﬁués unt11 IO new variable contrlbutes enough to

' - the multiple correlation to be included in the regression model. Of thirteen

. (13) predictor varlables only three Variables Xz, Xéfaﬂd XS’ contribute enough

., to the multiple correlation to be included in the model I. The three variables

;f:from MCdel I were farced t@ remain in the,predlztian equatlons in the Mcdals



11, II1 and IV. This was necessary in order to make the statistical i@ﬁpar son

of the linear model and other models designed to measure curvilinear
relaticnships,

variables plus the forged linear terms X,, Xg and Xg £Yom Model I. The new
variables included in Model II are the variable X4 and the square of X, denoted

by X,.X,. The Model III was 1nvest1gated by lncludlng all possible 1nteract1§n termsr

“and the variables Xz, 36 and Xg from Model I. An 1nteractian variable is the
prgduct of two predictor variables, denoted by Xi.Xj, where i, j = 2,3, ... 13, 14,
The th;rteen (13) predictor varlables glve rise to 76 p9551ble 1nteract1@n terms.
Since the number of 1nteractlon varlables X1X exteeds ‘the number of cases

'Cn—67), 1ntera§t16n variables were systematically analyzed in grcups of 25
variables along with the variables Xy, Xg and Xg. This was necessary in @rderr

to avoid Qverfitting'thé”regressian equation. Model III included the interaction
terms XpXs and XsX10 plus the three linear terms X;, Xg, and Xg. 'The fourth

model included the 51gn1f1:ant 1;near, quadrat;c, and 1ntera:tlgﬁ terms included

in 1 the prev1cus m@delsi Namely, the varlables Xg, XQ, XE, XS Xng, X2X5 and

nglc were 1nc1uded in Mcdel V.

Comparison of four Models

Since the purpose of this study was to investigate whéther'thé inclusion of
. square aﬂd/or 1nteract10n terms in a TegréESlDﬂ model would be an 1mprcved model
in terms of predlctablllty, the improvement was determlned by comparlng the
result_fr@m the Model I against the results frqm the Models II, III and v,
There are seﬁETQI'éfiféria which can be appiiédufé'méke this comparison. One

- of the most common criteria is to examine the square of multlple correlatlon

S

'ﬁgefflclent Rz deflnéd by

 R2 - Sum of squares due to regr3551un
o TDtal sum of Squares

4 f"ffjf B s | R



It is often stated as a percentage, 100 Rzi The larger it is, the better
the fitted equation explains the variation in the data. The value of
RZ resulting from each of the four models is Eompared in Table 8. Thus,
we see a substantial increase in RZ in the second-order model.

A second way of determining the predictability of the four models is
to compare the standard error of estimate S, in relation to the mean of

58.4656

the 67 observed scores. The value of S as a percentage of X1
for each of therfcuf models is shown in Table 8; Examination of this
statistic indicates that the inclusion of curvilinear effects in thér
linear médel has reduced the Standard error of estimate from 5.8 to

“‘about 5.3 percent of the mean observaticns.
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Table 1
1972-73 Means and Standard Deviation for Grade 6 Mathematics

Distr Mean Score ~ Standard Deviation -

-
b
o+

56.3 1.02

-

58.8 ; 11.65
-3 | 62.6 | 0.84
4 53,3 - S 102
5 69.6 ! o 0.67
6. lg o 615 | . 0.55
7 | e 1.26
8 63.6 T 1.33
S I | 0.6 el 107
10 | 65.9 0.98
11 o 56.9 | d.gg-
e s g
13 64.4
B /21 S R 1.47
15 o a0 S
16 . . 57.2 | - 0.62
17 | . 61.9 R 0.66
18 | | 5.0 1.3
B TR Cse0 1.42
20 TR 49.1 | 1,04
21 N 1 X
2. a4 138
| 59,2

23 - B 1.49
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Table 1 Cont'd

" District No. ; Mean Score Standard Deviation

7 o os21 1.81
25 50.0 1.23
2% | 56.9 1.5
27 | 62.0 1.06
8 ‘ 1, 51, | 1.29
20 o 60, 70,59

30 o 61,

W O

31 = | 58,
32 - sl 0.98
3 o T X | |
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k
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- Trble 2: ?Déséfiptign,éf!Prediction:VariableEV;'

: Hinérity Eﬁrdllment. Percent of pupil enrollment that is nanawhlte, Spanish '
«'speaking, Qriental or American Indiant ,f“ - o

" Source Quantitative Repttt, AGG—I Accreditation Section, DOE.

Variablt Number.; XE:DI simply 2. Variable Symbol: MNRE

‘Averagg Daily AttEﬂdaﬂEE- The numbér af pupils in average daily memhershlp,
grades Ky=712 for the. year 1972—73. . LT

Soufge:? Quantitativa RepDrt, ACCel Accreditatiaﬁ Section, DOE. - -

‘Variable Number XB or simply 3. Varisble Symbnl ADM

 Pﬁverty L§v31- Approximate parcent of the student body fram families with an
average anﬁual income of less than $3,000. ’

Source" Quantitative R eport, ACC-1, Accreditaticn Section, DOE.

Variable Number: X, or simply 4. Variable Symbol: FMI

Whlte Cgllatraccupatlon., Approximate percent of the student bady from families
~ with 'white collar' occupations- include prafessional technical, clerlcal aﬁd
7 kindfed worker.r A more detailed example can be found in tha saurce. :

Sauree: 1Quantitative Repg:t ACG 1 Accraditation SECtan DDE.“vV ‘

Vaiiable-ﬂumbérz Xz or Eimplny. -Variable Symbcl?. GCP

©5
Average Family Income. The c0mb1neﬂ incama of all famllles div1ded hy the
number ﬂf tamllles in the dlstrlct. . » -

S@ufaez United States Census of Populatlon, 1970: ~General Social and Eéanomié

" Characteristics, Florida Summary. . Serdies PC(1) - - Cl11, Eureau of Gensus, e

UﬂltE& Stazes Department af Cammerce, Aprll 1972.

: Variable Number XE or slmply 6. Varlable Symb l AVGI

Per Caplta Income. Ihls is the mean income - computad for every man, woman, and

child in a ‘particular group. ‘It is derived by dividing the tataL 1ncome af a.
paftigular graup by the total papulation in that group. - : : :

Saurce- :ﬁis Census Df Populat;an, 197D.V,Serie PC(l) frcll Bureau of eﬁS”s
QU;S, Department of Cammerca ‘ '

:Variab;éﬁuumbef:f Xy

-t“i k'_l"’lfl

Qf-simp;y-?;_ Varlable Symbal‘ INCP ‘:_Mtt,fit_;jm;tit;}}%;'”




Source*%rU
. .

'_ Seuree;~ u. S Depertment ef Commefee, Bureeu cf Ehe Ceneue, PC(l)

: _Slxty—flve Yeere end over.A The pezee f, 97DVpepuie§i6n with 65 years and
','over. e ' - : o

Hi'Vefieble;NﬁﬁEefS:}I'

'-;E ee Luneh.‘_Ap eximete ﬁereent efﬂthe etuﬂeht body receiving'ffeeret reduced -
" Junch. o0 L Sl oL )

Variable Nimber: -X,or simply 4.

:*ﬁeueigg;' Pereene increeee in houSingruniﬁS, 1960=70.

seuree,' F ride Stetietleel Abstract, 1971,f3u:eee of Economic and Business

R ereh Univereiﬁy of. Florida.:

Variable N ,umberi_ KS or eimply 8; Vafieble Symbel_ CHSNG. .

T

iAsehbol Edueetiaﬁ;r Thie is the medien school years :ompleted for
"Vthe population 25 years of age end older of the dletriet.'

S. C heue of Populetien, 197D Seriee PC(I) cll, Bureau of Census,
s. Depertment of Commeree. . . ‘ S

= Variable Number: KQ or simply 9.; Variable Symbol: - SCHED -

‘Gollege Edueetloﬁ Petcent of 197D mele population, with 1 to 3 years of
icnllege completed:. - o . . .

'”Soutee=  U. S. Department of Commerce, Bureau of Census, PC(1) - Cll.

Vefieble’Number=  X OF eiﬂpiy 10. Variable Symbol: COLED

Pos t College Ed. Pereent of 1970 mele pepeletion, with ‘4 or more years of

‘college completed
”’Sourees ‘U. 8. Department of Commerce, Bureau of the Censue, PC(I) - Cll-'

_,Verieble Number. X,, or eimply 11. Variable Symbol: CRAD -

11 RS ‘

'T‘Pereent of Populetlon Classified as Urban;¢ The pereent of the dletrict"

:totel reeident populetloﬁ living in urban pleeee end urben areas eceording to
'*ethe 197@ census. . .

\I‘
o TN
ot
it
.

12

'”iVerleble Number., X,i'or Elmply 12 ' Verieble Symnol UREN

SoureeiranS; Department Qf,Ceimefee,’Bureeu of Gegeﬁe; PC(1) = Bll.
ls'crfemp‘ly 13. Variable Symbol: SXTY ~ o oo

- .Soeeeezilfeod:and Nutrition Se:viee,:Eloriae%nepe:fmeet»ef E&ﬁeetieﬁe'”r['

x've?ie51e1§§ﬁgeiz:
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Table 3

Means and Standard Daviations 6f:théfPredictquvariabieé in Table 2

Variable Name B R Mean | . :'Sﬁanﬂatd Deviation' )

Minority Enrollment 24,57 . . 535
- Axéfégé Daily Aiteniancé o B - 24501 * ‘Vvi  f m-' ' vViQ_QE
- Eévéfty Index - o o 23,40 42,90
' White Collar Occupation | 27,90 . 13.80
'A¥Efage Eamiif Income .~ | ;'  6!23 T 13_13'-
' Capita Income . ,':'- 247 o 1063 -
Housing | S oses0 égéo
school Bducation - 1080 3580
' College Education g0 1.30
B P@st‘CallegerEduiéti@ﬁv | 'W  ” o | 9;4§ ' :v _jr o 3.50
Urban o ms0 s
- Si;tyéFivéVYéars o ST 1SQEDV Tl ,7;730;79 '
Freelunch B0 . 6.80

TR




Table 4

' Four Regression Models

‘Model I (first-order model)

‘Model 1 (First Order): | S
X, =B TB X tB X t meemmemee—e B x toE
_xl =B T X TRy Xy T T L Xy “1
MDDEL (Quadr‘atm) A o | - 1;,, B D
=B T8, X T B X + mesmmmmeces B x - E 5 te Co

.. MODEL 3 (Interact1an) j. - V " . 14”.14 :

X . 1grx1u_ img jeg 0 xz xn 3

S o o | 1A
MODEL 4 (Second- Dnder)' S “iif*ni' 14

' 8 1 8 f B + ER— + L% z B. . X: Yot €

" Where: :isatheﬁcritérinﬁ*#ériab]er

, Bl 52;7;§ - B%? and zj are unknown regress1nn cneff1c1ents._; e
‘, These are estlmated by the quantities b _bg, aé%ﬁ-bjg and bzg
by requ1r1ng the- errnr sum nf squares tn bn m1n1m1zed

. Xz, Xsilfaiﬁsx;u:ére tne 1ajuesfof;pn2di;tnn variables. -

- Xp X5 (i,”g 3 3,..;§ ié) is the prnduct nf ‘the va]ue cnrreﬁ;f*V'ﬁfb

. spnnd1ng tu Xi and the va1ue cnnresnnndTng tn g T

 And :§ﬁ is:thé“nesiduaiffnriﬂnﬁei;i;;i
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~ Table 5

Data for selection of variables in Step #1.

(A8

[ [ Variable mimbers as Iisted in Table

2 f3ode b e 17 ties o 110 b gz ohs e

Ry |eess | .s2s|-.e17 |31 .s63].asrt 273 .480{.476 |.368 |416 | .152 650

2 | N | ot e oz | noel pnd o
Rii | .435 | .106| .381 (.282) .317|.191 | .075|.231{.226 |.135 {173 | .023|.42§

— 1 1 T T T
1-Ry.s |.567 | .804| .619 |.718| .683|.809 | .925|.769|.773 |.865 827 | .9771.577

764 | 118 | .615 |.393| .464].236 | .081|.299 |.293 | 156 |209 | .024.|.732

_F l49.6 |7.67]30.9|25.5] 30.2|15.5 | 5.23|19.5 [19.1 J0.1 {13.61.53 [47.

a
g

CTable 6

Data for selection of variables in Step #2

— " Variable numbers as 1isted in Table 2 .
T 1% |5 16 17 18 [0 0 [ [1Z I3 |

Tii2 |15 |-.397|.382 | .503 | .346| .008 |.414 [.499 | .404| .435[.038 |-.309]

2o R EE T P D TR O e
T2 1737f .187).146 | .253 | 119 .001 |.172 [.249. | .163] .189 {.002 | .095

Riiei o llss | .s22).s16 | 576 | 501 .433 [.531 [.574  |.525) .541 [.434 | .487

Foo [13.3 | 11.9{10.9 | 21.6 | 8.74 | 0,01 [13.2 [21.3 |12.5]15.0 .09 | 6.78| "
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* Data for Comparison of Four Regression Models

TVARIRRLES IN T [ RESIUAL T N,STANDARD FRROROF 551 —FT

- THE MODEL . 2 ~Sum of o f WMean , T 1OOS/X VALUE
B Squares iDE o Square : S, Kl 58. 45

I

R

P

Xg. X%, | 67.1 | 606.09 |61 0.94 | 3.15 | 5.39 | 24,89

kXZ,XE,XS, e

XpXe,Xg | 60.4 | 729.56 | 63 11.58 | 3.41 | 5.80 ‘32;@25;

X5 Xe.Xgs =

XZXE* 510_7 65.9 SZT@S 161 .| 10.29 :3‘;217 5f49’ 23;51::1

XZ! x4: Xﬁl XB;
XXor XXsr : S I , : R B
O 69.2 -~ 1567.99 - {59 | 9.63 | 3.10 | 5.30 | 24.88
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