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The four main approaches te measuring treatment effects in ;ghgals;
raw gain, residual gain, covariance, and true scores; were compared. A
simulati@n study showed true score analysis produced a large number of
Type-1 errors. When corrected for Ehis éffﬂf,thE method showed tﬁgv
least power of the four. This cutcome was clearly the result of the
computational method which adds dependent variable information into the
independent variable to form the true score. Covariance analysis was

recommended, with reservation, as the method of choice.



O

ERIC

Aruitoxt provided by Eic:

Analysis of Covariance: 1Is It the Appropriate
~ Model to Study Change?

Paul T. Marston and Gary D. Borich

In many testing situations, it is found that the individual differences

[

are large relative to the size of the treatment eifects being studied. What

is needed is a method to compensate for the effects of these individual

differences on the outcome measure so that the effect of the treatment can
. ,

be accurately assessed. A number of statistical models have beea designed
to makerthis type of adjustment--usually by measuring change. Four change
models are considered in this paper: (a) analysis of diffErEECEMSEQrésg (b)
analysis of residual gains, (c) snaiysis of Qovariaégé; and (d) analysis of
covariance with true score adjustment. The assumptions underlying these models
are examined and then the results of a Monte-Carlo simulation study comparing
the four methods is reported.

All of these methods start with the assumption that an individual's

posttest score, y, can be thought of as a linear combination of a number of

factors including the initial level of performance. In the case of the single
treatment being considered.here, the even stronger assumption is made that the
only important factors are the effect of the treatment, a, and the individual's

pretest performance, x. The critical differences between these models involve

che assumptions made about the relationship between the pretest score and
posttest score. All four models assumed that the relationship i3 linear and
is the same for all individuals.

The method which makes the strictest assumptions is the analysis of

~difference scores. In it the posttest score is thought to consist of a treat-

ment effect plus the individual's pretest score. In other words, everyone

in a specific treatment group is expected to change by the same amount:” The
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usual approach in making an analysis of differencg scores is to form a gain
score by subtracting each individual's pretest from their posttest score.
Then a fixed effect analysis of variance or a t-test is made on these gain
scores. The two trial, mixed model analysis of variance is aisa useﬁ for
pretest—posttest designs, but as Huck and MeLean (1975) have pointed out, this
analysis of variance is formally identical to the analysis of difference scores.
The assumption of a constant change for every iﬁdividual in a group does
not appear to be a reasonable one for msnyrsituaticns_ When posttests scores
are plotted as a function of their respective pretest value, it is usual to
observe regression toward the mean. That is, an individual with a high initial
score is morerlikely to score lower on the posttest and conversely, éﬁ
individual with a low pretest scores is likely to raise their score. This means.
that the amount of change is a function of the initial level of performance when
everything else is held constant. If thEifégféssiDﬂﬁgﬁnéhE,pDSttéSt scores

£

on the pretest is reasonably linear then an estimate of the posttest score can
be made by using a simﬁlé correlation model. Gain scores are then formed by
subtracting an individual's estimated posttest score (formed using the
regression equation wit™ pretest) from their actual posttest SCﬂféS. 4Tteat—
ment effects would then show up as different mear gains for the various
treatment conditions. Such a procedure is calleé fesi&ual gain analysis. As
a technique, it gets around the assumption Bf equal gains for all individuals
regafdléss of initial score used in the analysis of difference srores, while

still retaining the type of computation and interpretation found in the latter

groups will be zero in the residualized gain method,

In some ways residualized gain is very similar to analysis of

~covariance-which—ts—examined—nextTBothappear—to be Uging thHe following

underlying linear model for estimating the posttest scores;
.

7
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y = bO + bla + bzx + e . ) (1)

Where a and x are the treatment and pretest effects, e is a random error, and

the b’

are weighting coefficients. What discinguishes the types of analyses

of covariance makes the fewest assumptions by allowing all three b's to be
fitted from the data. Werts and Linn (1970) have shown that in the residualized

gain analysis the value of b, is assumed to be the same as what would have been

obtained if the a term was not included in the model. They also show that in

the difference score analysis the assumption is that the value of EQ is equal

0 1.0. ~80 it is clear that the difference score analysis alsoc assumes Model (1).

rt

One can thus think of the tﬁree analyses as putting plrogressively less restrictive
assumptions on the séme theoretical model. ¥For a given data set, analysis of
covariance can never give a worse representation of the relationships than the
other-two and it may often be better. This is because the least-squares solution
for the b's involves the interrelationship of éll the variables. For example,

the value of QQ in the two group cases depend on the coﬁtelatians Ty’ Iay’ and

LI In the residualized gain analysis the value of EQ can only be a function

of correlation r . Werts and Linn show that the two'methods will give

equivalent results only if there is ne correlation between the covariate and

only an approximation to analysis of covariance.
As the assumptions on the theoretical model are progressively relaxed in

b, is obtained and

the three methods discussed so far, a better estimate of

consequently -a better estimate of the treatment effect, Ei’ iz also obtained.

If this line of reasoning is continued, it appears that when the analysis of

covariance does not give a good estimate of Eg then an improved model should be
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values. Such errors will lower the obtained correlation between the pretest

and poszzasﬁr relative to that which would have been obtained if accurate
measurements had been used. When such accurate measurements in principai'
cannot be obtained then the hypothetical accurate values the x's répreseﬂt

are called "true scores.'" The appropriate analysis using these scores is
logically enough called true score analysis of covariance or true score analysis

for short. Students of measurement theory have argued that when the covariate

for the unreliability before the analysis is done (Crombach & Furby, 15970) .
The -"true" pretest-posttest relationship can be obtained and therefore a
better estimate of the treatment effect is also obtained.. Such corrections
are based on some reliability measure for the pretest such as a test-retest
intraclass correlation. -

Up to this point there appears to be litﬁla disagreement in the literature
as to the merits of the first three models discéssed_ It iE—fééﬂgniEEd that
the covariate may not relate to the dependent variable in a linear fashion or
eﬁén if it does this relationship might be a function of the treatment. Both

of these assumptions can and should be tested prior to making tests using the
analysis of covariance model (b{gpar & Smitﬁg 1966), The assumption that a
correction should be made fét an error of measurement in the cﬁfafiaté is far

- from universally aécéptéd- For example, writers of one textbook séatéaﬁhatiit
does not make any difference whether the iﬂéépéndeﬁt variables aia measureé.
with or without error (Drapér & Smith) whiie another simply séys it limits
one to making éﬁatisﬁicalrinferences about the obtained scores (Gfayﬁillg 1961);
Lumsden (1976) has taken the position for ignoring the reliability question
altagéthéfQ He states that the true sgé:e'itseif can be Cﬂhsidergd‘aé an.
unreliable measure of some actual characteristic of the individual. For
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example, one ought to be interested in the relationship between the obtained
scores on a math test and mathematical ability, not in thé relationship between
@btaiﬁe& math scores and true math scores. In other words, why stop at
correction for test reliability? Why not correct for the error §f measur§mént
between the test and the individual characteristic? The latter obviously
cannot be done so why bother with the farmeri,'This substantive criticism
should be borne in minﬁ when considering the other evidence about the true
score adjustment.

The treatment of corrections for an analysis of true scores is based on
a least-squares solution from an adjusted intercorrelation matrix (Cohen &
Cohen, 1975; Cronbach & Furby, 1970; Werts & Linn, 1970) so it is nat always
clear what the estimated true scores would be. One can find out, however, by

using the adjusted correlation matrix to solve the equation for the true

score,

x &
=t

X =¢, + 2 3 tcy . (2)

\

If these new xﬁ values are substituted for the original x's in the data, one

. (3).

finds the new correlation is

»»z

L)

C A "

which is the correction for unreliability. When a treatment effect is added

to equation (2) and solved it is found that x, is a functdon of both y and a.

10



O

ERIC

Aruitoxt provided by Eic:

That result is somewhat complex and will not be included here. The key thing
to note is that in obtaining the true score values, one winds up using the

posttest to PfEdi;E i;selfi—a procedure with a certain amount of ecircularity.
In fact, if riy 1s equal or greater than the reliability, Rxx, then the true
scores will perfectly predict the posttest values. If this happens, then no
matter how large the treatment effect is, it must always be estimated as

zero in the true score analysis. Tﬁis problem could be circumvented by switching
to a standard analysis of covariance whenever the magnitude of riy is close to

the reliability correction. Now one only has the problem of deciding how close

is really close. -~

‘The Simulation Study

A Monte=Carlo type simulation study wag.désigngd to shed some light on the
relative merit of these four methods of measuring change. The baise population
model was a two group experiment with a linear relationship between the pretest
and posttest. The linearity between pretest and posttest scores was held
constant throughout the sample sets at a correlation of .6. Tihis value permitted
the réliability:ta be varied over a wide range while still giving a fair amount
of pawerrfar the covariate. Analysis of covariance, true score analysis,
analysis of residualized gain, and analysis of difference scores were calculated
for each sample and the number of significant F~tests at four standard levels
were tabulated.

To generate the pairs of pretest and posttest observations, a set of
three random normal deviates was requireé. The value éf the. pretest. was set
to the firét random normal deviate, Elij' The pasétest score was then gélculatad

using the relationship ’ -

, fﬁ*‘%;*
yi =mtr x o tg o+ f1-1 e, 5
Yig T Iug¥ig T B /L TNy Cagy )

11
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The parameters m and g; Tepresent the grand mean and the deviation score for
group, respectively. To simplify calculations, m was set equal to zero. Tz

obtained pretest with error, x', was obtained using the relationship

ey - (6)

Every sample had two groups of twéntysfive observations and there were

1000 samples in each set. Reliability values, R__, were set a .8, .6, and .5

-while differences between the groups on the dependéht variable, ¥, were set at

.6, .2, .1, and D.Qi The latter, of course, represents a test of'thé null
hypothesis. Additionally, a few simulations were performed with differences
introduced into the means of both the pretest and posttest groups such that
the predicted y values lay on the same regression~line. Because the unrelia-
bility%§aé added in a second step, it was possible to obtain an ‘actual score
analysis of cava:ian;e by using the x values instead of the x' values. 1In
some of the later simula;iaﬁg this was done. The four levels for alpha used
were:; .01, .05, .10, and .25.

After reviewing the first few simulations the program was modified to
provide descriptive statistics for each of the methods and to provide an
analysis of covariance on the reliable x scores. |

The. true score correction was cﬁé'sugggstéd by Cohen and Cohen (1975).

and multiplying the standard deviation of the unreliable variable by the same
value. The least-squares solution is then found for this new matrix. Inspection

of the b2 weights for the true score analysis indicated the correction may have

- been too large relatively to the amount of unreliability introduced in the model.

12



rejected as a ba

- gain, or differénce score distribution

alpha level to that used in th

~'gives the estimateﬁ alpha  level values for true score correction ba sed on the

polynomial equations. T -' T o

VThe dlfferen 2 in alpha 1&vels,af the two methods, hawevarj madé direct

‘Some’ additional sample sets were then pfcduced with the size of the uanngblllﬁy
{_fcarracﬁicn,being SEE,tO half -the amount of unrellab;llty introduced. For ex amplei

" if the'r llabillty of x in equation (E)fwas set aE';Si then the appropriate -

éorreiatioﬁs in the raw score matrix were divided by the square root of .9.

' The most inte ng aspect of the 51mul Dns was the dlstrlbutiéﬂ of

;“Ty§g=1 errofs{ Table l presents the average number of s;gniflcant results far

the various types of analyse* Three'parameters;are used'to make a chiésqgared

gggdness-af fit tgst_fo: aﬁég distribution (i.e., number of sampiésg dfl, and dfz)v

'so a chi-squared test with one degree of freedom could be conducted on the number = . .

|

of significants F's. All but one of the true score distributians could be

(=B

fit at p < .01 WhllE none of the ccvarlanca, res id alized

m

could be regected at this level. This i

test clearly 1nd1caied the true F-tests were not following the expected

”dlstr;butlnn of Type=I Efrora. An estimate of the felationship of tfu&'gcﬂfel

tests was found by fitting a second degree

=

polynamial with a zero intgr¢5pt:ta the numbéfréf significant true score

F -tests as a functlon of the expectad number - af 51gn1flcant F—Eests. Figure 1

“ ,sths the plct fcr a fEll&blllty of .6. With the exceptloﬁ cf tha p < ;Dl,

rilth;s curve appear; to be a reasonable fit to the values. The halfAsigE
reliability corrections were a good match to the corresponding plot for a

';féliabiiity of .8. It appears that th imary effect of the true score

correct i@ as to increase the effé;tive_aipha_1évei—f0f the F-tests. - Table 2

- When Ehé groups had meénAdifferancés on. the pas;igst Ehe true score
i

"aﬁaly is dld produce more 51gn1f1cant F-tests than analy51s of covarianceé.
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OBTAINED NUMBER SIGNIFCANT

Figure |

Distirbution of sigﬁificant F-tests
for True Score Analysis and Analysis

of Covariance when the null hypcth551s

is true. . o
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250

EXPECTED NUMBEF’ SIGNIFICANT
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,:ompariéon impassibléi By plotting the nﬁmbéf é; %;gnlf;cant ¥= tescs as. a
funetion of the estlm, d-alpha level tha=pawe§ of the true score mechéé éauid_
be compared leh analy51s of covariance. Figﬁfé,zlshnwé the relative'powef ‘r'
for the two types of analysés when the reliaﬁiiity'was .6.  The analysis of
coﬁéfignce aﬁpéafs Ea bérsLightly more ﬁowerfulibecause'aﬁ nearly evé?y lévél
réfiaipha it produces more significan ,ésults. .Thié would in éi’ate that tﬁé
power of a true score analysis ;aulﬁ be abtaiﬁed mére'difectly byﬁingreasiﬁg
the élpﬁa level in analysisvaf govafiaﬁcg; F 7 o

It is pqssiblé that true score analysis might do a betﬁef job of féza?eging_

,ﬁhe pépulatipn>paf3métégs of the model. TaLle 3 giﬁés the mean and sténdazd
&a?iation_far each b weight calculated in the two types of énalyses_ Aér
axpactéd; introducing unreliability into the pragesi scores caused the é@’ériaﬁzé
analysis to get a lower vélua for 2,;‘ The true score analysis got a larger

value for EE when the full correction was 1ntraduged and came very close to the

actual value when the kalf correctlon was used. Even s¢, examination of the

means for Eii and shows thdt the two mezhods produced almost identical

&U‘“

estimates and that these were also almost identical to the mean w31ghts before

the unreliability was introduced. There was a difference injthe standard '“fﬂm»E 

deviations of the weights for the two methods. 1In almost every case, the

true score analysis produced a greater variation in.the estimation of each -

of the three weights_than did the analysis of covariance. In terms of estimating

l’ the true sgcre an 1alys sis appears to do no better than

analySLS of covariance and in fact may be worse Judgi,g by the standard

th ritical parameter b

@
\ﬂ\

:deviatiuns of -the weightsi B

' The one plaae WthE the true score an alysis did appear to have an edge
was that case- when there was a mean difference in bath the pretest and post-
o tes’ 3 for'thevgroupsi Table 4 shows that, when the half,unreliabiliﬁy 

_correction was used, the true score_sample sets came closer to_following the . . _ . ..
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Table 2

Estimated Type-1 error rates for
true score znalysis of covariance

Alpha - (True score c:éfrecrzién)/(unrelié.biiii:; introduced)'

- USE& ! !9/i8 o ;8/-8 ) iS/iE‘ T gé/;é nﬁfis
01 .014 , L015 015 .022 ©.030 .
.05 .058 .073 .073 - 104 . .136
.10 ~ 110 138 . .138 C191 242
25,275  .290 290 © 352 380
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Vigure 27

Distribution of gignificant I-tests R
for True Score Analysis (TS) and g DR
_Analysis of Covariance (CV) when the -

‘null hypothesis if false.’ )
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- Table 3(b)

o ‘Standard deviation values
- for sample regression weights
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.null distributian; Tc; méng Significaﬁt results were still ébtaiﬁeé‘andythe'5‘
number of theserappeafed véry sensiti?é to the size of thé'reliability ;orragtioﬂ.‘
' The anéiysis of éovafiaﬁcé of the éccu31'5ééres under these conditions id
result in a null d;strlbut;on of 51gniflcant F-tests. Thié set éf samples
= SQbSEantiates.thé warning that:covatiangg may not be appropriate for data sets
| Whétévﬁhéfé are large group diffgrén;es in the ﬁeéns éf the cévariate§: Aé Lord
‘(1963;*§dints aut, one should ‘make every affort to keeP this from happenlng by4
'Ttechnlques such as random 3551gﬂmentréf sﬁbjects tobgroﬁps. o
While a Slmulatlon can ﬂEVEr dlractly answer thearetlcal questlnns abaut
v statistlcal madels,rlt does glve meartaﬁt élues as to what . 1mporta1t facto fs
might be. For instance, why sh@uld the true score analy31s praduce s0 many
Iypé—I errors? This probab;yrhappéns because‘the addition of dependent variabie '
1nfafmatlan into the true score predlctors ingreases-the Rz'fﬂf the ﬁoéél'as i

wholei While most of this increase gaes into the gi component in some

[e]
Tt

- samples it also gets into the other weights esulting in an excessive number

"Sigﬁificantbfindings. -There is, of course, no way of knowing when this v 1l1'

"happen.” To make matters worse, it is often very d'f ficult to dEtefmlﬁE just

.ﬁhat.the_value_cf R« should bei Some of our own data indicates that it_can
1-vary by 1arge amaunts from gfcun to group, par icuiari? for gréuﬁsjéccufring'
fﬁaturally.'vit iSiﬁéE clear at all how one ingﬂrpéfates'multiple véiuésréf_
,Rx' iﬁfg the reliability correction nodel

Va:y little has been- said éﬁoutrthe athef twé methods of'aﬁélyziﬂg changgi'
" the analysis of difference scores and the residualized gain anaiysis; In

~general, theyrdid"just ésléné;woﬁld,éxpect from Werts and Linn's paper. The

istribution of Type-I errors paralleled that of analysis of covariance when

’ thé'nulllhypgthesis was true and boﬁh methods showed less power when it was

;ﬂDt'tTQE; The sampllng meth@d used apparently pr@du;gd very little correlation

g‘batwaen Ehe cnvarlate a,d the grcup factar because the fEElduallEEﬂ galﬁ"
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. Table 4 e

Number ?f significant F-tests
when the pretest means are different
and the posttest means lie on the

same regression line (Rxx = .6)

“Expected number significant:

10 50 100 250

diffe:ence : Correction Test

[
~J
(¥, ]
[
s
on

.8 s 31 104

cv o 48 143 221 410

o
Q
‘Llj

.8 TS, 118 266 428
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~distributions were close to covariance in almost’ every case.

_ Clearly, the analysis of covariance is the method of choice to control

for individual differences on a posttest measure. To some extent it will

Véléa control for graﬁp mean differences on the covariate but there are
problems with this.  Again, the researcher iskcaqtianed,té make tests for
homogeneity and linearity of regression a standard procedure. The Eomgganeity

of regression slopes test is especially impcrtaﬁﬁ when there are mean pretest

differences in the groups.
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