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MY THE APPROPRIATENESS OF CRITERION-REFERENCED
= TESTS FOR EVALUATION STUDIES*

[ o}
Lt Facqueline Kosecolf and Arlene Fink

Criterion.referenced tests are becoming increasingly popu-
lar among educators and psychometricians. Perhaps the
most important reason for their appearance and wide-
spread acceptance can be traced to the new ways that had
to be found to measure the effects of the educational re.
forms of the 19505 and 1960s. During those decades, the
conventional school curriculum was declared in need of re-
form, and a reassessment of the goals and objectives of
American education was made (19, 7, 6). Innovative
courses of study and instructional technologies were sub-
sequently developed, and programmed learning and indi-
vidualized instruction became common teaching ap-
proaches. New ways of assessing student performance
were necded that corresponded to these teaching innova-

w Educators have traditionally relied on paper.and-pencil
achievement tests to measure learning, so it was patural
(o for them to turn to test theoreticians to provide them with
alternative ways of interpreting performance ol measures
o of educational achievement for the new curriculums and
methods of instruction. The psychometricians responded
by pointing to two basic ways of assigning meaning to test
scores, The first involved comparing the performance or
QD behavior of onz person or group with another person or

-y *The authors wish to thank System Development Corporation for pro-
B viding sypport for this study.
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ABSTRACT

This report represents the results of an investigation of the appropriateness of criterion-
referenced tésts {(cars) for large-scale evaluations. First, the development and valida-
tion of cers, including the formulation-and
score-interpretation schemes and dimensions of item and test quality, were examined to
determine whether on theoretical grounds alune cars are suitable for lsrge-scate evalua-
tions. Second, the practical characteristics of cars were studied to determine if it is feas-
ible to use currently available care for large-scals evaluations.

A set of criteria for selacting tests for evaluation purposes was devised and used to
review 28 cats. A conclusion was reached that cxrs are not appropriate for use in large-
scale evaluations for practical but not theoretical reasons.
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. INTRODUCTION

group, and the second involved deacribing what a person
or group can do or can be expected to do. Glaser (10) re-
ferred to these two ways of giving meaning to test scores
as “norm-referenced”
recommended criterion-referenced score interpretations for
the reformed curriculums and instruction.

The reaction to criterion-referenced tests (crTs) was en-
thusiastic from the start, Because they providescore inter-
pretations in terms of the achievement of specific and -
measurable skills and behaviors, cars have appealed to
those directly responsible for the education of students
and the development and evaluation of educational pro-
grams. They have also appealed to teachers who found the
results of standardized tests inadequate to assist them in
planning lessons and to many educators and paychologists
who judged standardized, norm-referenced tests to be
unfair and even biased aguinst individuals from under-
privileged and minority groups.

The interest in crTs demonstrated by both theoreticians
and practitioners has led to their frequent use for instruc.
tional diagnosis and placement and for measuring student
achisvement of educational tasks or objectives and profes-
sional or eccupational licensure or credentials, In addition,
crrs are being suggested or used for other purposes, such
as the evaluation of educational programs and the Nationa)
Assessment of Educational Progress (32).

viewers or the National Institute of Education.
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The evaluation of an educstional program involves the use
of specific procedures that result in wm sppraisal of the pro-
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gram's metit and informeation about the nature
5 and quality of the program’s gosls, outcomes, impect, and
costs (9},

. There are two contexts in which evaluations of educa-

eonducted to improve a program, snd the evalustion's

1
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the second, an evalustion is condueted to measore the
effectiveness of a program, and the svaluation's clients are
typically the program’s sponsors. The context for an eval-
uation is détermined by the information needs of the indl:
viduais and agencies who .anust use the evaluation in-
formation.

An evaluation is performed ir an improvement context
when the evaluation’s clients are concerned with finding
out precisely where or if a change would malce the program

T T
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gram require this kind of information so ‘that they can’
modify and improve the program. On the other hand, an
evaluation is conducted in an effectiveness context when
the evaluation’s clients are particularly concerned with
determining the consistency and efficiency with which the
. program achieves desired results. Those individuals who
sponsored program development or who are intorested in
using the program require this kind of information about a
well-established program’s outcomes and impact.
In an effectiveness evaluation, the evaluator usually
assumes 8 more global and independent stance toward the
program than in an improvement context. In sddition, the

A criterion.referenced test, according to Glaser and his

' colleagues (10}, is one that is deliberately constructed to
give scoree that tell what kinds of behavior individuals
with those scoves can demonstrate. All cxrs should share
several features in common:

1. They should be based on clearly defined educational
tasks and purposes.

2. ‘Test items should be specifically designed to meagure
the purposes and tasks.

3. Scores should be interpreted in terms of attainment of
a preset criterion or level of competence with respect
to the purposes and tasks.

Other definitiona of cats have also been offered (10, ll,
13, 28). While these definitions differ considerably in
termsofthehm:tauonsmdeomtnintsplamd on a crite-
rion-referenced test, they all involve reporting test scores
in terms of achievement of educational tasks,

THE PURPOSES OF PROGRAM EVALUATION

tional programs are conducted. In one, an evaluation-is -
-clients ave typically the program’s-erganizers snd staff: In -

" A Stady of CRTs 284 Large-Scale Evalnations

better. Typically, the organizers of a still-developing pro-

A THEORETICAL EXAMINATION OF CRITERION-REFERENCED TESTS

e,

evalustor usually makee uie of powerful, experimental
design strategios that permit comperisons, relisd on
empiricaily validated and standardized instryments, and
employs statistical and other analytic methods that allow
wmmmawm i

~Evalustions of educationsl programs can be conductod -
for a single classroom; a grade level, a school, a district, & L
state, and/or for the entire nation. Large-scale evalustions “
encompase grest-sambers-of-students-and frequesitly-in- -
clude many schools, several grades, and different districts -
or atates,
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ness evaluations. The next step was to develop a set of
evaluations. Included within the set of criteria was the
stipulation that the test be ab.e to provide scores amenahle
to cxy interpretation. Available cars were then reviewed,
using the identified set of criteria. Finally, conclusions
were drawn based on the thearetical examination and the
review.

How Critecion-Referenced Tests Are Developed

quhungudmmmobjwﬁm& Oneofthsbuic
features of cars is their foundation on a clearly defined set
of educational tasks and purposes. ¢zt objectives can be
selected in at least five ways:

1. Consensus judgment. Various groups such as com:
munity representatives, carriculum experts, teachers,
and/or achool admini-irators.decide which educa.
tional tasks and purposes they co.'sider to bethemost
important to measure (22, 31).

2. Curriculum analysis. A team o curriculum exports
analyzes a set of curriculum iaaterials in order to
identify and, where necessary, infer the educational
tasks and purposes that are the focus of the test (1).

3. Expert analysis of the subject arca to be tested, AR
in-depth analysis is made of an ares, such 63 mathe-




FA g
PRELEN St I 2

ST e A e ey,
st

gt v

Ewch of the eight companents represents a separate secr
tion of the cxype rating form and is described below. (Com.
plete copies of the cxroe form and rating instructions are
provided in the second section of this paper.) On the form,
weighted items are printed in jtalics. Weights for clpss:
room purposes are in parentheses and for evaluation pur
poses are gutside the parentheses. The basic rulefor apply-
ing weights is that when scores are computed by summing
weights, high scores indicate better crrs. To make the
cxTDRt a8 meaningful as posaible, users of the system can
choose different items for weighting or change the value of
the weights.

Component 1: Marketing and Packeging

The first concern of the caroe is with the scope of theentire
cnr across all grade levels—that is, with the content and
skills it assesses and the grade or achievement levels at
which forms of the cat are available. Because program
evaluations frequently involve longitudinal data collection
.and/or several different grade levels, cers that are avait-
able at many levels are particularly valuable in an evalua.
tion context.

The next concern is with the way in which the carat a
particular grade or achievement level is organized. A crr's
format and organization are usually determined by its in
tended functionis} relative to the various kinas of con-
straints imposed on its development and use. Forexample,
cxrs designed as classroom aids for individualized instrue:
tion programs would have, at each grade level, many short
tests each attending to a specific objective or cluster of ob-
jectives. On the other hand, cers designed for use in pro-
gram evalvations would have fewer tests that measure
more general objectives. A major feature of any crr is that
test items are designed to measure specific objectives.
Consequently, it is important that the objectives be listed.
The flexibility to select objectives and test items varies
considerably among crrs. Scine cars offer a bank or pool
of items each referencéd to an objective from which users
can create their own tests. Conversely, some cr1s offer
only ohe pre-formatted test per grade level. Also some
cars have two parallel or alternate forms of each test,
while others do not.

Still another concern involves the materials included as
standard or optional features of the cxt. The materials
that are offered as part of the cer vary considerably from
publisher to publisher and can range from just a collection
of tests to a system replete with audio-cessette equipment,
test copies on spirit masters, andahostofmomgmdes
In addition to the basic cay package, inservice training
programs sometimes may be obtainabie from the publisher
and so may be other support scrvices such as record keep-
ing and computerized scoring systems.

Cost factors must also be considered when discussing
the marketing and packaging of a crt system. The cost of
purchasing and administering the test must be affordable.
Finally, the car materials must be of acceptable physical
quality. K

Component 2: Exawainee Appropristeness

The second tomponent of the cxrpz deals with the appro-
priateness of the car's test ems, instructions, format,
timing, and procedures for recording unswers for exam-
inees at the achicvement or grade level designated by the
publisher. In particular, the tasks, vocabulary, and level
of reading required by the ca's test items must b~
matched to examinees’ edu :ational experience and matur-

ity. Similarly, instructions should be unambiguous_ and

casily undersiood, and the crr’s format {the orgunization

of printed materials on a_page), illustrations and print,

and auditory presentations (cassettes) must be gyjtable for
those being tested. Finelly, the timing and pacing of tests
and the procedures for recording answers alsp must be
tailored to the examinees.

Component 3: Admirirative Usability

How useful are crs in tarms of the ease with which they
are administered, adapted, scorel, and interpreted and
their value in making educational decisions?

One factor atrongly affecting a cay’s utility is the train-
ing necegsary to administer the test properly. Since few
schools have a staff that includes resident psychometrists,
developmental psychologists, audiologists, er speech
therapists, and since it is hot feasfhle to contract for these
professionals’ services each tilme a student is tested, a car
intended for use in a elassroom context has greater utility
if it ca. be administered by the school’s regular staff and
preferably, by the studer s’ teacher, by o paraprofessional,
or by the students themselves. On the other hand, this
issue is not as crycial t0 (n7T9 intended for use in a pro-
gram-evaluation context, since most evaluatorsare trained
in the administration of cognitive and psychological test
batteries.

Another factor closely related to test administration is
the number of examinees that can be tested in a single
group. In general, cars that have capabilities for both
group and individual administration seem to be most prac-
tical. However, for individualized instruction, cxrs that
can be taken individnaliy are essential and for large-scale
evaluations, ¢rTs that can be administered in groups are
more desirable and cost effective.

The administrative usability of a caz is also affected by
the time necessary for its administration. The average
attention span does not generally extend beyond 20
minutes for young children and one class period for more
mature students. In addition. equipment and materials in-
volved in test taking and the simplicity or complexity of
directions can inflt snce the ease with which a car js ad-
ministered.

The order in which the individual tests that comprise
the caT muat be administered has important consequences
for a car's administralion. For example, crrs that require
a prescribed order for testing have limited usefulness with
curriculums that follow another sequence.

‘The ease of the scoring pracedure also affects the usa.
bility of a exr. Simple and objective hand- or machine-




scoring of tests is generally considered more desirable than
difficult and subjective scoring systems. Although a cat's
usefulness may not be altered to any perceptible degree by
slight variations in scoring difficulty, tests gcored on a
purely subjective hasia are not recommended for use in
large-scale evaluations.

From a pragmatic viewpoint, whils ease of administra-
tion, adaptation, and scoring are desirable in a cur, amuch
more basic consideration i8 that the scores obtained be
susceptible to meaningful interpretation. The availability
of interpretation guides is considered necessary to guaran-
tee correct and consistent interpretation of cmr scores.

~Scoriiig systéms’ of scales that are commonly used; gen::

erally understood, and that require few mathematical con-
versions are desirable. Similarly, acores interpretable by
school staff, parents, and students are preferred to those
demanding the skillsof psychometrists or ather specialists.

The final issue related to a cxr’s administrativeusability
is the extent to which the test can be used to make educa.-
tional decisions. Sometimes care are accompanied by
guidelines to tranalate test results into educational deci-
sions. When used in a program evaluztion context, the car
results should permit the ideatification of succeasful and
unsuccessful programs, and when used as a classroom re-
source, the cr? results should be able to assist teachers in
assessing a student's progress and in selecting the next
units of instruction. A strategy that appears to have
promise in this latter regard is the referencing of objectives
and test items to specific instructional materials. This
strategy. often called “curriculum referencing,” guides
students and teachers to the appropriste materials for
additional and/or supplemental instruction.

Component 4: Function and Purpose

cars can be used by teachers as one of their regular class-
room tesources in individualizing and evaluating instruc-
tion. In this claysroomr -management context, cRT resuits
can be used to diagrose problems related to students’
specific learning objectives; to place examinees with
regpect to an instructional program; to measure individ-
uais’ achievement Or progress; and to assess overall learn-
ing. In an evaluation sgitext, crTs can be used to measure
achievement, to assess the merit of an instructional pro-
gram and /or to compare programs, Some CRTS &re recom-
mended by the publisher for use in a variety of contexts:
others are intended for use in just one,

Component 5: Objectives Development

‘The issues related to the fifth component of the crrrE in-
clude the specification of domains. the characteristics of
objectives, and crrs’ match to instructional programs.
One of the basic features of crs is their foundation on a
clearly defined set of educational taske and purposes
which togetier constitute tha car's domain.* cat objec-
*The set of aducationsal tasks and purposes ¢hat a cxr mee;uru is some-
times catled a domain or universe of content {21, 5). However, the term
domain is used by others to mean the rules for gererating test items to

measure a specific objoctive (11}, Throughout this paper, the first meaning
will be used,

tives can be selected or defined in at least four ways:

1. Expert judgment. Experts assess, on the basisof their
knowledge and experience in the field. the educational
tasks and purposes that are the mest important to
measure,

2. Consensus judgment. Various groups such as com-
munity representatives, curriculum experts, teachers,
and/or school administrators decide which educa-
tional tasks and purposes are the moet important to
measure {15, 22},

3. Curriculum analysis. A set of curriculum materials
is analyzed in order to ldentify, and, where Decessary,
infer the educational tasks and purposes that should
be the focus of the cnr {3),

4. Theories of learning and instruction. A literature re-
view is conducted and/or consuitants called in to
formulate series or hierarchies of educational tasks
and purposes based upon the results of psychological
theory and research (13).

No matter how they are derived, educational tasks and
purposes are usually called cbjectives or behavioral objec-
tives. However, it ehould be noted that these havea
precise meaning to educators: "’ An objective is an intent
(authar's italics] communicated by a statement
a proposed change in a learner—n statement of what the
learner is to be like when he has successfully completed a
learning experience” (16). Developers of cxrs do not
alwaya use this definition in its purest sense. To them, an
objective refers to the content that is supposed'to have
been learned (equivalent and nonequivalent sets in sixth-
grade math, for example} and sometimes includes the be.
haviors the student is supposed to exhibit (naming the
first five presidents of the U.S.A.).

The set of objectives or domain measured by a car can
be characterized in terms of ita organization: It can be pre-
sented without any structure, it can be organized apcord-
ing to major skill areas assessed by the car, or it can be
further structured in terms of hisrarchies of tssks within
skill areas. Whatever organization scheme is used, it
should clearly demonstrate the skeleton of the domain to
be measured.

Objectives can also be characterized in terms of the rules
used to write them and how broadly or narrowly they are
stated. Formal niles for generating and stating ubjectives
are needed to ensure the uniformity, manageability, and
comprehensiveness of the set of objectives that-the cat
measures. The Jevel of generality at which objectives are
stated is affected by the size of the domain covered by the
crr. It is possible to cover a domain by a small number of
very generally stated objectives; however, objectives so
stated may be ambiguous. On the other hand, detailed ob-
jectives can cover a domain in less ambiguous terms; but,
to achieve this kind of clarity necessitates generating and
stating a sizate and possibly unwieldy number of objec-
tives.

Another concern closely related to domain development
is the match between the ckr's objectives and those of an
instructional program or curriculum. A ¢rT's match to a
curriculum refiects the extent to whichit has been designed




for use with a specific educational program {2, 20). cars
with an extensive match to a curriculum have objectives
and test items that are dependent on a particular curricu-
ium or set of educational materials, while cars with some
match to a curriculum. on the other hand, have objectives
and test items that are only sometimes dependent on the
specific tasks or purposes of an edveational program. Con-
versely, crrs with no match to a curriculumn are based ona
domain of tasks and purposes that are independent of any
-educational program. In a classroom context, it is gen-
erally desirable for the cat to match the curriculum being
Aused, while in an evaluation context, in order to be fair to
‘ali educational programs, it is usually preferréd that the
car be independent of any cwrriculum.

Component 6: item Pevelopioent

CGace the purposes and objectives for a ¢t system have
been delinepted, the next step is to construct and/or selact
tasks or test items to measure those objectives. This is one
of the most difficult steps in the total test development
process because there are a vast number of test items that
might be constructed or generated for any given objective,
even for those that have relatively narrow definitions.

Since each test itern must be linked to an objective, a
question arises about the number of test items that shounld
be constructed for each objective. Some of the factors
affecting the answer are the amsunt of testing time avail-
able and the cost of making possible interpretation errors
{such as saying that a student has achieved mastery when
he or she has aot). More items ure needed for some objec-
tives than for others to obtain 2 stable estimate of learners’
performance. Moreover, a set of test items that samyles
the range of behsviors and contents associated with an ob-
jective is meve likely to give an accurate assessment of an
examinee's performance than would a more restricted set
of test items.

Some of the strategies and procedures used to construct
test items include:

1. Panels of experts. A group of measurement and cur-
riculum experts decide which items to use based on
their knowledge of, and experience in, the field.

2. A content process matrix. Basically a variation onthe
classical test.construction technique, thir approach
involves developing for each objective a matrix of the
contents and behaviors to be assessed. Items ave then
systematically sampled from the cells of thy matrix
and perhaps along a third continuum of item difficul-
ty as well (22).

3. Systematic item generation. Basic “item forms” or
specifications are developed for each objective that
define the range of item difficulties, ali the relevant
contents and behaviors, and stimulus and response
characteristics of items that can be used to assess the
objective (10, 11, 5, 20, 19).

The procedures used to guide item writing cen have a
direct bearing on the utility, validity, and score interpreta-
tions of cars. For example, ¢AT systems that use specific
guidelines for item construction aremore likely to measure

ali the relevant skills and behaviors being assessed than
those that do not. Moreover, specific guidelines permit the
development of additional parallel test items if they are
desired. Without the guidance of a systematic plan, it is
very easy to construct or generate items for those aspects
most amenable to measurement rather than those that
might be most Yermane or critical. It also seems likely
that responsible test developers working with an overall
Plan are more apt to focus their attention on the most
salient (and perhaps m.ost frequently taught) facets of an
objective rather than include those components that may
only be tangential to student learning. No matter what
strategy is used to construct car items; guidelines for itern
wrfting should include comprahensive rules for the specifi-
cation of tusks, conditions, and content for test items.

To what degree should items be sampled to compare
their relative difficulty and possible content coverage? It
is a well-known and frequently used principle of test con-
struction that even slight changes in an item can affect its
difficulty. The extent to which the items are sampled with
regpect to difficulty has a direct bearing on the interpreta-
tion of the scores obtained. In other words, if only the
most difficult items are used to measure an objective. the
phrase achievement of the objective will have a very dif-
ferent meaning than if the items are sampled over the full
range of difficulties.

An issue related to item writing, and one which has per-
haps not received as much attention as it should, is the
potential interaction between the objective and how it is
measured. It is often assumed, for example, thet selected
response items (such as multiple-choice guestions} serve
as an coffective proxy for constructed reaponse items (such
2s completion or short-answer questions} because the per-
formance of students on the two kinds of itemns is highly
related. Although this may be generally true, it may not
be true for certain kinds of objectivea. Further, the degree
of mastery required to answer a constructed response item
is usually greater than that needed to answer a selected re.
sponse itemn. Despite the obvious advantages of the former
format, the ease of scoring items using a selected response
format has led to its almost exclusive use in published
measutes, including crrs.

Component 7: Methods of Score Interpretation

One of the distinctive features of a cnrr is its ability to pro-
vide a means for describing what an individuat or group
can do, knows, or feels without having to consider the
skills, knowledge, or attitude of others. Consequently. car
scores are reported and interpreted in terms of the level of
performance obtained with respect to the objectivels) or
domain on which the crr is based. This type of score re-
porting is very different from that used for norm-refer
enced tests in which scores are reported in terms of the
performance of other individuals or groups.
Criterion-referenced score interpretations can be ex-
pressed in several ways. ¢AT scores can be reported as the
percentage of individuals who correctly answered each
item (the item's difficu’ty}. This score is used primarily
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when only one item is tested per objective—for example,
as is the case with National Assessment of Educational
Progress. Reporting an individual's or group’s actyal level
of performance as the percentage or number of jtems cor-
rectly answered for each objective is another very common
vay of expressing crT scores. An empirical variation of
thia score is the estimated "'true” Jevel of performance,
referring to the portion of the tota) universs of items foran

" objective that an individua! or group could answer cor-
rectly. Mastery interpretation schemes report scores in
terms of whether or not a pre-set performance level has
been achieved, and an individual is described as having or
not having mastered a given objective. Selection of the
criterion level of performance for a mastery score interpre-
tation should not be arbitrary, but shocld be justifiable
and based on a concept of mastery. Experience, theories of
learning. or experimentation ~an be used to justify a con-
cept of mastery. Nonurbitrary definitions of mastery have
been offered by Novick and Lewis (17), Harris (8}, and
.<hers. In some of these mastery systems, several cate-
gories are employed to distinguish between degrees or
levels of mastery. cpT scores glso can be reported in terms
of the level of performance achieved after a certain amount
of learming time or as the probability of passing the next
unit of instruction.

Scores on caTs Need not be limited to just a crT interpre.
tation. Qther score interpretations can also be provided to
expand upon the cgr interpretation (14, 4, 6). Forexample.
criterion-referenced information can be combined with
norm-referenced information in the following way: "This
school had an average score of 5 out of 10 oh the objective
{a crT interpretation) which i3 one standard deviation
below the naticnal average of 7 out of 10 (a norm-refer-
enced interpretationt.” The idea of using both types of
score interpretations is not new and it does not reduce the
theoretical soundness of the score interpretation {4, 14,
15). Combining score interpretations is useful for describ-
ing what a student can be expected to do and how excep-
tionat or typical this performance is. Comparative or norm-
referenced scores are typically reported in terms of gtan-
dard score scales, age/grade equivalents. and percentiles.

The type of scheme used to report scores is, in part,
determined by the context in which a cat is used. Report-
ing results as the percentage of items passed per obiective
can be meaningful in a classroom context if the objectives
are carefully matched to the curriculum. However, in an
evaluation context. this type of interpretation alone may
be inadequate hecause it provides insufficient information
for decision making and loses meaning outside the class-
room. For evaluation purposes, it is probably useful to
supplement this score with comparative data or to use
scores whase criterion levels have been validated empir-
ically or baged on theories of instruction and learning.

Component 8: Analysis and Validation

It is axiomatic that &ll tests and measures must be vali-
dated before basing decisions upon them. This process can
involve giving the tcst to students and studying their re-

sponses (response data) or relying upon review by expe-ts
{judgmental data). The issues addressed in this component
of the crrox involve both of these processes and include
the characteristics of field tests conducted to certify care
and dimensions of item and test quality.

A crr should be field tested on a aample of individuals
who are representative of those for whom it was intended.
Since most commercialiy published ckrs are intended for
widespread use, they should be tried out in a large-scale
field test with samples that are geographically and
ethnically representative of the pation.

There is much ambiguity about the procedures appro-
priate for analyzing the data from crre’ field tests. Never-
theless, there sie Several dimensions of item and test
quality that are considered to be relevant to cers and that
have gssociated with them review procedures, data collec-
tion strategies, experimental designs, and statistical.
indexes. In recognition-of the uncertainty in the fi 1d with
respect to the psychometric characteristics of a good crr
and the methods for measuring their presence/absence,
the caroe system only inchides the dimensions of car qual-
ity that are attended to by test publishers.*

Thete are five dimensions that can be used to assess item
quality. They are:

1. Item-objective congruence. A teat item i3 considered
“gopd” if it measures or i3 congruent with the objec-
tive that it is supposed to assess. Itam-cbjective con-
gruence can be established by using judgmental data.
Typically, content expertsare glvens variety of objec-
tives and the item used t0 measure them and are
asked to comment on the appropriateness of the item-
objective relationship.

. Equivalence {internal corsistency}. An item is con-
sidered *good"’ if it “hehaves” like other items that
measure the same objective. The concept is simitar to
item-objective congruence, but its proper use depends
onresponse data. Equivalence is usually measured by
computing the biserial correlation between the score
on an itemn and the *ota) score on ali items measuring
that objective. It should be noted that for broadly
defined objectives, internal consistency will be lower
than for narrowly defined objectives. and this must
be taken into account when using int#mal consistency
data to make decisions about item quality.

. Stability lover time}. An item is considered “"good"” if
examinee performance is consistent from one test
period to the next in the absence of any special inter-
vention (such as instruction, which is an intervention
that can change examinee performance) . Stability in-
volves response data and can be measured with the
phi coefficient.

. Sensitivity to instruction. An item i3 considered
“good" if it is sensitive to instruction—thas is, if the
item i9 able to discriminate between those who have
and those who have not benefited from instruction.
assuming that instruction was adequate. This mea-

*Several of these dimensions--for examble, jtem and test estimates of

equivalence and stability —depend upon L e varisbility of performance in
the field test sample. To be meaningful. the sample must be representa-

7 tave of the population of jnterest and contain sufficient variation.




sure of item quality is usually computed for crrs that
are linked to particular educational programs .nd
that require response data. Typically, examinees are
tested before and after an aducational program, and
those jtems that many examinees fail before instruc-
tion but pass after instruction are considered to be
sensitive to the instruction.

. Cultural/sex bigs. An item is considered ''good” if it
leads to accurate inferences about the knowledge,
skills, or other attributes of an individual or group.
Bias can be agsegsed using either judgmental or re-
spunse data. If the former are used, representatives
of different cultural groups, members of each sex,
and/or linguists examine test items to determine
whether vocabulary or content could be misinter-
preted. 1f response data are used to assess bias, they
are analyzed {typically, using Anova or regression) for
item-cultural/sex interactions.

There are six dimensjons commonly used to express the

quelity of a crr. They are:

1. Test-objective congruence. Similar to item-objective
congruence, test-objective congruence agsesses the
extent to which the total test or subtest measures the
relevant objective. Test-objective congruence is
usually determined by using judgmental data.

. Equivelence (internal consistency). Test egnivalence
measures the homogeneity of test itemas for an objec.
tive—that is, how coherently the test items agsess a
particular chjective. Equivalence can be estimated by
using split-half correlations, Kuder-Richardson
formulas, or coefficient alpha. It should be noted that
internal consistency estimates will be lower for more
broadly stated objectives.

. Stability {test-retest. or alternate forms). A test is
stable to the extent that examinee responses are con-
sistent from one test period to another or across alter-
nate forms of a test in the absence of any intervention.

. Stability (number of items per objective}. A deter
mination is made of the number of itemns that should
be tested in order to obtain a stable score on an objec.
tive. For .this type of stability, the assumption ig
made that for each objective there is a pool or popula-
tion of jtems with mixed difficulties that deals with
the objective and that for any given te: t, a sample of
those jtems i9 selected. Stability can be estimated
with response data using carrelation techniques and/
or Bayesian modets (17).

. Sensitivity toinstruction. This measureof test quality
is usually obtained for ¢arts that are linked to a specific
educational program. It can be obtained from re-
sponse data by comparing scores of those who have
and have not received instruction.

. Cultural/sex bigs. Bias in measurement occurs when
characteristics of the test, the testing process, or the
interpretation of test results lead to inaccurate infer-
ences about the knowledge, skills, or other attributes
of individusls or groups (1}. Bias can-be measured by
ANOVA or regression techniques using response data
or by expert review using judgmental data.

6. Criterion validity. Criterion validity establishes the

meaningf:ilness of the criterion in terma of which crr
scores are interpreted. Establishing criterion validity
makes use of clagsical validity measures and is either
a one-step or & two-step process:

Step 1: The first step involves assessing the mean:
ingfulness or content validity of tle domain: that
objectives have been selected and organized to be in
themselves educationally significant and that test
items have been systematicatly generated to cover
the objectives. Step.1 is usually established by hav-
ing experts review the objectives and test jtems to
determine the extent to which they were developed
in conformance with prespecified procedures and to
which they cover the domain in a comprehensive
and meaningful manner.

Step ! must be completed for all crrs and, in some
cases, is sufficient for establishing criterion validity.
One example of a test that requires only Step 1 crite-
rion validity is a cpr based on objectives that are
narrowly defined and operationally stated in such
detail that generating items requires only transpos-
ing the objectives into question form. car score in-
terpretations of objectives with these characteristics
are meaningful because the objectives describe skills
that can be measured directly by test items. In a
second case, the car's objectives are linked to a cur-
riculum and interpreted by teechers or curriculum
experts. crr score interpretations are meaningful for
these objectives because the skilis and knowledge
measured are those taught in clagsrooms using a
specific currienlum. A third case in which Step 1
velidity is sufficient is when comparative data are
provided or when the chr score interpretation for
each objective is supplemented by a normative
interpretation.

Step 2: In Step 2, criterion validity is established
through empirical means and involves determining
whether examinees who perform well on the test
have really achieved the educational objective. Step
2 criterion validity can be measured by comparing
scores obtained by individuals who, in advance of
taking the crr and using independent criteria, are
judged to possess or not possess the skills that the
obj-ctive is intended to measure. To the extent that
the car discriminates between these two groups of
individuals, the car has criterion validity. (Note
that if an objectiveor domainis considered analagous
to apsychological state, then Step 2 criterion validity
can be likened to construct validity; otherwise. Step
2 criterion validity can be likened to concurrent
validity.)

By establishing Step 2 criterion validity, the rela
tionship between test items and the objectives they
are supposed 0 measure is empirically confirmed.
Step 2 criterion validity permits assertions gbout
mastery of the individual objectives that comprise a
domain and about more complex behaviors whose
component parts are defined by the domain.




APPENDIX

RATING FORMS AND INSTRUCTIONS

The caToE rating system has been designed so that school personnel, teat-selection
committees, researchers, and professional evaluators car prepare a description
and evaluation of criterion-referenced tests. In the following section of this paper,
the rating form and instructions for its use are presented,




1: Marketing and Packaging*

Grade Levels Tested
). SCOPE (total CRT) K 1 2 4 5 6

(of Total CRT) Grade Level Coverage O{0) O Doesn't cover O{1) O Covers needed grades
ftotal CRT} needed grades

O MNot applicable.

Number of Separate Tests 20) O/ rest 0(1) 029 tests 0(2) O 10 or more tests No pre-formatted
tests

List of Objectives O No B Yes
Flexibility to Select ltems O No O Yes, some 0 Yes, extensive

\\.

. TEST . O Hand scoreable O Machine scoreable O Hand or machine
ORGANIZATION Answer Sheet Format only only scoreable

O—1to—. O—_to.—items
objectives par test per objective

Alternate Forms 0O No O Yes

Test Length (range)

Tests ’ O No O Yes, standard O Yes, optional
Technical Manual 0O No O Yes, standard 0O Yes, optional
. AVAILABLE User’s Manual/Guides G No O Yes. standard O Yes, optional

MATERIALS Answer Sheets 0O No 0O Yes, standard O Yes. optional
Cassettes/Special Equipment O No O Yes, standard O Yes, optional
Student Report Forms D No O Y5, standard (3 Yes, optional
Resource Books 0O No O Yes. standard 0O Yes, optional

-
. OTHER Inservice Training Available 0O No O Yes, standard (3 Yes, optional
PUBLISHER O Simple scores 0O Extensive score

SERVICES Scoring of Tests O No only summaries

Cost per Student at a
. COSTS Given Grade Level

. QUALITY OF
gATER]A'LS Physical Quality of Materials O Poor O Good 0O Very good

*Information sources for each component of the CRTCE may be fo  d jn the CRT's test buoklets, examiner’s manual, andfor technical manual. It should be noted that not all CRTs have
these three parts nor is imformation similarly oiganized from publisher to publisher. 1 1
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2. Examinee Ap;;ropriateness

w o e

p

s e

Study of Test Item’s Appropriateness 0 Not reported Q Expert judgment 0 Response data
i. TEST ITEMS Vocabulary, Brevity, Clarity O Inappropriate O Appropriate
Tasks Requited of Examinees O Inappropriate 0 Appropriate
Vocabulary, Brevity, Clarity O inappropriate O Appropriate
2. INSTRUCTIONS Hiustrative Sample Ttems 0 Not present 0 Present but not 0 Effective and
carifying clarifying
Test Page Layout O Complicated a Clear
3. FORMAT Hlustrations and Print O Unclear a Clear
Auditory Presentation O Garbled 0O Clear
4. TIMING Timing and Pacing O Inappropriate O Appropriate 0 No guidelines
5 ﬁ::‘gg%%uc Response Scheme 0 Complicated a Simple

B RSN NP P N MUY v, . o
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3: Administrative Usability

Size of Testing Group 1) O Individual only 2(1) O Groups only 2(2) OIndividual or group
Administrator 0(0) O Specialist I(1) OSchool personnel 1(2) O Self-gdministration
Administration Time O Shortest possible D Longest possible O No time Emits
time: ___ time: ——
I. ADMINISTRATION Directions O Not available D Available, incomplete O Available, complete
Equipment D Special equipment ONo special equipment
needed needed
Order for Testing {3 Prescribed sequence DGeneral guidelines O None
Modificati f CRT
2. ADAPTABILITY by User oNo O Yes, limited O Yes, extensive
3. SCORING Ease of Scoring O Subjective 0O Objective
Score Interpreter D Specialist O School personnel D Self-interpreting
.- . . m] Avai]at{le, not
4, " TERPRETATION Score-Interpretation Guide + DO Not available O Available, complicated complicated
Score Interpretability * D Complicated, unusual ‘ DSimple, standard
Decision-Making Utility O No guidelines O Yes, limited O Yes, extensive
5. DECISIONS Curriculum Referencing 0(0) O Norne 0(1) O Yes, some 0(2) O Yes, extensive
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- 4: Function and Purpose

1. PURPOSE

Test Uses
{Circle all chat apply)

&1) 0 Diagnosis
2(1} O Achievementfoutcomes

8 Othet, please specify:

&) 0 Placement

2(0) O Comparison of instruction
programs

1(2) D Achievement{progress

17




L 4!

§: Objectives Development

Domain Definition £ None 0 Vague, general 0 Specific

1. DOMAIN (OB.II:.FT IVE) Domain Structure O Content area O Content/process matrix 0 Objectivesfitem

SPECIFICATION generation format
2. OBJECTIVES® (L);ga:iizigon of I?bjeu;tiw.s 0 None 0 Simple list (no structure) 0 Categories (strands) O Hierarchy

vel of Generali

CHARACTERISTICS Objectives yo 0 General 0 Specific 0 Very detailed
3.MATCHTO .

INSTRUCTION Curriculum Match 2(0) D None 1(1) O Some 0(2) O Extensive

18
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6: Item Development

- Items Coded 10 Objectives 0(0) cNo 2(2) O Yes
1. ITEM-OBJECTIVE Number of Items per Objective 0 Not applicable—Items DRange: ___to . D Average:
RELATION not coded to objectives itemsfobjective
Scope of Coverage of Objectives O Poor 0 Good
2. ITEM GENERATION Ruies for ftem Writing D None 0 Suggestions D Specifications

20
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7: Methods of Score Interpretation

0(0) O leem difficulry

0{0) O Aciual score

1(1} O True score

{Percent of nems {Percent uf
correct) objective
Scores Reported in achieved;
I CRITERION- :;":}::ﬁ : ':"’! of 0(0) O Arbitrary mastery 1{1} O Empirical mastery
S— " apn " 3 - .
REFERENCED (Cheek gif that 1{1) O Achicvement level 1(1) O Probability of
apply) after 2 certain acheving next
amount of 12arming level
time
Comparative Scores
Reported gs well as a .
. - I n ' f 1y *
2 NORM-REFERENCED |  Criterion Referencea | (1) B Viandard score W) aselme 1) O Percentes
Score (Check aif f
that apply }




8. Analysis and Validation

Ficld Test Reported - O No 2 Yes
Scale 2 Simall O Moderate { Large

I FILLD TEST Scope-Geopraphie 8 Local O Regional T Nauonal
Scope-Ethnic 2 Lrule ethnic representalion  Ethmae representation

Sample Representativeness i No samiphing plan [ Probabilay sampling plan 0 Speetal sampleee {(nun-probability }

2 ITEM QUALITY tlem-Objecuve Congruence 6 Nol repo,ted 3 Reported (Give valu2:
Gudgmental data) Cultural Bias O Not reported O Reported (Give ralue:

Sensitivity 1o Instructios O Nut reported O Reported {Give value:

Equwvalence {ite m-objective

+ ITEM QUALITY internal consistency) (3 Not reported 0 Repotied (Give value:

(respunse dala) Stabihty 01 Not reported O Reported (Gize value:
Cuhural Bias 6 Not reported O Reported (Give value-

Test-Obyective Congrience .
4. TEST QUALITY feontent validity ) O(0) O Not reparted (1) O Reported {Give vahe,

dgmenial data)
Gudgmenta Cultural Bigs O(0) O Nat reparted (1) O Repaorted {Give vahee;

Sensitivine o Instruction O(0) QY Nt reporied H2) O Remrorted (Give valtee,

Faurvalence {isternal con- .
sistoner by abjective! 0(0) O Nut repurted A2) O Reparted (Give value,

s TR ' Stability {test-retest
5. TEST QUALITY ability {test-retest/ Q(0) O Nt reporied A2y O Reported {Give value

alternate form
{respunse dana) ernate forms)

Stahitrey fmenber of
Hems per obygective)
Criterton Validuy O0) O Not reported U2y O Reported (Give value:

Criltueral Bigs QLQ) 12 Nt reporeed 22y O Reported (Give ralue:

0(0) Q Nt reporied 22) O Reported (Give valite-




1: Marketing and Packaging®
Grade Levels Tested
(of Total CRT) Grade Level Coverage (0) O Doesn’t cover (1) O Covers needed grades
{total CRT} needed grades
0O Not applicable.
Number of Separate Tests 200) O I rest A1) 029 tests 0(2) 0 10 or more tests No pre-formatied
tests
List of Objectives ONo O Yes
: Flexibility to Sefect Items 0O No 0O Yes, some 0 Yes. extensive
2. TEST 0O Hand scoreable 0O Machine scoreable 0 Hand or machine
ORGANIZATION Answer Sheet Format only only scoreable
0O__to— O——_to._items
Test Length (range) objectives per test per objective
Alternate Forms ONo 0O Yes
Tests 0 No O Yes, standard 0O Yes, optional
Technical Manual O No O Yes, standard O Yes, optional
3. AVAILABLE User’s Manual/Guides 0O No O Yes, standard O Yes, optional
MATERIALS Answer Sheets 0ONo O Yes, standard 0O Yes, oplional
Cassettes/Special Equipment O No O Yes, standard {3 Yes, optional
Student Repont Forms ONo 0O Tes, standard 0O Yes, optional
Resource Books 0ONo O Yes, standard 0O Yes, optional
4. OTHER Inservice Training Available ONo 0O Yes, standard O Yes, optional
PUBLISHER o 0 Simple scores 0 Extensive score
SERVICES Scoring of Tests ONo only summaries
£
Cost per Student at a ok
5.-COSTS Given Grade Level
6. QUALITY OF
SIATERIAI.S Physical Quality of Materials 0 Poor 0 Good O Very good

*information sources for each component of the CRTDE may be found in the CRT's test booklets, examiner’s manual, andfor technical manual, It should be noted that not all CRTs have

these three parts nor is information similarly organized from publisher to publisher.




RATING INSTRUCTIONS FOR THE CRTDE

1. MARKETING AND PACKAGING

1. acorx (Scope of the total car system: that is, taking into
account #il tests for ali grade or achisvement levels con-
gideved together.)

8} Grode Levels Tested (total cat)
K-12—Circle each grade level for which test materials
are available.

b} Grade Level Coverage {(total car)*
0{0) Doesn’t cover needed grades— Forms of the test
are not availeble for all needed grade levels.

2 (1) Covers needed grades—Forms of the test are

available for each neadod grade level.

2. TEST ORGANIZATION®

8} Number of Separate Tests

{Most cars are organized into a series of independent
tests each measuring one or a few objectives; some
have just one test per grade level and others have no
preset tests, simply an item pool from which tests are
made to order.)
21{0) 1 test--Only one preset test is provided at this
achievement/grade level.

0{1) 2-9 tests—Two to nine preset tests are provided
at this achievement/grade level.

0 (2) 10+ tests—Ten or more preset tests are pro-
vided at this achievement/grade level.

010} Not applicable—No preset tests are provided.
b} List of Objectives
No—A list of the car objectives is not provided.

Yes—A list of the cxr objectives iz provided.
Flexibility to Select Items
No—Al jtems for a given objective must be used.
This i# usually the case with pre-formatted tests.
Yes, some—There i# some opportunity to select the
items that can be used to test an objective. This is
the case with cxrs that provide detailed item-writing
rules, since parallel jtems can be generated.
Yes, extensive—There is freedom to choose items to
test an objective. An example of this situation is a
car that has an item pool from which tests are
custom-made.

d) Answer Sheet Format
Hand scoreable only—Tests must be scored man-
ually.

Machine scoreable only—Tests must be machine

scored.

Hand or machine scoreable—Tests can be scored
manuaily and by machine.

*Asaign weights to all jtems in italics. If the car Is going to beused inan
evaluation context, use the weights outaide the parenthesss: if it is going
to be uved in & claseroom context, use the weights in the pamnthess.
Record the valus of the weight in che box.

*»Note: From this polne forward. it ls assumed that a car for a single
grade or achievement lavel is being reviewed.

e) Test Length (range)
——to ___ objectivea per test—Range in number
of objectives per test

4 to . items per objective-- Range in the num-

ber of items per objective

f) Alternate Forms (Parallel tests that measure the
same content using different but equivalent test
items}
No—Alternate test forms are not provided.
Yes— Alternate test forma are provided.

. AVAILABLE MATENIALS. (The kinds of materials that are
provided as part of the car. For each item in this sub-
section, a distinction is made between those materials
that are provided.as standard parts of the car and the
materials that ars optional [that can be purchased
separately].)

8) Tests {Pre-formatted test forms)
No—Not provided as part of the car
Yes, standard-—Provided an a regular part of tha cat
Y es. optional — Not sutomatically included as part of
the car; can be purchased separately

b) Technical Manual (This is a report that describes the
cur system and the way in which it was field tested
and analyzed. This manual should present statistical
indexes of refiability and validity.)
No~—Not provided as part of the car
Yes, standard— Provided as a regular part of the cur
Yes, optional—Not automatically included as part of
the cat; can be purchased separately

c) User's Manual/Guides (A manusl orbrochure written
for teachers and others who will administer the cars,
the manuals usually include detailed instructions for
test administration and use of the system.)
No-—Not provided as part of the car
Yes, standard— Provided a8 a regular part of tha car

Yes, optional—Not automatically included as part of
the cut: can be purchased separately
d} Answer Sheets {Pre-formatted forms for recording

No—Not provideg as part of the car

;{ Yes, standard —Provided as a regular part of the car

Yes, optional—Not automatically included as part of
the cer; can be purchased separately.

e) Cassettes/Special Equipment {Tape cassottes, video
equipm}ant. etc., required to administer and/or score
the car

No—Not provided as part of the crT
Yes, standard—Provided as a regular part of the cat
Yes. optionai— Not automatically included as part of
the cxr: can be purchased separately
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D Student Report Forma {Speciat forms for document-
ing the progress of each atudent)
No—Not provided as part of the car
Yee, standard—Provided as a regular part 5f the cnr
Yee, optional—Net automatically included as part of
the car; can be purchased

; g) Resource Books {Special aids associated with the

N cxr—for example, curriculum guides that reference

» pages in text whare the car's objectives are covered)

: No—Not provided as part of the car

Yea, standard— Provided as a regular part of the car
Yea, optional— Not automatically included as part of
. the cur; can be purchased separately

- 4..0‘l'm PuBLIGHER sERvIcRs (Adjunct services available

from the publisher)

8} Inservive Training Available (Tnstructisn in the use
of the enr system)

No-—~Publisker dose not make available any form of

inservice training.

Yes, standard— Publisher offers inservice training as
" & standard part of the car.

Yes, optional—Publisher offers inservice training

which can be purchased separately from the car.

b} Scoring of Tests (Scoring services that usually in-
volve sending tests to the publisher for acoring or the
rental/purchase of special computer programs for
scoring tests)

No-—Scoring services are not available from the
publisher.

Simple scores only —Only individual test-scoring ser-
vices are available (no summary information).
Extensive score summaries—In addition to indi-
vidual test scores, aggregated scores and other sum.
mary data are available.
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5. coers {Of purchasing the cur system from the publisher)
Cost per Student at a Given Grade Level. {Cost per
student of the cer at a given grade or achievement
level is based on a minimum purchase. Thua, if the
test i 20ld in lots of 35, the cost per student would be
1/35 of the lot price.)

6. QUALITY OF MATERIALS
Physical Quality of the Materials (A subjective gval-
uation of the ¢ar materials)

Poor—Below average quality
Good— Average quality
Very good—~Above average quality

2. EXAMINEE APPROPRIATENESS

1. Txer rTRMB
a) Study of Test Items' Appropriateness {Thia includes

investigations, conductad by the publlaber, for the'

appropriatenesy of the test items for the intended ex-
amineea, Such investigations are usually documented

. in technical manuals or user’s guides.)

Not reported—An investigation of test items’ ap-
propriatenesa iy not reported: (Note: mention that an
investigation was condncted withont any details
should be rated "not reported.” Some details on the
pature of the investigation and/or ite results are re-
quired.)

Expert judgment—Experts’ opinions are used to
establish test items’ appropriatenees,

Response date—Empirical studies {that include giv-
ing teat itams to examinpes) were conducted in order
to establish teat items’ appropriateness.

b) Vecabulary, Brevity, Clarity (A subjective evelua-

tion of test items’ appropriatences in terms of their
vocabulary, brevity, and clarity}
Inappropriate—Most items are inappropriate. That
is, the items use vocabultry that is too difficult or
eagy; the items are nesdlesaly long; the items are
misleading; or there is no connection between the
item stems and answers,

Appropriate~-Most items are appropriate. That is,
the vocabulary used matches theintended examiness’
educational level; the items are not too long and con-
tain only relevant information; and there is a simple
connection between the item stotns and snswers.

¢) Tasks Required of Examinees (A subjective evalua-

tion of the ability of the designated examinees to
accomplish tasks required to complete the test itema.)
Inappropriate— Most items involve tasks that aretoo
easy ar difficult for examinees.

Appropriste—Most items involve tasks that exam-
inees should be able to accomplish.

2. MNETRUCTIONS

a) Vocabulary, Brevity, Clarity (A subjective evalua.

tion of the instructions, either read to or by exam-
inees, in terms of their vocabulary, brevity, and
clarity)

Inappropriate~Instructions are ususlly inappro-
priate. That is, the vocabulary used is too easy or too
difficutt for examinees, they are needlesaly long, or
they are misleading and confusing.
Appropriate—Instructions wre usually approprinte.
That is, the vocabulary used matches examinees’
educational level; they are brief and easily under-
stood

b) Inust;-aﬁve Sample Items (The inclusion of sample

29

test items in the instructions)

Not present—No sample items provided.

Present but not clarifying—Sample items are pro-
vided, bui are not representative of the items,
Effective and clarifying—Sample items are pro-
vided that accurately represent the tasks required by
the test items.
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2. Examinee Apriopristeness

Study of Test Item’s Appropriateness B Not reported B Expert judgment B Response data
1. TEST ITEMS Vocabulary, Brevity, Clarity B Inappropriate D Appropriate
Tasks Required of Examinees B Inappropriate B Appropriate
Vocabulary, Brevity, Clarity B inappropriate . D Appropriate
2. INSTRUCTIONS Illustrative Sample Items D Not present 0 Present but not 0 Effective and
clarifying clarifying
Test Page Layout B Complicated D Clear
3. FORMAT Ilustrations and Print B Unclear B Clear
Auditory Presentation B Garbled 3] Clegr
4. TIMING Timing and Pacing t 8 Inappropriate B Appropriate &EI No puidetines
: T =
5 ﬁﬁgg‘ég&NG Response Scheme B Complicated a Simple
A
K
#
] 3}
F \
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3. sonsat {(Aphropriateness of the formatting of the crr
materials)

a} Test Page Layout {A subjective evaluation of the
arrangement of written materials on a test page)
Complicated —Below average quality: crowded and
confusing format
Clear— Average or above average quality; clear for.
mat

b} Ifustrations and Print {A subjective evaluation of
the clarity of print and fllustzations)
Unclear—Below average quality; difficult to follow
and confusing
Clear— Average or ahove average quality; readable;
realistic; up-to-date, and bold

¢} Auditory Presentation {A subjective evaluation of
the clarity and sase of understanding of oral presenta-
tions)

Garbled-Below average quality; garbled preseniea.
tion using stang and/or poorly paced

Clear— Average or above average quaiity; easily
understood presentation with no slang apd well
paced '

4. TIMING

_Timing ond Pacing {A subjective evaluation of the

“timing guidelines)
Inappropriate— Suggested timing and pacing tech-
niques are usvally inappropriate for the designated
examinees’ educational level or amount of time avail-
able for testing.
Approy.. iate—Suggested timing and pacing tech-
niques are usually appropriate for examinees.
No guidelines— No timing and pacing guidelines are
given,

5. RECORDING ANSWERS
Response Scheme
Complicated—The procedure used to record answers
to the test items is difficult to use and likely to be
confusing to examinees.
Simple—The procedures used to record answers are
simple and easy to use {multiple choice or fill-ins}.

3. ADMINISTRATIVE USABILITY

1. ApumsTRATION

a) Size of Testing Group
0 (1) Individual only —Testls) myst be administered
on an individual basis.
2 (1) Groups only— Test(s) may be administered to
small groups {fewer than 30).
2 (2) Individual or group—Test(s) may be admin-
istered to large groups {more than 30}. Group admin.
istratiop includes a single cassette that can be used
by many students simuitaneously.

b} Administrator
0 {0) Specialist—Only a specialist {such as a paychol-
ogist) may administer the car.
1 {1} School personnel—Teachers o:- classroom aides
may administer the cer.

1 (2) Self-administration—The cat can be adminis-
tered without assistance from teachers or others.
This includes cwr aystema with audio-cassette test
- directions.

¢) Administration Time
Shortest possible time— Shortest time recommended
for examinees to complete any single test
Longest possible time— Longest time recommended
for examinees to complete any single test. .
No time limits—No limits on testing time are pro--
vided.

d) Directions
Not available— There are no directiona to be read to
or by the examinee. '
Available, incomplete--Directions do not cover ail
aspects of test taking; a standardized system for test
taking is not guaranteed.
Available, complete— Directiona vover all aspects of
test taking. and a standardized system is satab-
lished.

¢) Equipment
Special equipment needed--Special materials other
than paper and pencils needed for test administra-
tion (such as casseties and video equipment)
No special equipment needed—Only paper and pen-
cils are needed for test administration.

f) Order for Testing {The order in which the objectives
measured by the car must be tested)
Prescribed sequence—Objectives must be tested in a
prescribed order {this is frequently the case, for ex-
ample, with car systems designed for use with &
specific curriculum or with cxrs that test all objee-
tives on a single form).
General guidelines— An order for i+ sting objectives
is recommended but not mandatory {this is frequentiy
the case when objectives are structured in a hier-
archy.
None—T here is no prescribed order in which objec.
tives must be tested.

2. apaprapmwity {The extent to which the cRT system can
be modified by the user)
Modification of crt by User (Guidelines provided by
the publisher for altering or modifying various as-
pects of the cat)
No—No modifications are permitted. or no guidelines
are given.

Yes, limited— Guidelines are given for making limited
changes to the crT.

Yes, extensive— Guidelines are given for making ex-
tensive changes to the crr.




3: Administrative Usability

Size of Testing Group
Administrator
Administration Time

0(1) O Individual only
0(0) O Specialist
0 Shortest possile

2(1} O Groups only
1(1) O School personnel

O Longest possible

2(2) O Individual or group
1(2} OSeif-administration
O No time limits

me: time:
. ADMINISTRATION Directions O Not available O Available, incomplete O Available, complete
Equipment O Special equipment 0 No special equipment
needed needed
Order for Testing OPrescribed sequence O General guidelines ONone
. ADAPTABILITY t’fy"fj’ﬁc"“"“ of CRT 0 No O Yes, limited O Yes, extensive
ser
. SCORING Ease of Scoring O Subjective O Objective
Score Interpreter 0 Specialist O School personnel 0 Self-interpreting
. . . ) licated O Available, not
 INTERPRETATION Scorednierpretation Guide O Not available D Available, complicate complicated
Score Interpretability 0 Complicated, unusual 0 Simple, standard
Decision-Making Utility ONo guidelines O Yes, limited O Yes, extensive
- DECISIONS Curriculum Referexncing 0(0) O None 0(1) O Yes, some 0(2) Q Yes, extensive
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3. sconmio

Ease of Scoring ,
Subjective—Test scores are not assigned using a
standardized set of rules and procedures and can be
considered a function of scorer's discretion.
Objective—Objective scoring system that is stan-
dardized

4. INTERFRETATION

a} Score Interpreter
Specialist— A specialist {5 required to intarpret the
CRT’S scores.

School personnel—Teacher or classrcom aides can
interpret cat's scores,

Self-interpreting—Test forms include a scoring
mechanism (carbon-backed test form with scoring
key and interpretation guide).

b) Score-Interpretation Guide {Interpretation guides,
in various forms, which permit correct and consistent
interpretation of & cat's scores)

Not available—No guides or directions for inter.
preting scores are provided.

Available, complicated—Guides are provided to
assist in the interpretation of scor&sbut are difficult

t0 upderstand or have inad jons.
Available, not complicated — h eagy-to-
use interpretation guidelin vided.

c) Score Interpretability
Complicated. unusual— Interpretation systems are
not commonly used and/or require numercus tables
and mathematical conversions.
Simple, standard—Interpretation systems are gen:
erally understood and easily used.

0 (2) Yes, extensive—~The publisher provides g refer.
encing system thot includes all the car's objectives
and most of the major instructionat programs,

4. FUNCTION AND PURPOSE

{. runrost {The purpese of the csr suggested by the
publisher)

Test Uses

0 (1) Diognosis—The car iy used to identify difficul-
ties with gpecific learning objectives. tasks, and/or
behaviors,

0 (1) Placement—The cur {8 used to Jocate the exam-
inee’s position in a curricutum or learning hierarchy,
1 {2) Achievement/progress—The cur is ysed to
measure achievement of specific learsing objectives,
tasks, and/or behaviors.

2 (I} Achievement/outcomes—The cxT is used to
measure the ontcomes of instruciion and/or the ex.
tent to which an educationsl program’s objectives
have been achieved.

2(0) Comparison of instruct.znal programs—The car
is used to comnpare two or more educational pro-
grams.

Other, please specify —Mawme other uses suggested
for caT.

6. OBJECTIVES DEVELCPMENT

1. poMams {omEcTIvRSe) sPRCINCATION
a} Domain Definition (How the domain or the organized
5. DECISIONS

a) Deciston-Making Utility (The usefulness of guide-
linea provided by the publisher that Jescribe how to
use the c&T results to make educational decisions)
No guidelines—Guidelines for rules for decision
maeking are pot provided.

Yes, limited — Guidelines are provided, byt they are
vague, incomplete. or not particularly relevant to the
test's stated purposes.

Yes, extensive—Guidelines are provided that are
complete, clearly defined, and relevant to the test’s
stated purposes.

b) Curriculum Referencing (A guide. usually organized
by objective, linking each of the car’s objectives to
specific components of major instructional programs,
is provided.)

0 {0) None—The publisher provides no system of cur-
riculum referencing,

0(1) Yes, some—The publisher provides areferencing
system that is limited in that not all the caT’s objec-
tives are referenced and/or only a small humber of
instructional programs are included.

)
()

set of abjectives measured by the cur is defined)
None--Domain ia not reported and/or defined.

Vague, general— Domain is defined in unclear or in
very general terms,

Specific— Domain is defined clearly and in detail.

b} Domain Stucture

Content area— Domain structure is not clearly speci-
fied ({for example, the domain is cniy linked to 4 broad
content area}.

Content/process matrix— Domein is structured by 8
content/process matrix that defines the knowledge
that will be pssessed and the waya in which jt will
be measured.

Objectives/item generation formuat—Formal, repli-
cahle rulzs are given for generation of items and/or
test items.

2. OBJECTIVES" CHARACTBRISTICS
a} Orgunization of Objectives

None—A complete list of objectives thet define the

crr for the grade/level being reviewed is not pro.
vided.




4: Function and Purpose

{1} O Diggnosis O(1) O Placemcn: 102} O Achievemeinfprogress
Test tses X1 O Achievementfoutcontes 2(0) © Comparison of instruction
1. PURPOSE {Circle all that apply ) programs
03 Other, please specify:

5: Objectives Development
Domain Definition € None O Vague. general 0 Specifie

1. DO-MA]N (OBJECTIVE) Domain Structure O Content area 0 Content/process matrix O Objeciivesf/item

SPECIFICATION generation format
>, OBJECTIVES: (L);sariz:gon oflfbjc::‘lives O None & Simpie list (no structure} O Categories (strands) O Hiecarchy

. . ¢l of Geunerality o

CHARACTERISTICS Objectives Y Q General 0 Specrfic 0 Very detailed
3. MATCHTO _ ’ 2 :

INSTRUCTION Curriculum Mateh X0) o Noue 1{1) i Some 0(2) O Extenstve
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Simple list (no structure!— A list of objectives that

- define the crr is given, but the objectives are nct

structured or crgrawced in any specific fashion.
Categories (strands)— A list of the objectives defu-
ing the cxr is provided and the objectives are orgs
nized into major skill areas or strants fia reading,
two strands that migh! L used o organize the ob-
joctives are compuehension and vocabulary).
Hierarchy — A list of the objectives that vefipe the cur
is provid«d with the objectves organized within cate-
gories into a hisrerchy of skills/tasks.

b} Level of Generality of Gbjestives (How broadly or

narrowly objectives are stated)

General—Very global stutemainis cover a wide range
of content. skills, and hehavior.
Specific—Siatements clearly cefine the skill or
knowledge being asscssed but are pot = apecific as to
constitute behavioral objectives.

Very detailad—Objectives are stated in dutail or in
beheviorai terms,

3. MATCH TO INSTRUCTION -

Curriculum Matck

2 {0} None—The car system is not desigrned for use
with a specific instructional program,

111) Some—The cRT system is not necessarily depen-
dent on the skills or context of an mstructional pro-
gram. However, it may be more apprepriately psed
with certain types of progreans (for exampls. a cat
may be geveloped from several instructional pro-
grams and reflect the hipe of these programs, or the
cxr might emphasize terminology and noipenclature
used ir only some programs},

0 (2) Extensive—The car. its objectives, and test
itemns are dependent on a particular curriculum or set
of instructional materials and techniques.

6. ITEM DEVELOPMENT

1. ITEM-OBJECTIVE BELATION
a) Items Coded to Objectives

0 (0} No—Items are not referenced to a specific ob-
jectivels},

2 {2} Yes—Each test item is referenced to & specific
objectivels).

b) Number of It~rms per Objective (The minimum. max-

Imum. and average number of items used to test each
objective)

¢} Scope of Coverage of Objectives

26

Poor—In general. test items do not adequately cover
the range of beheviors, contents, situations, and/or
skills that are agsociated with the objectives being
tested.

Good — Most test items adequately cover the rangeof
skills. behaviors. contents. and/or situations asso-
ciated with the objective being tested.

2. ITEM GERZRATION

Rules for Item Writng (A procedure or set of rules
for writing toat items)

None—No system/rules were used {or reported} to
guide item writing.

Suggestions— 3ome very general rulcs were provided
{and reported} tn guide item writing (all items must
be multipl. choice, for examplel.
S;acifications—Comprehensive, detatled system/
rules were Provided {and reported! to guide item
writing. Sucl, rules shoull limit the kinds of itema
used 10 measure £ objective (define appropriate con-
teat and format, Ior axample).

7. METHODE OF SCORE INTERPKETATION

), CRITEMON-REFERENCRD

33

Scorez Reported in Terms of Levcl of Performance
{Criterion-referenced test scores for individuals and
groups must be presented in terms of the Jevel of
competensy or magtery of the specific objectives on
which the et js based. The distinctive feature of a
CRT score must, therefore, e in its emphasis on
descibing the absolute rather than tha relative level
of performance with respect to an objective or skill.}
Some of tire different kinds of car ocores include:

0 (0} ftem difficults —Thia represents the percentage
of examinees or groups who “pass’” each item; that
is, the item’s ditficulty.

0 {0y Actual svore ~This is the number or percent of
correct itenus on o given objective, referring to the
number of items actually passed on the test.

1 () True score—This indicates an individual's or
group's true leve) of performance on an objective,
referring 16 the portion of the total upiverse of items
for an ohjeciive that an individusl or group could an-
swer correctlv, (That is, if overy possible itum was
tested, this score is the number of items that an indi-
vidua! or group would pass.)

0 (0) Arbitiary maastery—This refers to whether an
individual or group has achieved a pre-set but arhi-
trarily defined tevel of performence.

1 {1} Empirical mastery—This rerers to whether an
individual or group has achieved & pre-set criterion
ievel of performance where the criterion level is edu-
cationally meeningful and empirically justified.

1 (1) Achicvement level after a certain amount of
learning time~—This reports the time it takes tiz: clags
hours or calendar days! for an examinee or group 1o
achieve a given performance level,

I (1) Frobabilivy vf achieving next ievel—This refers
to the probability that the examinee is ready to begin
the next !evel of instruction (this may be based on
both the number of items eorrect and the patterns of
answers given to these items).
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6: Hern Development

{1ems Coded tv Objectives 0(0) oNo 2(2)O Yes
1. ITEM-OBJECTIVE _ Number of liems per Objective ONot applicable—1tems ORange:___to ____ O Average; .
RELATION not coded to objectives itemns/fobjective
Scope of Coverage of Objectives O Poor 0 Good
2.ITEM GENERATION Rules for tem Writing O None D Suggestions D Specifications
7: Methods of Score Interpretation
0(0) O ltem difficulty 0(0) D Actual score 1(1) O True score
{Percent of items {Percent of
correct} objective
Scores Reported in achieved )
I. CRITERION- ;’:g;ﬁ; Level of 0(0) O Arbitrary mastery | 1(1) O Empirical mastery
REFERENCED (Check all that 1{1) O Achievernent levei 1{1) D Probability of
apply) after a certain achievine qext
amount of learning level
time
Comparative Scores
Reported as well as a ;
» (n] (1)o4 dl I(1yo til
2. NORM-REFERENCED | Criterion-Referenced |V f:’f::‘w seore 0 : g,:-{i;‘:.,;, (1) O Percentles
Scare {Check all a 4
that apply}
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2. NORM-RRPERENCED
Comparative Scores Reported as Wcllauﬁimion-
.Referanced ‘Score (Individual's or groupe’ 8c0res
must be interpreted in relation to the scores of
mdwidulhorgroupswhnhweukenotwho
take the test.)
1 (2) Standard score scales and age/grode equiv-
alenta—These deacribe an individual's or group’s

expected performance at given grade levels.

1 (1) Percantiles—Theee describe  in terms of
the ranking or percentage of individidals whose scores
fall below a given acore.

8. ANALYSIS AND VALIDATION

1. rmwn Tt (A field test of the published version of the
¢nT system in which examines response data are used to
-establish the reliability and validity of the items and
test system. Field tests should not be confused with
pilot tests of unpublished, preliminary working drafts
of the car system.)

a) Field Test Reported

No«-ledmtmnoteonducbed or field test was
not documented.
Yea—Field-test methods and results are repocted
with some detail. . ¥
b) Scale -
Small—Field test involved just one or two schools or
a single achool district.
Moderate—Field test involved several school dis-
tricts,
Large—Field test invoived students from many
school districts,
c) Scope-Geographic
Local—Field test was restricted to onecity or county.
Regional— Field teat involved a specific region of the
country,
National—Field test sites are geographically repre-
sentstive of the nation.
d) Scope-Ethnic
Little ethnic representation—Minority groups are
not included in sufficient numbers in field teat {can-
not measure with confidence the relative performance
of minority groupas).
Ethnic representation— Minority groups areincluded
in sufficient numbers in field test,
e) Sample Representativeness
No sampling plan—Participants in field test were
selected without any predetermined sampling plan
{schools volunteersd for field testing).
Probability sampling plan— Participants in the field
test wers selected using random sampling or random
stratified sampling.
Special sarupling {non-probability} —Participants in
field test were selected using a systematic but non.
probabilistic plan.
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2. ITEM QUALITY/JUDGMENTAL DATAY
" a) Item-Objectiye Congruence (The extent to which an
item measures the relavait objective)
Not reported —No judgmental data on item-objective
congruence are reported,
IGm valus)-—Some judgmental data on
-objective congruence are reported.

b) Cultural Bias (The existence of systematic differ-
ences. in pesformance on i item acrpss different cul-
tural groups) .4
Not reported—No judgmanh.l data on item-objective
congruence are reported.

Reported (Give vtlue)-Some judgmex:al data on
item-objective congruence are reported.
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3. ITERTQUALITY/ARSPOKTE DATA .

a) Sensitivity to Instruction (An item's ability to dis-
criminata between thosc who have and have not
beneﬁtad&ominst!wtionl
Not reported--No estimate of sensitivity to instruc-

based on response date is reported.
R!potted {Give value)—Some estimate of sensitivity
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Reported{Givevalmi Some estimate of sensitivity
to instruction is reported.

c) Stability (The extent to which performance on an
item remains constant over time)
Not reported—no estimate of sensitivity to instrue-
tion based on response data iy reported.

Reported (Give valuel--Some estimate of sensitivity
to instruction is reported.

d) Cultural Bics
Not reported—No estimata of sensitivity to instrue-
tion based on response data iy reported.

Reported (Give value)—Some estirnate of sensitivity
to instruction iy reported.

4. TEST QUALITY/JUDQMENTAL DATA

8} Test Objective Congrusnce (The extent to which a
test measuree therelevant objective; content validity)
0 {0) Not reported-—No judgmental data on item-
objective congruence are reported.
1 (1) Reported (Give value)—Some judgmental data
on item-objective congruence are reported,

b} Cultural Bias (The existence of systematic dif-
ferences in performance on the test acroes cultural
groupa}

*Different methods can be used to determine the quality of individual teet
{tems and the quality of the total teet. A distinction s made aocording to
the kinds of data (judgmenta) and responss) used to determine item and
tert quality, Jadgmental data refer to reviews of the test materials by
experts and other persons who might use the system. Roponse data refer
to the use of participants’ scores from field teais of the car matacials.

-
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8. Analysis and Validation ,

Ficld Test Reported 2 No 0 Yes
Scale 0 Small O Moderate 0 Large
1. FIELD TEST Scope-Geographic O Local 0 Regional O Nationzal
Scope-Ethnic 8 Little ethnic representation 8 Ethnic representation
Sample Representativeness B No sampling plan O Probability sampling plan 0 Special sampting (non-probability)
ltem-Objective Congruence 8 Not reported O Reported (Give value:

2. ITEM QUALITY

(udgmental daia) Cultural Bias 8 Not reported B Reported (Give value:
Sensitivity to Instruction £ Not reported B Reported (Give value:
. temrobiecti
U &:ﬂlegﬁé;liﬁc;;ec ve 0 Not reponed 0 Reported (Give vatue:
3. ITEM QUALITY

(reSpor?se data) Stability 8 Not reported O Reported (Give velue:
Cultural Bias 8 Not reported O Reported (Give value:

Test-Objective Congruence
4. TEST QUALITY {content validity) 0(0) O Not reported 1(1) O Reported (Give value:

jud, tal

(udgmental data) Cultural Bias O(0) O Not reported 1(1) OReported (Give value:

5. TEST QUALITY
(response data)

Seusirivity to hustruction

Equivalence {interndl con-
Sistency by objecrive)

Stability (test-retest/
alternate forms)

Stabitity fnumber of
items per objective)
Criterion Valldity

Cultural Bias

0(0) O Not reported
0(0) O Not reported
0(0) O Not reported

0(0) O Not reported

O(0) O Nort reported
O(0) O Noi reported

1(2) O Reported (Give value:
2(2) O Reporied (Give wlue:
2(2) O Reported {Give value:

2(2) O Reported {Give value:

2(2) O Reported {Give value.
2(2) O Reported { Give walue:

412
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0 {0) Not reported—No judgmental dawa on item-
cbjective congruence are reported.
1 (1} Reported fGive value}—Some judgmental data
on item-objectiye congruence are reported.
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5. IE3T QUALITY/RRSPONSE DATA
a) Sensitivity to Instruction { A test’s ability to discrim-

inate between those who have and those whohavenot
benefited from inatruction)

0 {0) Not reported~-No estimate of sensitivity to in-
struction based on response data is réported.

1{2) Reported (Give value} —Some estimate of sensi-
tivity to instruction is reported.

b) Equivalence {Internal consistency, the extent to

* whichall items that measure a given objectivebehave
similarly)

0 () No¢ reported—No estimate of sensitivity to in-
struction based on response data ir “eported.

2{2) Reported (Give value} —Some estimate of sensi-
tivity to instruction is reported.

c) Stability {(Test-retest; alternate forms; the extent to

which test performance remains constant over time)

44

0 {0) Not reported—No estimate of sensitivity to in-
struction based on response data is reported.

2{(2) Reported {Give valuel— Some estimate of sensi-
tivity to instruction is re)

d) Stability (Number of items per objective; a deter-

mination of the number of items needed to obtain a
stable score on an objective)

0 {0) Not reported—No estimate of sensitivity to in-
struction based on response data ic reported.

2 (2) Reported (Give value)—Soine estimate of sensi-
tivity to instruction is reported.

e} Criterion Validity (A determination of the criterion in

terms of which car scores dre reported)

0 {0} No: reported—No estimate of sensitivity to in-
struction based on response data is reportad.

2(2) Reported {Give value}—Some estimate of sensi-
tivity to instruction is reported.

0 Cultural Bias (The existencoof systematic differences

in test performance across cultural groups; this can
be measured by regression techniques)

0 {0) Not reported—No estimate of sensitivity to in-
struction based on response data is reported.

2(2) Reported (Give valuel—Some estimate of sensi-
tivity to instruction is reported.
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