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ABSTRACT

The objective was to colligate the various strands of
research in the literature of computational linguistics that have to
do with the computational treatment of semantic content so as to
encode it into a computerised dictionary., In chapter 1 the course
of mechanical translation (1947-1960) and quantitative linguistics
is traced to demonstrate the limitations of computational linguistics
without semantics, Chapter 2 covers linguistic research in the
1960*s, vhich was essentially an offshoot of transformational ‘grammar,
In chapter 3, various classification schemes are examined as a body
of experience from which to draw conclusions on the constraints to
which the construction of a computerised dictionary is subject,
Chapter 4 is a synthesis of all this’ data in the form of a model

dictionary entry,

-«

In chapters 2 and 3 the approaches to semantics ére of two
types. In one, the semantic categories for ecach dictionary entry
were in the form of unordered elcments, and the means of applying
them in text was placed within the realm of grammar, In the other
type, syntagmatic relationships occurred between the encoded
components of dictionary definitions just as they did between those

of utterances in a text,

Tne conclusion reached is that the latter type of approach

provides firmer foundations upon which to set up a computerised
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dictionary, as it shows how information is structured in terms of its
application in text, 1In the model structured entry the canponenfs of
the'definitions of a word are tagged according to their part of
speech, The representation éf a discourse then is determined by

mapping out the dictionary definitions of words as they .occur in text.

The necessity for integrating semantic components into the
structure of = dictionary was brought out at the sixth annual
symposium on mechanical translation held by the National Research
Council at Ottawa in April, 1972, Several teams apparently achieved
some results through the parsing of texts by means of ad hoc
dictionaries, Since the problems of cross-referencing and of the
recognition of seaantic grouping remain unsolved, the key to success
even in mechanical tggﬁ?,g%%gg lies in computerised lexicogzraphy., It
seems unlikely that much m;fe progress will be achieved without it,
thile the solution of these complex problems is beyond the scope of

this single thesis, a formulation of them is provided as a starting .

point for further research,
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viii
INTRODUCTION

This thesis is in support of the single approach to
mechanical translation, fact rstrieval and document retrieval, in
which semantic content is organised into a dictionary fqr computation,
as opposed to the separate and thus far ad hoc treatments of each,

The success of non-scmantic approaches in other areas of computational
linguistics has been demonstrated. In stylostatistics, for example,
while it is usual for a human researcher to focus on the meaning of
texts of disputed authorship, it is not mandatory. The idiosyncracies
of an author's style may be observed in the appearance a given number
of times of certain words or morrhemes or other marked indices that a

machine may readily identify.,

In mechanical translation and fact retrieval, too, marked
indices were sougkt. Fict retrieval in its most rudimentary fom
consisted of counting words in a text and making a summary of it by
extracting the most frequent words. This technique vas improved by
classifying words according tus subject area into vhat were called
"notational families" on the hypothesis that the subject area of a
text would be revealed by an accumulation of words belonging to one
areca, In mechanical translation such families were named
idioglossaries and were applied to disambiguate words, Such
catcgorisations of Gocabulary were an acknowledgement of the value of
providing an orgonisation of semantic content as the reneral

classifications of the type invented by Dewey in the last century for

document retrieval do,

10



Another line of developnent consicted of representing
semantic content by mcans of unordered descriptors, In document
retrieval the special classifications w2re so constructed in order to
make provision for more than one organisatioa of information so as to
meet a user®s needs. In the pcriod between 19%7 and 1950 unordered
descriptors in the form of cencept numbers were set up in mechanical
translation to complement the idioglossary in disambiguation, These
nunbers, which were basesd upon statistics that indicated that the
scanning of one or two words on either side of the ambiguous one
would be effective, indicated the selectional restrictions that
allowed words, or more specifically the meanings of words, like
ﬁflowering“ and "plant" to be immediate constituents, Disambiguation
would take place through the matching of such concept numbers. In the
1960's Katz and Fodor arrived at a system of markers'wﬁich vere

essentially concept nuiabers factored into scmantic categories,

The main drawback of applying unordered descriptors was
that from 2 finite vocabulary of them only a finite number of
conbinations could be produced, whereas in naturai language syntag-
matic structure allowed the creation of potentially infinitely long
and many sentences. Consequently the representation of texts by
descriptors was preclucad, In coordinate retrieval they seem to be
viable only because of the limits of a library's holdings and
.thorefore, of the number of discourses to be represented, This same
principle mirht appéar to apply.to the above-mentioned markers on the
ground that as the body of information contained in a dictlionary or

encyclopedia is finite, so is the number of semantic categories

11



necessary. However, the presence of synla:zistie structure in natural
language weighs against it. For exemple, while categorles of the
type abstr-ct and animate might bo appropriuste in some way in the
dictionary entry for “frighten®, they would not be useful by them-
selves for detecting, for example, "sincerity frightens John" as

grammatical and "John frightens sincerity" as anomalous,

The ke& to a computerised semantics lies in explicit
paraphrase in the form of syntagmatically constfued elenents., This
type of paraphrase has been the basis for research at the Cambridge
Laboratory Research Unit in the 1950's and in the 1960's and 1970's
at Stanford too. UWhere it is carefully formulated, the necessity for
explicitly stating the paradigmatic relationships between dictionary
entries, such as that of hyponymy, no longer exists, In the latest
research at Stanford the functions of parts of speech and- descriptors
have been intezrated into what are églled semantic eIGMents.‘ These
are the basis for the type of dictionary structure suggested in thig :

thesis, in which Katz and Fodor's marker trec would be refomulated,

Tho ramifications of establishing such a structure have not
boen investisated in this thesis. The structures provided for the
two examples in chapter 4 serve only as illustrations and are the end
product of a survey of the literature in computational linguistics,
being based upon the elimination of various fruitless approaches.
Such an investiration would require the aligr-ent of the represen-
tations for computation of several words and cornsequently an analysis

of a large smount of data. The fomulation of the semantic content

12



of dictionary entries with sufficient rigour for testing in scale,
therafore, comes within the province of a work more comprehensive

than this thesis.
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1 CMMPUTATIONAL LINGUISTICS WITHOUT SEMANTICS, 1947-1960

Beforo about 1960 ne attempt was made in computational
linguisties to provide a modeél of how scmantic content may be
structured for compﬁt;tion. To solve Seméntic problems recourse was
had to discrete indices of surface structure, In mechanical
translation it was some specific word or words in the context that
was sought to resolve multimeaning., In fact retrieval and in research -
cn disputed authorship the statistical analysis of word counts

replaced the complex analysis of content by humans,

1.1 The Role of Statistics in Computetional Linguistics

1..1.1 It is upon the interpretation of these counts that the
successful use of statistics in computational linguistics depends, for
they may signify facts, for quﬂple,'either about a given language or
a particular writer's style., Thus a letter may recur because it is ?*
literary device as in the ~ase of alliteration, or because it is an
affix common to a group of frequently occurring words, The study of
these facts beiongs to quantitative linguisties, which, to adapt
Herdan's1 divisions, may be divided into the following ﬁhree branches:

===~ 1itsrary statisties (or stylostatistics),; optimal systems of -lanmuage

structure and mechanical translation economics,

1.1l.1.1 Since writers can choose their own words, the applicability
of statisties to the first branch, in which authorship questions are

involved, may appear surprising. But it is only the first few words

14




(samples) that are insufficiont for statistical procedure., As more
énd more words come under study, the author's choice of each '
additional word is subject to the rules of grammar, which put
constraints on .the possible Qariations that may occur in the ratios
between *+ sceurrences of various words, The analogy which Herdanz-
draws between De Saussure's3 "langue-parole’ dickotony and the

dichotony between population and sample is appropriate, "Parole"

(the individual act of speech), like the sample, is open to individual

'choice, but as the number of acts of specch increases they are

constrained by "lanczue", a body of fixed convgations. Within the
limited range of variation permitted by the language the writer's own .
preferences for certain words fom a statistical pattern, This
pattern is an attribute of a given style that distinguishes it fiom

other styles,

This quantitative approach has helpéd to solve such problems
of literary research as the detemination of the chronological order.
of texts although the approach has not been able to show the
development of an individual zuthor's style, and the identification of

authors of hitherto anonymous texts., The author of The Edquatorie of

the Plancts, for exzmple, has been identified as Chaucer, in part
because of a characteristic of his style, a high proportion of Romance
words,

The problem of disputed authorship was worked upon in detail

by Mostcller and wéllace,u in their effort to detemmine whether

Hamilton or Madison wrote the twelve Federalist Papers. A statistical



approach was used because standard methods of historical research had
not, in Mosteller and Wallace's experience, scttled the issue, alfhough
an earlier attempt at using statistics by Mosteller and Williams in
1941 had also proved inconclusive when sentence iength was tested as

a suitable criterion for distinguishing styles, The'averﬁge length of
Hamilton's sentences was found to be 34.55 words, almost identical to
that of Madison's, which was 34.59 words, In 1959 Mosteller rece: i
a clue to distinctive attributes of style from L['Adair wh6 discovered
that Hamilton used the word while where Madison used whilst, Since
authors sometimes change their usage, Mosteller and Wallace looked

for more evidence, Some was found in Hzmilton's frequent use of the
words upon and enourh, Frequency counts of these words in the

disputed papers pointed to Madison as their author,

Since Madison could have mgrely edited them other marker
words were sought to corroborate the above finding., Hamilton was
found to use the words by and from less often than Madison but to
more often., Since all these were function words, it was very
unlikely that the frequency counts were due to the content of the
papers., Mosteller and Wallace concluded from the additional
statistical evidence that Madison was the author of the disputed

Federalist Papers,

Althourh a trial and error technique, the statistical
approach has, therefore, at least as much scope as conventional
literary research. In problems of disputed authorship, a literary

analysis of semantic content can be a disadvantage, since each

16



researcher has his own blas, In contrist statistics excludes it

through an olLjective assessment of elusiv: criteria,

1.1,1,2 The second branch of quantitative linguistics, the study of
the optimal systems of language structure, belongs to **hat De
Saussure” calls semiology, the study of the system of signs expressing

6 applies this study to the written word, 1In his view,

ideas, Herdan
Morse Code approximates an optimal coding systén in th~’ RE) o BT
systematically represented by all possible combinations of dots and
dashes up to length four, the most frequent letter being assigned the
shortest code, and numbers by combinations of length five., In
natural laneuage the study of the constraints in the number of

possible sequences of letters (or phonemes) and in word length

constitutes a part of semiology,

These coding principles are pertinent to the study of :
meaning, their application to which may be seen as a consequence of
Martinet's7 econony theory. In it the evolution of language is
claimed to be governed by two forces, man's inertia and man's
communication needs, from which two kinds of economy follow., One
called syntagmatic economy consists of the reduction of the length

of a word {or lexical vnit) which usually expresses a frequently used

concé;t. n exam§1e>of thiéuééonéhy is fﬁemfepiéééﬁehiuéf ‘machine &

laver', a loneg form, by Bendix, a shorter foim, Paradiesmatic oconomy,
which takes place when a concept does not occur often in the languare,
conslsts of absorbing new concepts into a language without additions

to the vocabulary, although at the expense of longer items in the

17



text. The comblning of machine, i aﬁd laver into the lexical unit
‘machine & laver' before the arrival of Bendix was an instance of this
type df econcay, These economies affecct computational linguistics,
The presence of syntagmatic économy makes it necessary for words (or
lexical units) to be classified by an elaboratc structure of semantic
components in order that a mechanical intelligence.may understand a
text, For exumple, the connection between words such as chair (a case
cf syntegmatic cconomy, since it is a reduction of 'something one sits

on') and sit has to be shown by components that represent the meaning

of chair as 'something one sits on',

1.1,1.3 The third branch of quantitative linguistics, the economics

of mechanical translation, involves empirical examinations of the
immediate environnents of ambiguous forms for an approximate
resolution of theam. Van Buren8 in his definition of lexicel items

('multiverbal items' as he calls them) is groping along these lines,

He defines multiverbal items as combinations of words at least one of

which fgiglly predicts, in certain environments, the occurreﬁce(s) of
thegathcr word(s), For example, the word hot in *thot dog' predicts
the occurrence of dog or more precisely the specific meaning of doz

(doz meaning sansace), and consequently dog is disambiguated by hot.

___Upon_such predictability depends Booth's function number technique,

which will be described in Section 1.3.2.1l.1,

-
e

The application of statistical semantics to the problem of
multinmcanine was advocated by Wbaverg in 1947, He envisaged not Jjust

the scannineg of the words surrounding. an ambiguous one, but a complete

18
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investiration to find out which part of the cortext was most useful %n
roducine ambiguity ond at what point increasing scans brought |

diminishing returns,

An actual investigatlion has been made by Kaplan.lo With
ideas similar to thosc of Weaverll he compares the effeciiveness of
the imm: liate context in redgcing ambiguity wifh that of the whole
sentence, He initially speculates that the effect of context would be
most marked on homonym ambiguities where, for example, plégxneaning
'to blossom' is easily distinguished from blow meaning *to pant! and
least marked wheres the different meanings of a word are most closely
related to each other, as in the case where blow can mean *to produce
a noise by blowing', *'to pant or puff! or *to talk loudly or boast-
fully*. To test hisvhypothesis, the following procedure was adopted:
Translators were given ambiguous wor%s, ecach of which was assigned a
list of possible meanings, and a series of utterances in which these
words appeared, The transiator was instructed to seleét the
contextual meaning of an ambiguous word for each utferance. The
results of the experiment revealed the following informations the
word after the ambiguous one réduces multimeaning more effectirely

than the word before it; two words on either side are almost as

effective as a sentence; words with many meanings are as effectively ==~

reduced as those with only a few, In addition, lexical words were

far more effective than function words,

For the translations of a word botween which the differences

12

in meaning ore subtle, Pimsleur~ established 'transemantic frequency
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counts', These are frequency counts of target language t.ianslations
of a given source lansuage word, which show the probabilit - of
occurrence of each of them, By means of these counts one may
elimingte from the computer m?mory the translations least likely to
occur and thereby save on machine operations, albeit at the expense
of the quality of the translation, The remaining, high frequency
translations; the 'cover words', would be used instead of the
oliminated words to provida a ~rcheorent although stylisticalily
unrefined translation, Thus while *the roof is laden with snow' is
the idiomatic translation of the German sentencé, 5Das Dach ist
schwer von Schnee', the machine would be programmed to provide the
translation 'the roof is heavy with snow', nonetheless, to avoid fhe
extra machine operations needed to decide when heavy should oe used

and when laden,

Reiflorl3 and Mersellu similarly adopt the criterion of
frequency of occurrence in their classification of utterances as -
idioms, Theoretically whole sentences could be tréated as such, but
their number would be infinite. Thé stock of idioms set up for
mochanical translation will, therefore, usually consist of short
‘ phrases set up in consideration of the TL, In Reifler's example the
English phrase ‘the fundamental idea’, corresponds to an scceptable
literal German translation, 'die grundlegénde Idee! énd does not,
thereforc, have to be classed as an idiom to meet thenminimum
requirements of tranélation. However, the phrase would be so

classified where the more idiomatic translation *der Grundgedanke! is

desired, namely, in the type of texts in which the phrase occurs often,

20



The economies provided by statistics have a placé in the
setting up as well as the use of tho dictionary.' Statistical data
help one to determine how large a dictionary must be in order to
contain all the words most likely to be needed for a given subject
and how to arrange entries in order of frequency to redupe searching
time, Parker-Rhodes'15 statement, however, that statistics is only
mareinally useful 1. establishing - ocedures for mecharical,
t-.nslation, although of value in their application once they have

been established expresses an appropriate general impression.

1,1,2 Studies of the distribution of words to place them into
syntactic slots have been made for a long time. For example, throurh

a study of the distribution patterns of sets of words like cassace,

16

cassement and cassation, the suffixes -ment, -age and -tion

although different in meaning may alike be categorised as nouns,

Likewise in lexicograrhy the meaning of somewhat synonymous

words such as roipre, briser and casser, may be distinguished by

their distribution patterns, Thé degree of synonymity between the
words would be indicated by the similarity of the patterns, although
the szme criterion may apply to antonyms, too, Dubois17 carries out
a case study with the adjectives zigu and pointu, both meaning sharp.
e - - In it he pinpoints the semantic éategories”of:the nouns_followed by

these words and finds that among nouns admitting adjectives like

of fild or arrondi, pointu occurs where aieru can, but not vice versa,

Miong nouns admittine the use of adjectives like sourd and yporeant,

ailru appears vherc pointu can, but not vice versa. The word pointn,
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therefore, is the génoric term in %' .. [irst case, aimi in the second,
Wrile the distribution pattern ter:nicue does not show how the
different semantic content of each wviord is structursd, it does reveal
- subtleties of usage that a speaker of a language is not consciously
awaro of, but which a couputerised c¢raantics may ult imately have to

tak into accoun .

Methods borrowed ffan psychology have been used to
determine a word's meaning through a listing of its'paradigmatic
contexts, One such method 1s factor analysis described by Barthes,18
in which a word is defined by its proximity in meaning to one member
of each pair of sntonyms., Usualliy the proximity is measured on a

seven point scale, Thus if visa were the word to be defined and

authorisation and ban constituted one of several antonym pairs, the

word's total synonymy with authorisation would be represented by a

rating of one and synonymy with ban by a rating of seven, Since visa

is not in fact totally synonymous with but merely more closely

related to authorisation in meaning than to ban, a rating of two
would probably be assigned for this pair of antonyms. Another pair

might be hot and cold. Since in this case visa is equally unrelated

to both antonyms, a rating of three and a half would be assigned for
this pair. This rating is misleading since its point of reference is
that visa is'very much related or very much unrelated to both words.
hbinreich19 appropristely points out that factor analysis could be
useful for eliciting the affect of some words 1f a statistical

analysis woere made of several people's responses, but that the method
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would only incidentally reveal the core mcaning of a word,

Another approazch in vhich paradiratic contexts are
consid- d is that of .reo asSociation.zO 15 it, sevoeral people are
presented with a word and are asked to state another irord which it
reminds then of. The responsos are then sorted out to eiiminate
private meanings and frequency counts are ,.ade of each remaining
rosponse, Of the remaining words the one elicited most frequently is
considered to be the one most related in meaning to the original word.
Unlike the factor analysis approach, this one reveals hyponymy
relationships, as when the specific term frigid, for example, is

observed to sometimes elicit the generic temm cold, but almost never

vice versa,

1,2 Information .Retrieval

Statistical methods are applied to some}aspééts of
"information retrieval®, a tem used to describe a wide area of -
~activity. "Sharp21 defines it as follows: "It is generally taken to
enbrace the whole field of the problem of recovering from recorded
knowledge those particular pieces of information which may be needed
at particular times for particular purposes.,.,." Infermation
retrieval may be subdivided into-two principal areas, fact retrieval
and document retrieval, Tahis dichotomy is not always clearly
recognised in the use of terﬁinology in the literature, Document
retriceval 1s concorned with the problems of selecting a document on a

given subjcct ares from an already classified series of documents,
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and fact rctrieval with tho problem of suamari i tho content of
documents to make them amenable to classificatic . The two areas

complement. each other, but present different probiems,

In a fully sutcmated document retrieval system, the actual
encoding of a user's request expressed in a natural language would be
performed mechanically in the retrieval of a document, as well as the
;atching of this code with the codes of existing documents. However,
while a lot of research has been directed towards the organisation of
knowledge, there has been no attempt to show how it relates to the

organisation of language. Document retrieval will be treated in

chapter 3 in an examination of classification schemes,

The scope of fact retrieval varies according to the

researchor, A summary of a text (an abstract) by machine may be

expressed in natural languaée or in a notation. In the encoding of a

user's rcquest two considerations are involved., One pointed out by
Luhn22 and Salton23 is that a usoer may be more interested in what is-
original in a text than in what general subject it comes under., The
other has to do with the type of user, For exsmple, a marine
biologist may necd a different summary of a text on fish from a
fisherman, There are two varieties of fact retrioval, derivative
indexing and assigmient indexing., The former is based on the
priuciﬁle behini the humﬁn indeker'swfééaniQQé>é}rﬁﬁé;riiﬁgﬁgr‘
important words in that a summary is derived from the words of the
text itself, 1In assignment indexing, on the other hand, a sumary is

not directly formed frem such words, put from a notation that
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interprots them, Of the two fomas of fazct retrieval derivative
indexing is the simpler one and, accordinyy to Coyaud and Siot-

24

Dacauville™” has bcen in existence the longest.,

1.2,1 Edmundson and wyllyszs suggest that in derivative indexing
.words, to which a significance rating is assigned, may Be selected
according to positional, senantic, or pragmatic criteria, A
positional eriterion would be said to apply if the first sentence of
‘éach paragraph, for example, fomed part of a summary or if words in
text were rated significant on the basis of thelr occurrence in
titles, for example, where a writer might be held to choose his words

with great care, A semantic criterion would be said to be employed if

a semantic categorisation of words of the type summary and conclusions
were utilised; here the sigﬁificance rating of a word would depend on
how comprehensive it was., A pragmatic approach is said to be adopted
when criteria are invoked whicﬁydo not directly arise from the text,
such as the occurrence of the nsmes of speclalists in a field,
vhichever criteria are invoked, derivative indexing tends to come

within the province of quantitative statilstics,

1,2.1.1 In his key-word-in-context method (KWIC) Luhn26 attempts to

base indexing on positional and statistical criteria on the hypothesis

that the frequency of a word, since writers tend to repeat words as
they advance their argument, and its position ir a séntence are

important for detcnniﬁing its significance, Words so graded as to
their significance would constitute a pattern representative of the

content of a text and texts having to' do with similar topics would
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possess similer patterns, Two Jmmcdiate drawboicks may Le poiated out,
First, many vords such 25 and and the, vhich nccu; freguently, are not
usoful for indexing snd will have to be so desirnated Ly inclusion 4in
an antidictionary, Sccondly; writers tend to uso synonyms for
stylistic variation, which reduce the chances of important words

appearing prominently on a frequency list,:

A refinement of Luhn's statistical epproach is suzgested by
Edmundson and Wyllys,27 who recogniso that a termm that is sufficiently
rare in general usage mirht not occur often enough to rank high in
the frequency count of words, even in a text where it is hnbprtant.
Since according to information theory it would have a high content of
information, it would therefore be important:in indicating tﬁe subject
matter of a text, To identify this type of word, the ratio between a
word's frequency in‘a specific text and its frequency in general

might be examined,

For thz above mentioned type of term, "special sots of
reference frequesicies for special fields of intercst??g would be
kept, For each field a vocabulary of words is compiled and the

frequency of occurrence of cach word in a statistical sample of texts

"~ that belong to the field is calculated, In addition, the total

nuaber of words in the sample is counted so that the percentage of
words that each word of the vocabulary represents may be calculated,
By calculatine the percentages for words in a particular passare ore

may dotermine its field. Certain percentages for words such as

trauwua, sensory and bchavioural, for example, would indicate that

26

13



a given passape Leloaged to the fleld of psychology. If the
porcentages for a minority of other words in the passage failed to fit
the pattern for psychology, this fact vould be talien as an indicatien
that another ficld was involved. The frequent occurrence of the word
chrenoscne, for exemple, in a passage belonging to the fiald of
psychology might suggest that it was about the hereditary factor in
human psychological makeup. The above rofinement in statistical
procedure is the making of the notional familyz9 and idioglossary

approaches, which will be discussed in section 1.2,2,1 and 1.3.2.1.3.

1.2,1.2 In Harris'3o string analysis positional criteria are used for

indexing., Each sentence 1s analysed into a formal centre and the

right and left adjuncts., Words in the formal centre are considered
significant and those in the adjurcts redundant. In the sentence
*Today automatic trucks freom the factory which we just visited carry
coal up the sharp incline', the fom;l centre, 'trucks carry coalt,
wonld foirm the extract., Other exemples, however, support Coyaud's
contention that the formal centre does not always contain the most
important information., 1In Noel'si1 sentenco, 'Additional information

concerns avallability of microfilm services! the main topic is found

in the phrase, ‘microfilm services?, which is an adjunct,

The *Sontence Dictionary' of Earl and P.obison32 like string
analysis is based upon the hypothesls that toplic sentences may be
identified by their structure, To classify 1nde£qble sentonces, a
large sample froa a.total of nine chapters out of books selectod at

random frou tho Palo Alto library was sorted according to structural
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type. In the first analysis a sentence wvos counted as a sequence of
parts of speech, but the 3098 typcs of sentence discovered werc found
to be too high for ccaputation, Subsequcatly sentences were counted
as sequences of phrasas to reduce the numbzr of types. The topic
sentences found in the books were in addition placed in an index,
Since at the time of writing the dictionary was still in the experi-
mental stage, it is not known whether or not the topic sentences in
their structure form a distinet grouping. However, even if the
"Sentence Dictionary" is only partially successful it will still be

of value to derivative indexing,

1,2,2 In assignment indexing the notation (or documentary
language, as Coyaud and Siot-Decauvilled” call it) expresses the
relationship between synonymous utterances for application in what
Salton3u calls language nommalisation programmes, Of those that

operate on sentences there are two well-known types, In one, the aim

is to reduce complex syntactic constructions to a group of equivalent -

simple kernel sentences with a specified canonical pattern such as
the noun and verb one. Rigorous rules, however, have not been
formulated to carry out the aim. Tho other type is the transforma-
tional approach, in which surfate structures such as *the man eats
the food* and ‘the food is eatcn by the man', are recognised as
equivalent through an analysis of the active and passive voice,

Below the scntence level the thesaurus approach, in which words in a
text are replaced by corresponding thesaurus hcads, is a form of
language normalisation in which synonyms are climinated and redundant

words are ignored, although informmation is lost in the type of
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thosaurus in which a specific tera is replzced by a pgeneric one,

1.2,2,1 Luhn3? advocates a thesausrus approsch based oﬁ statistical
criteria to colligate the various levels of ;pccificity on which
authors express similar ideas. Such a thesaurus would consist of
‘notional femilies' (groups of words related in mcaning)-caupiled by
experts in the field fron which the texts to be indexed are drawn,
Esch word in a text would be assigned a keyword or a conccpt number
according tc the family to which it belongs. The existence of a
notion would depend on its likely frequency of use., Since in the
field of electricity, for example, the words subsumed under the
notional category electricity would predoninate about equally in most
of the texts, the words would be partitioned into more specific
categcories., At the other extreme the notion butterflyv in texts on
electricity would probably appzar too rarely to discriminate between
texts, so that a more gcneric notion iike incects, or even 'living

things® would bz more appropriate. L

The thesaurus having been compiled, the words in a passuge
are analysed and frequency counts are made of the notions. Tho most
frequent ones, vhich are considered to be thc most representative of
its content, fona a ‘mechanically prepared notional abstract?, an
encoded summary, A refincmont of the notional family approach might
include a supplesentary index by which to regroup words under
differont notions according to context, If the word butterfly
occurred frequently, for example, in a passare on olectronic

butterflies and on tho basis of its usnual frequency the notional
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caterory insects had been set up, the caaputer micrht be prosrammed to
replace it with the category kutterfly. The set of notional families
would thus constitute a general classification with criteria for

pigeon~holing texts by machiﬁe.

1.2,2,2 In the interlinguzl approach to language of th; Cambridge
Laboratory Research Unit thesaurus hqus having a wider scope than
Iuvhn's notional categories were set up with a view to making
mechanical translation, library (document) retrieval and mechanical
abstracting amenable to the same treatment, Masterman, Needham and
ASparck-Jonesss claim that "the very nature of the problem of inter-
lingual mechanical translation is like that of infomation retrieval
in that it demands a general, that is, a logical approach", The
"logical approach® consists of linking the various surface structures
of languages to a common dcep structgre, which constitutes an
interlingua,

Cne function of the thesaurus is to resolve multimeaning,
Accordingly, concept numbers, vhich represent heads in Roget's
Thesaurus, are set up and words are listed under them, ambiguous
words being placed under several concept numbers, For the word plant
in Masterman's3’ exanple there are three concept numbers 184, 300 and
367, depending on vhether it means to place, to insert or a verzetable
respectively in a given context, If the context includes another
ambizuous word flownr?nﬁ, for example, which may be found under the

numbers 5, 161 and 347 depending on whether it means esscnce, produce

br veretable respectively, the concept. numbers for both words would be
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matched against one another, Since the nusber 357 is posscssed by
both words, it is accepted as representing their contextiual meanings,
In providingz explicit indices by which to make disambiguation
computational the thesaurus ;pproach of C,L.R.U, is the starting
point for a ccﬁprehensive computerised diction#ry, the construction

of which will be discussed in chapter 4,

The thesaurus heads represent not only words but also scems
and endinzs (Ychunks" in their tenninology). A chunk is "the smallest
significant language-unit which can exist in more than one context,
and vhich for practical purposes, it pays to insert as an entry by
itself in an MT dictionary". The Italian word piantatore, for
example, consists of three as follows: iant, at and ore. In a
monolingual thesaurus a chunk may be represented in the form of a
tree and when it is connected with a tree of another language for
translation, “the two trees together form a lattice each point of

which looks both ways and is itself a translation point®, -

The greatest challenge to the interlingual approach is the
representation of syntax, Parker-Rhodes>® has found that because
part of the meaning of a sentence is conveyed by the cheice of words
(lexically) and part by the manner of their combination (syntacti-
cally), to a differcnt extent in different languages it is difficult
to make translation computational, To relieve the difficulties of
word ordcr he advocates the use of affixos to replaée syntactic
structure for conveyins information, For example, in the phrase

*race horso' the role of the word order, which contrasts it with
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thorse race' would bo tsiken over by a role-indicatine affix added to
one of the words, Vthether the reprasentation is *race-R horse! or
'horse race-R' would depend upon the word order of the target

language,

Richens>? represents syntagmatic relations by mezns of a
"semantic not" that links concepts ('naked idezs") that are not
specific to any irndividual language. The sentence, 'the dog bites
the cat', for example, is represented by the following two-
dimensional arrow structures

dog_l,;part ofé}g-—teeth—lhacontact<&——-cat
much

The concepts are designated by words simply as a convenience to the
observer, The diagram is essentially an explicit paraphrase of the
original sentence inasmuch as it could also be said to represent the

sentence, *'the doz's testh have much contact with the cat'. The
dependency links inaicated by the arrows appeared later in Schank'su9'
research, At the time of writing Richens had found no general

mechanical procedure for extracting semantic nets from a text.

Parker-Rhodes'ul "interlingual formulae" resemble Richens' -
"naked ideas" except for the format of binary brackoting, which
determines the surface structure that the formulae will take in a
given language, For the clause 'dexterity which cheats the eyef® for
example, tho fonnulag are as follows: ((eye cheat) type) (hand
skill)), By rearrancing the brackets according to given rules of

intorlinfual grammar one may represeni various paraphrases of the
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1.3.1 One is Weaver's
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clause, According to enz rule, vhich canlyes on the word tvpe (a
"weak elcment"), the formulee ((cye chext) type) may be transformed
into the synonymous construction (eye (cheat type}), which represents
the phrase 'eye-chcating dexterity', According to another rule, a
redistribution of thesaurus hesds allows for the paraphrase *visually
deceptive'. In order to implcment thesce rules a coaputerised lexicon
(or thescurus) is necessary to show how the formulae arc created by a

step by stex collation of the dictionary entries for each word,

1.3 Mechanical Translation without Interlinsua

Wnile the C,L.R.U., regarded translation as a two-way process
involvins the represcntation of a source languace by an interlincua
vhich provides output in a target language, specialists in mechanical
translation alone have looked at it as a one-step brocess, in which
the source language is translated directly into & target language,
Various nonlinguistic models have been suggested for this one-step

process,

L2 cryptography analogy, which is based upon

the observation that by making frequency counts of letters and
combinations of letters for a given language, one can decode a message
written in it, In a letter to Norbert Wiener (1947, March 4th,), he
sugpests treating cryptography and mechanical translation analogously
so that a text in Ru§sian, for oxsmple, would be visualised as an
Enplish one coded in strange symbols., The value of tho analosy is

limited, ¢ince only at the sentence level is a ons-to-one correspondence
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likely to occur between the utterances of two difforent lanmuares, and

the nuaber of possible sentcness in a lanpuarge is infinite,

Another model, adepted by Nida,uB bakobsonuu and thv945
independently, is based on cormunication theory. A few quotations
will throw light on the value of the model, In making tﬁe point that
translation is not word-for-word but thought-for-thought J.a\kobson"'6
says ",,.translation from one language into another substitutes .
messages in one language not for separate code-units but for entire
messages in some other language", In a more elaborate use of -
comrmunication theory temms, thVeu7 claims that "The functior of the
messafge source 1s to select the message from among the ensemble of
possible messages, The function of the rules of the code or codebook
is to supply the constraints of the code to which the encoded message
must confoime.e.s..The function of the'decoder is to recognise the
features of the encodcd message that represent the constraints.of the
code, remove them, and supply the destination with a message that is. .
a recognisable representation of the original message", 1In this
passage the use of the phrase “rules of the code or codebook", for
example, instead of 'grammatical rules® serves to emphasise that
natural and artificial languages may be analysed by the same linguistic
methods., 1his recognition.of parallels between linguistics and
comunication theory is of cross-disciplinary interest. However, it

does not provide any insights into mechanical translation,

Cecca’co'su8 model concerns the mentalistic processes behind

linguistic pcrfonnance; According to him, translation is possible
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only if, by semantic ccanections, the SL tc:t Can be rePlaced by tho
thought thzt it reprcoccents, which, in turn, ¢#0 be replaced by the TL
text, The model shous the step by step con;tT™ing of dictionary
entries by vhich a huzan understands an utter2fce, Upon finding that
the first word in a scntence is the or tree, the translator sets up
in his mind 2 1list of the types of words th;t May follovw, a
Ycorrelational structure®, Upon finding the 5@cond word he links it
with the first to form a "correlational net®, As additional words in
the sentence are fitted into the net, the strtCture of it js adjusted
accordingly, For the sentence 'John she loyes' of dubious grammafi-
cality the translator tests the binary connections, 'John loves*
*,..loves John' and 'she loves' and by a procéSs of elimination
selects the second two as the valid ones., An ©xamination of the
pairs reveals John to be the object, loves tp€ Verb ané She the
subject of the sentence and a correlational pft is formed gccordingly,
vhich Ceccato illustrates with squares contaifilng dots, The dots in

the lower squares represent the words, loves znd Jchn, the dot in the

upper square, she, The replacement of dots a4 squares by lines
would make it apparent that correlations are 3N fact immedjate
constituent anzlyses. 1In Ceccato's model ney tenninology is applied

to old techniques.

1.3.2 The first empirical linguistic atte?Pt to graPPle with the
probla%s of MT was the Georgetwon-IEM experiméht carried out by
Dos'certb’9 and others in translafing English iﬂto Russian. MT was
divided into two operations, one of soiection’ in which lexical data

is handled to produce the correct TL.word, and one of manipulation,
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under vhich word crder was subsumed., The penetration of the problems
was not deep, since the exporiment rms on a small scale. Althoup
dependence upon post- and pre-editine was eliminatad, the dictionary
consisted of less than 250 termns and ro more than two English

equivalents were assigsned to each ambisguous word,

The programae dezling with the dictlonary component was
divided into five operations. The first covered SL and TL words that
were in one-to-one correspondence vith each other. The second treated
multimeaning problems that could be solved by examining the worg
before the ambiguous one. The third handled those that an examination
of the word after the ambiguous one could solve., In the fqurth
operation words in SL that were superfluous in TL were omitted. 1In

the fifth, terms missine in SL that were required in TL were added.

In this carly experiment, then, the criteria for translatine
were based on the physical rather than on the structural context of
utterances., This distinction may be observed in an analysis of the )
sentences, 'I painted the white wall' and 'I painted the wall white'.
A translation ty structural context would take into account the
difference in IC structure between these sentences and Schank50 and
Weinreichl (chapter 2, 2.2.2 and 2.2.3.2) would, in addition, relate
it to the organisation of non-linguistic knowledge. But a translation
by physical context would merely take into account the difference in

the word order of »2ll and white,

1.3.2.1 Mecchanical translation i° “he 1990s, following the

Georpeto:m cxperiment, continucd to be based on rhysical context,
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Further research produced a miscellany of ambiguity types, - predicate
block structure and infilectional ambiruities, henoprzphs, orthozraphic

coincidences, and contextual and punctuaticn problers.

1.3.2.1,1 The first two types of mnbiguitySz concern words that have
one mezning but mzny possible translations. Ambiguitieé in a
predicate block structure are said to occur when a word has one
meaning but many possible translations into the target language, due
to the syntactic relations into which it may enter. The Russian word
sdelzno, for example, is such an ambiguity as it may be translated

into English as done, is done or as be dons depending on whether it

occurs with an auxiliary verb, with no subject or auxiliary or with
pust! respectively. Since is and be are function words, they may
alternatively be relegated to syntactic analysis so that done remains
as the translation of sdelano, Ambiguities in predicate block
structure are only classifiable as ambiguities because syntactic
analysis was based in the 1950*s on the physical and not the

structural configurations of words.

Inflectional ambiguity has to do with morphology and is said
to occur when the nunber, gender or case of a word is not clear. 1In
the Russian example of Janiotis and Josselson53 the word stanchii is
such an ambiguity because it may be genitive, dative, locative
singul;r, nominative or accusative plural. Inflectional ambiguity
covers Rcifler's54 distinction between monogenetic and polygenotic
moaninz., In his Germman example, the word aus (out of) is said to have

monogenetic meaninr because it csn take one case only, the dative,
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The word dicrer (Lhis) has polyrenetie rnicening sineos this form may

have thrce mesnirgs depeonding on wihiether it iz sinpular and masculine
nominative or a feainine genitive or dalive or is a geanitive plural,
Fran this cxample it may bo obzcrved thet ®inflcctionel ombiguity™ is

synony:ous with "polygenetic ricaning,®

Homograrhs and orthogrzaphic coincidencesd5 are words that
have nany unralated meanings, The latter type of smbiguity in
addition covers such words that belong to th> same grammatical class.

The Russian verb plachu {I weep or I pay), which is 4nflected from

both platat®' (weep) and platit® (pay), is an orthographic coincidence,

Oa the other hand dam, which may be eithor the first person singular
of thdat or the genitive plural of dcma is simply a hosograph, The

' enbiguity types mentioned so far do not appear to have been formulated
according to the types of computntior_x involved, In such a formulation
predicate block structure, inflectional ambiguity and homographs would
be categoriscd as types of ambiguity that can be resolved by parsing,
Orthograpaic ceoincidences would be grouped with contextual problems

as types that cennot be so rosolved.

Contextual prob'!.c'ms50 are types of embiguity that nake a
conputoriscd semantics nccessary, /An example of such a problem is the

word boerd, vhich may rmcan plece of wood, fooil (as in 'room and

board'), stage, council (as in 'board of directors') or an action as

in *to board a train', thile this last meaning can be idontified

beczuse the word is a verb, board in all its other meanings is a noun,

In soie cases a wholo sentenco will not solve this type of problem.
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In Iukjanow'sS7 exzmple, the Russian scntence *Ia Zaplatila za stol®
(*I paid for the table/board') ctsl csn be translated as table or
board, The limitation of disambismation to within one sentence, ma¥y
have been convenient for .oarly atteapts at mechanicsl translation 2hd
within the tolerable limits of inaccuracy according t. Kaplan's sty

but it does not have a linguistic basis.

The adoption of one pragmatic criterion in disaubigﬁatioﬂ;
that of limiting t:e context under examination to within one wofd,
allows dircct syntactic links to be utilised, Such links are
represented by concept mmbers in Booth; Brandwood snd Cleave'sS
method, This approach is similar to the one used by Masterman,
(section 1,2,2,2), except that in hers ambiguous words are scatterfd
among several concept numbers and are looked up by means of an
alphabetised cross-reference dictionary, while in Booth's method the
’ diiferent numbers representing a wor&'s meaning are listed togethess
This technique was'applied mainly to prepositions, which occur
frequently. One such pre#osition is the German word, guf, which mab?
appear in the phrases, 'auf dem Tisch', 'auf dem Tanz' and ‘auf de?
Lande*® meaning respectively ton the table', '3t the dance' and 'in
the country', In Booth's notation the various possible translatioﬂ&

of "zuf" are represented as follows: (Maufv=1) on, 2)at, 3)in) and

correspondingly the Gemman nouns as follows; ("Tisch®=1)), ("Tanz"'32)),

("Lande"=3)), The matching of numbers provides the translation, In
the case of 'auf dem Tisch!, thé concept number for Tisch is found
to be identical to the mumber for auf meanine on, so that tho

translation, 'on the table! is given, By the application of such
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numbers on a larger scalc, the correct preposition may be supplied for

every noun in English,

The ropresentation of syntagmatic iinks by means of concept
nunbers is a means of detecting idioms, So applied, such numbers are
called by Booth, Brandwood and Cleave59 function numbers, These
uniquely represent the words that can be part of a particular idiom,
khen a word with such a nunber is detected, the words following it in
the text are tested for possession of the same number., For example,
the words, il, y and a, in the French idiom *'il-y-a® might each be
assigned function nuaber, 1. Upon finding il in a text the computer
searches the words followawg il. If y and a follow, the idiom
translation, *'there is' is supplied. Otherwise a literal translation

is assigned by default,

Pragmatic solutions to translation probleis include the
manipulation of punctuation. In Gemman, capitalisation 1s usually an
explicit criterion for disambiguation, since it is applied not only to
words at the beginning of a sentenco but also specifically to nouns,

The comparative dichter (tichter) thus differs in form from the noun

Dichter (noet). This distinction does not apply, however, at the

beginninz of a sentence. In 'Dichter ist der Hahn (faucet/cock)
geworden' ('The faucet/cock has beccme tighter/ a poet') Dichter

contributcs to the zmbiguity of the sentence., To receive the full
60

benefit of the German convention Reifler®V advocates the Yeservation
of capitalisation for nouns exclusively so that the first word of
this sentence would be dichter from which the machine would derive

the translation ltirhter.
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Various punctuation problems mirht disappear throurh
manipulation, 1In Fronch,é1 the apostrophc «nd the dash are ambiguous
in that they sometimes separate two different words and sometimes two
parts of the same word. An apostrophe divides the single word

avjourdthui and the two words l'or ani similarly a dash,.the single

word porte-clé and the two words wvient-il, Tho rejection of the
convention that so separates two distinct words would resolve the
problem, However, while such a manipulation was a convenient stopgap
measure in the 1950's, it is no substitute now for effective procedure,
Parts of a word might be distinguished from couplete words by Booth's

function numbers,

1.3,2,1,2 The stems and endings me‘hod, which Booth62 and Richens
first applied in 1947, was a way of semmenting phrasal conpounds for
econcny in the inventory of items in the lexicon, A group of many

vocabulary items like seabosrd, seaside, seaway, board, way, boards

and ways would be atomised into fewer forms, sea-, =S, -board, -side.

and -way with increasing economy as more and méro words are
partitioned. This approach may be applied bilingually too, in the
Geruan words, Musik and Dircktor,'k' would be segmented from the rest
of the word to implement the rule that 'k' becomes *c® in a trans-
lation into English, Hybrid compounds like Goldhandel (gold trade),

however, would not be amenzble to the same tireatment.,

Against the econoay in the inventory of elements in the
lexicon, expecially in an inflected language like Russian,63 the

drawback of the additional comploxity.to the grammar of a lanmuage
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necessary for generatinr words from stems end endinps must be balanced,
Roifler® indicated that 1t was on this sccount that ho did not adopt
the method., At the Limec of his criticism, hvwever, he had access to
photoscopic dise, an improvcmént in technolozy that enabled a computer

to absorb a relatively large vocabulary,

A part of the complexity of grammar following fron the stems
and ‘.dings technique lies in the careful setting up of them so that
one word may be partitioned by computer in as few ways as possible,
The opportunity to control the setting up of stems and endings exists,
when letters or letter sequences can be part of either and thereby
constituta what Réifler65 calls an "X-factor", The Russian word,

rfivopovu (fishcrnan), contains one. The usual dissection of this

word is p'iu-o-povu, vhere 'o' constitutes a connector and Povu means
'to the catchert, Since the cxistence of the free forms, r'iu

(*of fishes') and opovu (fto the tin'), makes the iucorfect translation,
'to the tin of fishes', possible r'ivopovu, is divided for the purposeé

of translation into r'iuo and povu instead of into r'iu and opovu,

The conncctor, 'o' is the X-factor since it is the erucial element in

avoiding incorrect construing,

For sone words the number of possible partitions into stems
and endings cannot be reduced because of inherent ambiguity, For
exampleéé the German word !achtraum, may be split into either Wacht

and Raun (suardroem) or Yach and:Traum ('waking dream®), the 't' being

attachable to both stem and ending, Since the anbipuity lies in

Wachtraum dtself, partitioning must be based upon a resolution of the
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30
word's méaning in context,

1,3.2,1,3 Ono of the first pragmatic attempts at resolving ambiguous

~ .
words in a text consisted of a categorisation of the various meanings
of oach word according to subject areca, A special dictionary
containing words so categorised was called an idiOglossafy (or micro-
glossary), Vhich idioglossary to apply to a text was determined by
indexing it cither by machine or by a pro-editor, When it was first
introduced, it was a stopgap measure to prevent a computer's very
limited memory space from being wasted upon words not applicable to
the types of texts to which mechanical translation was applied,
ﬁostert67 probzbly had the concept of the idioglossary in mind in
1955, vhen he sugsested that a "functional lexicon" be used ",..when
a text in a given functional field area is being translazted", The
word streem, for example, would be entered into two such areas, one
consisting of geographical tems and.the other of engineering terms,
disambiguation then being depandent on the content of the text under

consideration,

The content of the text as a whole is determined by the
type of frequency counts of words made by Luhn, p. 12, In addition
subdivisions may be recognised so that where a text fits into two
squoct areas two frequency counts may be made, oné for the local
context of an ambiguous word and one for the whole text, Such a

procedure might bo useful if a text had to do with the social implica-

tions of atomic energy, for example,

The task of structuring a system of idioglossaries was
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undortaken by Micklesen.68 Like Luhnt*s notional categories, his
systen was arrived at intuitively with «djustments made through the
observation of striistical d;ta. The notation for representing the
idioglossaries was deeimal, blgits in the tens' column were reserved
for the major divisions of knowledge and those in the units* column,
for their subdivisions, A word considered to belong to mathematics
in general, for example, would be assigned a number such as 10, A
temm belonging to a particular branch of mathematics would be
specified by the replacement of the digit zero, Thus the number 11
would designate an algebraic temrn and 12, a geometrical one., This
type of notation was not originated by’ﬂicklescn, but was in fact a
variation of Dswey's dccimal classification, Whereas Dewey applicd

it to retrieve documents, Micklesen designed his system to categorise

words,

Since Micklesen did not have aceess to a computer the words
he had categori .2d werc checked in the manner of a machine against
actual texts to test the validity of his idioglossary system, He
found that 887 of the w;rds were correctly assigned. These results
serve to caphasise tho complexity of the organisation of knowledge

with which 2 computerised semantics must come to temms.

1.3.2,2 fille the caphasis in mechanical translation in the 1950s
was on the use of the lexicon, its limitations were recognised, While
Perry'569 experhnent; revealed that, a transletion without a grammar,
when apﬁlied to scientific and technical material, was comprehensible,

menbers of the MIT school, including Bar-Hillel and thve7o advocated
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the systematic use of parsing to obviate Lo necessity for a
proliforation of &d hoc rulos, i1ike the onc stating that if Gorman der
follows & capitalliccd word with no intecrveuing comma, of the' will be
the translation 95% of the tﬂno. The zdvantoge of & parsing programme
was that 1ules set up for disaz:biguating a given word are equally
epplicable to other viords that bolong to ths same paradigm., The
mothod of parsing valid for tho article der, which may be naninativo;

genitive or dative, is squally valid for ihe words, dicsor (this) and

jeder (each) whereas ad hoc rules spply only to individual words,

Yngve's tenet that syntax should be handled before
selectional restrictions anticipates the main drawback of Katz and
F‘odor's71 navker theory, a major developmient in the 1960's in making
scaentics cemputational. Yngve sayst: “The seloctlonal relations
bot:reen words in open classes, i.e. ?ouns, verbs, adjectives and
advorbs,..can be utilised by assigning the words to various meaning
catogories in such a way that whon two or nore of these words occur
in syntactic relationships in the toxt, the correct meanings can be
selectod“.72 Befors tho meaning of the word plant, for example, can
be detorminced by that of flewerinz, it must first be ascertained that
plent is a noun and flcvering an adjective., In order to reprosent
tho semantic contont of a word in a fomm useful for comﬁutation, the

word's syntagmatic structure must be indiceted,

An atteapt to formmally rcpresont syntactic relations was
made by Bar-Hi110173 in his categorical grammnr; The goal was to

ensure first that all grommatical constructions were assigned the samo
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notation to contrast with that of ungrammatical ones and secondly that
an utterance belonging to a givcn part of spnech and a word belonsing
to the same one be identically cncoded, Thae: principles of Bar-
Hillel's notational system wcfo based upon the rules of arithmetic
applied in the multiplication of vulgar fractions, The 's' and 'n'
combinations, of which the formulae representing the parts of speech
consisted, were set up in the forn of denominators and numerators,
The symbol *n' designated nouns, 'n/n', adjectives and 's/n', verbs,
The formula for a whole utterance is derived from a step by step
construing of the formulae of its parts, In the sentence *Poor (n/n)
John (n) works (s/n)' the reduction of 'n/n ., n' by fcancelling out!'
to n represents the linking of Poor, an adjective, with John, a noun,
to form a noun phrase 'Poor John', The connection of this phrase in
tﬁfn with works is represented by the reduction of the 'n® (for the
noun phrasc) snd 's/n' coubination to 's?', This symbol designates
the sentence as grammatical, An utterance of the type 'Poor (n/n)
works (s/n)'; for example, would be reduced to 's/n', which indicates
an ungrammatical sentence. Similarly *works (s/n) John (n) poor

(n/n)*, which is analysecd to be 's . n/n', is so ‘ndicated,

The main drawback of the categorical grammar is that of
scale. By testing sentences with a transformational grammar, it may
be verificd that the complexity of language is beyond what the
conventional categories such as noun, verb and adjective represent,
Personal expericnce reveals thag the 's*' and 'n' notation with its
arithmetical framework is overpowered by the demands of various types

of sentence construction. However, when stripped of the procrustean
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framework, the grammar suggeosts an atomisation of tho traditional

parts of specech into clements more useful for computation,

The attempts in the 19%0's and 1950'5 to circumvent tho task
of organising the scmantic content of a word into a computerised
dictionary only succeed at all in quantitative linguistics., For
mechanical translation and information retricval, the ultimate goal
is the resolution of the amphibology 'I shot the man with a gun' in
the sentence 'I shot the man with a gun, but if the man had had a gun
too, he would have shot me first'.7u Resolution requires the
recognition by languapge normalisation that *if the'man had had a gun
too! implies the man did not have a gun so that *with the gun' is
observed to link with I a2nd not man. A shorter range goal is the
resolution of ambiguity in a single word and paraphrase recognition

relatable to single words.
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2  STRANDS OF SE4ANTIC THEORY, 1950-1972

2.1 The Notation and Functionine of a Couputerised Dictionary

Iinguistic research in the 1960's has explicated the
difficulties to be faced in computerised scaanties, but has provided
no model that overcomes them, Katz and Fodorl attempted to create
one, but thoirs barely suffices to disambiguate words inasmuch as it
fails to take into account their syntactic contexts, However, as a
semantic theory Katz end Fodor's model may be considered the nucleus of
research into computerised lexicography. In the realm of syntax,
investigation mostly centres on transfomational grammar. For a
semantic model that covers the problems brought up by the linguists,
one rmust turn to the tyie of artificial intelligence developed by

Schank? and others st Stanford.

21,1 Katz and Fodor envisaged the components of their dictionary
as concepts indepsndent of the operation of natural language, A full
discussion of the constraints to which a language, natural or
documentary, is subject will be provided in chapter 3, At this point,
it may be said that the conponents by being called concepts do not
escape reference in terms of natural language, In fact, subsequent
discussion will reveal that they function syntagmatically as
adjectives and paradigmatically as antonyms. As a preludé, therefore,
to a consideration of Katz and Fodorfs dictionary, it would be
appropriate to examine-antonym and distinctive feature analyses, upon

which the setting up of it depends,
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2.1.1,1 Tho = Annings of distinctive feciure analysis may be traced

back to the Cours de Linzuistiaue Glidrale preparod in 1913 from the
L

notos of Do Saussure by his studcits.™ In it the yalour of a word is
claimod to bo derived frem iés asscclation with other words, that of
the English word gheep, for example, being differont frem that of the
French word pouton, because it contrasts with another word, namely,

mutton, which refers to a live animal, Since 1913, the value of the

English word has changed, Three words sheep, riutton and mouton now

corrospond to the French word, Accordingly the relationship bstween

them may be stetoed formally by attaching to sheep, mutton, mouton and

mouton the respective sets of distinctive features, [+live, +ovine/,
/-live, <meat, +ovine/, [-live, +skin, +ovine/ and [}1live, +ovine/.

The analysis may be extended to other words such as pir, pork, cow and

beof, vhich may be assigned the respective groups of features, /+live,
+swino/, [-1ivo, +swino/, [+live, +bbvine/,kand /-1live, 4bovine/,
Dictionary entries thus encoded offer oxplicit indices for canpu-
tational analysis, The effcctiveness of such distinctive features

will depend upon each of then's being assigned a unique meaning,

In boing a fom of language normalisation distinctive
featura analysis will only incidentally represent wvords with the same
categories as traditional grammar, In Prioto's’ cxample, the
sentences 'Elle lo regarde', and 'Elle la regarde®, le and lz are
respectively assigned the groups of features [+singular, 4+ sfinite,
3rd porson, 4masculine or neute;/ and [+singular, 4+definite, +3rd
porson, -masculino or neuter/, As thoy differ with respect to a

single foature, gonder, in the above contexts, they constitute what
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Pricto calls "notmes", Since in the sentences 'Elle reparde le
cahier' and 'Ello regarde la portef the use of the wrone render of
article can bo detected and corrccted with zbsolute cortainty, uniike
in the first Lwo sentences, the gender distinction is redundant,
Corréspondingly the sets of distinctive features for le and la are
identical, both being /[+singular/ /[+definite/ and /+3rd person/. The
function of th2se articles is analogous to that of the two phonemes
/n/ and /ng/ in English. Yile in'most enviromments they are
distinctive, before the phonecme /K/ in such words as income they af%
not, In phonology what precedes /K/ is called an "archiphoneme",
Analogously the prefix archi is applicable to the articles le and A4,

which thereby constitute an "archinome",

In the examples of distinctive feature analyses presented
above the convention of plus and minus Signs has been adopted to
reveal the explicit indices with which computational procedure has to
deal, In theoretical linguistics they are often not displayed but

6 actual example the notatioh

left to human imagination, In Prieto's
did not consist of forms of the type /4masculine/ and /-masculine/

but of the type /masculine/ and /feminine/. Similarly Katg and FodOp’
conlrast [animate/ with [inanimate/ rather than /+animate/ with
/-animate/. For computation either a speccial table of antonyms op

the plus and minus convention is necessary. Since the latter would be
less coaplox to programme a ccﬁputer with, it will be applied
throushout the rost 6f this chaéier. The plus and minus signs will be
called 'indicators! and that which follows them will be called

*descriptives?,
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2.1,1.2 Mntonyms may bo divid:d inte fwo cntegories.a. One group
which may be described as "non-pradable” covers artonyms 1like married
and gigglg,'which do not admit of degree. The second, describable as
"pradable", cunbraces antonyms like big ana small, which do admit of
degree, These resemble conversives in that when one is replaced by
the other in a sentence in conjunction with a transfommational rule,
a paraphrase is produccd. Because of the conversive relationship

between buy and sell, for example, the paraphrase 'Fred bourht

sonething from John' may be derived from *John sold something to Fred!
by inverting the relative sequence of the nouns. By a similar
inversion, 'Fred is smaller than John' may he derived from 'John is

bigger than Fred?,

Gradable antonyms are responsible for what W’eginreich9 calls
"impure linkine", a type of synta@natic relationship in which it is
not anomalous for one noun to be quaiified by two adjectives which
are antonyms, In the sentence 'A small elephant is big' the two
adjectives are not incompatible, since the word small refers to

elephant standards and blg to other standards, Because bis and small

have this property, it wiould be difficult to encode them within the

plus and minus convention.

Antonymy along with paradigmatic relationships in general
operates not so much betwsen words as between given meanings of words,

As the French word libre, for example, has many different meanines,

so it has many antonyms as follows: prisonnier, captif, esclave,

forcé, occupé, pané and cmbarrassé, In Enplish the word animal is
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sometimes the opposite of huzm and souctimes inciudes humans when it
is the opposite of plant., Thzse are what Duchacek 19 calls partial
antonyns, The antonym relationship betucen ‘some pairs of words
applies only in ccrtain idia%s. For cxample, tort is the antonyn of
raison only insofar as 'avoir raison' ~nd *'donner raisont are antonyms
of 'avoir tort' and 'donner tort! respectively, These are called

phraseological antonyms,

2,1,2 In Katz and Fodor's11 marker theory distinctive features are
organised not only into antonym pairs, but also into hierarchie:,
wWhile the number of features included in their representation of the
French word canard would probably riot be adequate for computation in
an actual experiment, it will be adopted in this discussion to explain
their theory, In the ILarous:e dictionary12 the different meanings
(2lonz with the English translations, of them) of this word are as

follows: mw. ZOOL, duck; canard mile, drake; canar: ssuvare, wild

duck, II FAM. nag, jade (cheval); squawk (false note); hoax, false-

report (ou) news, canard (fausse nouvelle); rag (journal); lump of

sugar dipped in brandy or coffee (sucre); marcher comme un canard,

to waddle., (V. DANDINER [SE].} In Katz and Fodor's tree a selection
of them is organised as in figure 1, 1In this Aiagram round brackets
represent distinctive features (or "markers' as they are called) and
square ones,'"distinguishers“, vhich denote that part of a word's
semantic contant that is allegcdly not necessary for cemputation,

This issuo will be taken up in chapter &,

For computational analysis the above type of tree would be
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"canard"

noyn
(~concrete) ~ (tconerete)
(+animate) (-animate)
[fausse nouvelle] [note fausse] [yolatilg] [journal]  [morceay de sucre]

Figure 1: Marker tree,

Y
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replaced by a one-dimonsional feoriula as followss “eanardh =
-concrote (-sound [fausse nouvelle’] or +sound [note fausse]) or
+concrete (-anirmate (4square [morce2u do sucra ] or -square [journall)
or +aninate [volatile]). In.this formula square brackets have the
ssme significance as they have in the above tres., The round brackets

do not, but are in fact isamorphic with tho branches of a tree.

in example, which Katz and Fodor would probably accept, of
how to select the correct contextuzl meaning of canard may be seen in
the analysis of the scntence 'le canard respire', for vhich an
appropriate marker formula for the word respire is "Respire® =
+concrete (+animete [vivra]). To eliminate the non-contextual
meanings of ccnard the markers of each word are matched against each
others The first one in the formula for ros ire,.which is
[+concrete/, is matched egainst the ?irst one in that for cesnard,
[-concrete/. Since thoy differ, the contents of the enclosed round
brackets beyond /-concrote/ are ignorad and analysis starts again
after the second or. Since the markers for both words this time are
identical, being [+concrete/, the second marker for respire,
[+aninate/, is located and searching is now limited in canard to the
confincs of the bracketed portion following /+concrete/. Since the
marker for rescomire does not match [-animate/ for canard, the markérs
within round brackets that follow this one are passed over and
analysis prococds after or, whereupon a match is found, Since theré
aro no further mar&efs for eithér vord, marker analysis ends and the
distinguisher [volatilej dotermined by the match, is extracted as an

indicetion of the contextual meaning of canard., That the requisite
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distintulsher is found at the end of the formula in this example is
purely coincidental, With a different arrangement of markers it might

have been located in the middle,

2,1.3 While from the discussion so far the utility of Katz and
Fodor's theory appears to depend upon its capacity to resolve
ambiguity, other claims have been made for it. Postal13 suggests
that "the semantic component provides each sentence with a semantic
i. serpretation in the formm of a set of readings and accounts for the
speaker's knowledze of the facts of meaning," N:i.dall‘L claims that Katz
and Fodor's tree could handle the distinction between the central and
periﬁheral meanings of a word, through the location of the fomer on
the left branches and of the latter on the richt., These two claims
seecn to be based on the appearance of the tree rather than on its

actial functioning in computation.

In 1ieht of Bolingér'sl5 criticism of Katz and Fodor's
theory, it appears that the small scale on which they envisaged
setting up trees would be insufficient, vhile it is extreme to claim
that the necessity to add markers to one of Katz and Fodor's trees as
it was tested on sample sentences invalidated their theory, his
findings sﬁggest that the content of marker trees will have to
represent not dictionary but encyclopedia entries in order to be

functional,

Because of the nature ‘of cncyclopedic knowledge the
representation of it requires flexibility in tho structure of the

>

marker tree, Uthile Katz and Fodor foﬁnd a sot of markers amenable to
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hierarchies’l orranisatica for the word consid, such a set is hard to
find for the Inzlish nonn trmnk, Vthile a cozprchensive notation for
the word cannot be detensined within the scope of this discussion,
since it would require = lot of capirieal daztz, a suitable formula
for the meaninzs of truak as a noun would appear to be of the
following type: “trunk"= +container,...[box7; ~timber [elephant's
nose] or +timber [portion of tree]. In this formula the departure
from Katz and Fodor's organisation of markers is indicatcd by the
replacement of parentheses by a semicolon. This arrangemznt provides
for a computational analysis of all the markers for the word “trunk".
In scction 2,1,4,2 it will be observed that further extensions of

marker lozic are appropriate for certain words,

After the emendations have been made, the question of
syntagmatic relationships remains, Waile marker thcory may be applied
to immediate constituents, it is not'amenable to words 1like stol in
Lukjanow's Russizn example (chapter 1, section 1,3.2,1,1) that
require the scanning of thc context beyond the sentence for dis-
ambiguation, In a text where *He sat on a trunk® occurred, the
establishment of a link between trunk and a word in another sentence
would require an independént approach, Such an approach comes within
the province of the more sophisticated classification schemes, which
will be discussed in chapter 3, and which in turn come.within the
scope of a compulerised senantics, Katz and Fodorts tree when revised

would be a useful starting point for a cuaputeriscd dictionary,

To orranise one accurately it is necessary to distinguish
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between tho core and peripheral meaninc of a ucrd.l6 The fomer is
wl.at distinguishes it frem another word, The core meaning of fork,
for example, consists of scuantic components of the type physical

object, artifact and used for catinr, and its perirheral meaning of

the components - having a certain averace size and not beine used in

Asiatic culture§, This distinction is relevant insofar as a semantic

tree based on a word's core meaning is less likely to need adjusting
for each new sentence to which it is applied than one based on the
peripheral meaning of a word, The use of the word.ggg, which may mean
elther a writing instrument or an enclosuré for animals, may be
considered in the sentence *The horse is in the pent. It is
theoratically possible to disambiguate ren by assigning to its first
meaning the marker /+compact/ and to its second meaning, /-compact/,
which would likewise apply to the word horse, Vhile thése markers
may disambiguate pen in the above sertence, there is 1little guarartee
that they will be equally effective in the computational analysis of
unknovn sentences, In the dictionary entry for ren the attributes ’
pertaining to each of its two meanings would be indicated., Ink and
cartridges, for example, would be specified as what pen (the writing
instrument) contains, In the entry for pen (the enclosure for
animals) znimals would be specified as being contained in it. That
the latter meaning of pzn is the econtextual one in the above sentence

'The horse is in the pen' would be determined by matching the

attributos pertaining to horse with those applying to pen.

The core meaning of a word may be arrived at by examininge

its firurative usare, since figures of speech are often not fomed
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arbltrarily but on the basis of some part of a word's meaning howcver
inapparent it may be. That obstacle is a core meaninz of the word iine
1s determined by a metaphorical analogy with the word fence. Because
of this anzlogy with fence int'He leapt over the fencc! the use of
line in the sentencs fHe le:; ' over the line' is not anomalous.l7 By
testing the word wiih =wai:v :the¢» mataphorieal analogios one may piece
together the various sui-nd: :h.ut contribute to the word's core
meaning, A dictionary :r.r: s¢ constructed would be applicable to the
translation of idicms bisea a» fifurative usage, such as those in
English that involve animzl n-mus to describe personality traits, The
translation of the idiom “He is a rat", for example, would be
accomplished by pinpointing through the word He the contextual coée
meaning of rat, namely, that it refers to an unpleésant person, Taus,
where the target language is one like Zuni, in which anima’ figures

of speech are used to describe a peréon's rhysical rather than

psychological characteristics,l8 the translation of rat would not be

another animal name, but whatever corresponds most closely to the )
core meaning of the English temm. Thus the figurative use of rat is
incorporated into computational analysis by making it an integral part
of the structure of the dictionary entry, in which the requirements of
translation are met with an independent distinguisher for the
psychologiczl meaning of rat, This treatment of it corrcsponds to'
Hirschberg'sl9 suggestion that "Un sens sera donc une correspondence

entre une désignation dans une langue et une désignation dans une

autre,.,,."

v

2,1, The flexibility of natural language, which allows authors to
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redefine words and thereby cancel in soae crnies the lexical relatione
ships that would otheriise occur between the, conplicates the
construction of a dictionary entry., In a1 unsophisticated lexicon

the antonym relation botween frevidem and slavery, for example, would

be represented by the maikers, [+liberty/ and /-liberty/ or the

eguivalent, 1In George Crwellt's novel, Nineteen Eirhty-Four, the

motto 'Frecdom is slavery' while cryptic is not anomalous,zo since a
penetrating analysis of the context will reveal the missing indices
prominent in its explicit paraphrase 'Freedom of the body is slavery
of the mind', vhile this degree of asccuracy in the construction ¢ a
lexical entry may not be required for mechanical translation, it
would be pertinent to forms of fact retrieval that imitate the human

comprehension of a text,

The utility of a dictionarx depends uéon how a grammar is
aﬁplied to it, Uhile the penctratine znalysis 6f the above sentence
will probubly rcmain within the sphere of literary research, it is
within the present scope of computational linguistics to provide an
explicit paraphrase of the type '+frcedem of thing A is ~freedom of
thing B', which is sufficicnt to convey the grammaticality if not the
meaning of the above sentence, Such computation is undertaken by
rasearchers in artificial intelligence and will be the topic of later

discussion,

21 clain that the relationships between the

2,1,4,1 Wainreich's
conponents of a sontence may also occur between the elements of an

encoded dictionary definiftion of a single word is valid for Katz and
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Fodor's markers., These are in fact =djectivos bolonging to order
classes &nd aro based upon a prsgmatic syntax similar to that of

coordinate rotricval, walch will bo discussed in chapter 3, section

3.2.1.2, Ordcr classes are formed by the typc of adjectives that

occur in the phrase 'ten big young men', VWhile the EnglishArules of
gramnar requirc the words to be in this sequcnce, the demands of
comprehension do not. The interpretation of 'men young ten big?,
for example is unambiguous. On similar grounds mzrkers of the type
[+female, +offcoring/ or [+offspring, +female/ for the word daughter
are subject to only a single interpretation and constitute vhat

Woinreich calls a cluster,

Groups of ordered markers wvhich are grouped into constituent

h22 and “do:mgraded"

structures are called "configurations® by Weinreic
constructions by Loech.23 thile the study of syntactic relationships
is often relegated to grammar, by th;ir appearance in the definition
of a word, they also confront the lexicographer. Katz and Fodor's
theory doe - not zccommodate ordered markers. The representation of
euplover, for exampie, would be in temms of the markers /+human,
+hiring/. Since this cluster would be equally applicable to the word
enplovee for which the most appropriate paraphrase is 'a worker who

is hired by someone' in contrast to 'a person vho hiros someone' for

eaplovor, the notation used in marker thoory is overwhelmed,

In weinraich'szu notation the distinction between the two
words is made by the direction of the arrou. The formula /hunané_.

hiring/ is the rcpfésentaticn of the word employer and /humanun)

64

50



hiring/ of enploven, By this convention the markers hwman and hirine

denote the core of meaning that the two words have in common and the
differeat arrows specify how it is organised diffcreatiy in cach word,
For the represcntation of an utterance in a text the same type of
notation would apply so that the phrasc *overworked employert, for
example, would be assigned tho fomula /overworked, humané—-hiring/
in which the adjective-noun relation betiwcen the words overworked

and cnplever is designated 2s a relation between the components
overworked and human. Weinreich's notation serves to emphasise that
trhe differentiation made by some linguists between the representation

of a text and that of a dictionary definition has more te do with

keeping separate the linguistic disciplines of grammar and lexicography

than with linguistic reality,

In the assirnment of markers to words, the results of
morpholo~ical analysis, an adjunct to grammar, differ from those of
lexicographical analysis, which has to do with the semantic
representztion of both marked and urmarked catecories, The four
sentences 'I counted the boys', 'I counted the boy!, 'I counted the
crowd*® and 'The crowd is facing us® may be considered.25 In the
assigment of the marker /+plural/ to counted and boys and of
/-plural/ to boy the two approaches agree, In the reprosentation of
crowi, however, they conflict, Morphological znalysis desicnates the
word as /-plural/ on the basis of the zero presence of a plural
morﬁhcme, while lexico~iathical analysis plnce; it as [+plural/,

Althourh the latter analysis would take into account the selectional

restrictions accordinm to which *I counted the boy' is anomalous and
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'T counted the boys' is grammatical, the foraer one cabraces the
sentence 'The crowd is faeing us', in vhich crowd, being the subject
rather thsn the objcct, is sinsular, Tho integration of the two types
of analysis has been jnclude. within transformational grammar, in
which, according to Postal26 tithe sub-ccmponent of syntactic rules
which cmmerates underlying phrase markers (for exanple, Noun Phrase
and Verb phrase) is itself divided into two elements, one containing
phrase structure rules (for exazmple, sentence—=)Noun Fhrase + Verb
Phrase, Noﬁn Phrase==3Determiner + Noun) and the other containing a
lexicon or dictionary of highly structured morpheme entries which are
inserted into the structures enumerated by the phrase structure

rules",

The weakness of marker theory, that it does not show how the
senantic content of a word is organi§ed in tems of its grammatical
status, is avoided by the transformationalists., The sentences 'Pity
excites the boy' and 'The boy excites pity' may be considered. 1In |
ecach tho meaning of excites is different, being paraphrasable in the
first sentence by the utterance 'stirs excitecment int and in the
second, by ‘causes something to be excited (in someone)!, For the
first meaning ¢ € excile the marker format for the verb frighten
proposed by Chomsky27 and Postal,28 [+Verb, +[ Abstract Jsubject,
+[Aninate]0bject/ would be appropriate to disambiguate it from the
second, In this typs of formula the unbracketed categories are
syntactic ones, in which the fi;ét indicates a word's part of speech,
a verb 1 the case of cxecite, and subsequent categories, its syntactic

envirormenit, The catoerorios in square brackets designate the required
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semanlic content of a word thul is to oceur in a given part of the
environnent. In the sentence 'Pityrﬁbstract] excites the boy
fAnimate]' the meanine of excite is decduced Lo be *'stirs excitenent

in' not just because pity and bor belons to the appropriate semantic

categories, but because they asswme the correct syntactic roles.

With integration of marker logic with syntax, the categories

in a dictionary entry are no longer analogous to order classes, The

relative positions of +[Abstractj, subjcet, +[Anhnate] and Object
in the above formula are important, since a different sequence such
as the one in the formula [+Yerb, +[Animate’] subject, +[Abstract ]
Object/ would designate the second meaninz of excite, namely, 'causes
somethine to be excited (in someone)!, This type of notation, which
specifies the meaning of a word in termms of its enviromment, is the
crux of a computerisec semantics and will be discussed furthor in
chapter 4, .

2.1.,4,2 tmile a variety of syntammatic relationships other than the
one betwezen the sutject, verb and object might be included in a
dictionary entry, it is not within the scope of the presont develoment
of linguistic theory to provide an exhoustive list of them, A sample,
however, will suffice to emphasise the necessity of a more elaborate

asscmblege of indices than that provided by Katz and Fodor's marker

theory.,

Cne syntarmatic relationship concerns verbs of mention, of
vhich speak in the sentence 'It is nonscnse to speak of a king as made

of plastic' is an examplo.29 Within the framework of Katz and Fodor's
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ERIC

Aruitoxt provided by Eic:

thoory thc vords kinr and plastic would Lo shistracted froa the
sentence and throurh their respscetive foxrilzc, "Wina'= +animate
Enonarch] or -animate [chcss piece] and “plastic® = —animatep the
marker lo~ic outlined in section 2,1,2 would ensurc that king
meaning = chess picce would be salected as the contextual meaning,
Since the usually anonalous meaning is the one recnired in the
environment of 'It is nonsense <J.....' marker lozic would work only
if in this envirorment the formula for kianr were altercd by a
grammatical rule to "king"= ~animate[mcnarch’] or +animate[chess
piece]. Such an alterztion might take place in mechanical procedure
through the assignment to the word nonsense of a symbol, which would

be operative whencver the word spezk introduced a noun phrase

syntactically connected with nonsensec,

The application of mechanicz) procedure may be complicated
by the absence of a verb of speakinn: Such an ovission is evident in
the sentence 'That stallion is a mare', which - as a facetious
remark - is not anomalous.30 The missing indices may be observed in
the paraphrasz, 'inat you called a stallion is 2 mare', In the
present state of computational linguisties, the mechanical detection
of such facetious remarks will have to be shelved, although a
pragmatic measure may be adopted., Since in written works apparent
contradictions usually occur on purpose, they might in default of any
other analysis be treated as cases whore a varb of mention is implied,

vhere they oceour frequently,

The scope of the amended marker notation may be extended to
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cases where three syntspmatic links are involved, The relationship

represented in the above formulae by the opecrator or is appropriate in
the representation of tho anomalous use of the word sad in the
sentence 'John is as sad as the book he read ycsterday',31 for which
the formula for sad is "sad" = /-antnate[causé enotion’] or +animate
[have cmotion]/. The or is the samo exclusive onc that featured in
the one-dimensional notation for canard in Katz and Fodor's example
(section 2,1,2), In the above sentence the marker /+anhnate/, is
identified as representing the contextual mecaning of the word sad,
because the marker for John, [+animate/ which Weinreich3? calls a
transfer feature, is matched against the formula before the one for

book, /-animate/.

The or operator is not applicable to all cases of three
syntagmatic links, In the sentence 'John is heavier than this
example, be conveyed through the formula, "heavier = /;;;inate,
-animate/, vhere the comma functions as the antonym of or. Both
markers may be solected as appropriate for a given context, since
whatever type of noun is qualified by this word, heavier has the same
meaning. A borderline case is provided by the word take. Vhile
generally its representation by two markers separated by the operator
or is accurate, this type of representation does not take into account
the occurrence of zeusma, whereby the use of take in the satirical
sentence 'Queon Anne.does sonmetimes counsel take and sometinies tea!,
for example, is pernissible, A possible fomula for the word take

that takes into account this usage might be "take" = /+zeuma/ or
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//s [~zeugma/, vhere the double slush lines would indicate that the

choice of opcrator depended on the extralinguistic context of take,

The constraints of symtactie usagé affecet the plus and minus
indicators, The dichotony between them is not suitable for the
syntagmatic recpresentation of all the relations that involve mutualiy
exclusive markers, These come under Lyons'3u heading of incompati-
bility. According to his definition "the assertion of a sentence
containing one of the terms over which the relation holds can be shown
to be understooa as implicitly denying each " the sentences fommed by
the substitution of any one of the other terms of the set in the
context in wnich the given term occurs," Katz and Fodor's indicators
are suitable for expressinz t'.  «isticnship betwsen antouyms (pclar
systems) but not that between voxds in a multiple taxénoﬁic grouping
1ike the colour systcm.35 ‘That the indicators do not effectively
represent it may be observed in their lack of ability (however little
required in practice) to dotect such sentences as 'Red is green' and

'Blue is green' as contradictory,

Multiple taxonomic systems may be dividéd into two kinds,
hierarchic and non~hierarchic.36 An example of a non-hierarchic
system may be observed in the names of colours, for which instead of
two indicators there would be several, For the words red, green
and blue, for example, the markers might consist of the respective
combinaticns of indicator and descriptive, /Red Colour/, /Green
Colour/ and /Blue Colour/, The anémalousness of the sentences in the

previous pararraph wculd be detected hy the same markor logic as
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before, since Red, Green and Bluc oppose each othor as plus and minus

do, but through a larger vocabulary of indicators.

An examplo of a hierarchic system.may ho observed in the
rolationship between part and whole in body parts, among, which the
words man, amm and finger37 may be considered, This system demands
more changes in the marker code than the non-hierarchic one above,
since not only are more indicators necessary but they need to be
hierarchically ordered. To express the hierarchy between the words

"man, am and fincer markers of the type /3 Body/, /2 Body/ and

/1 Body/ might be assigned respectively to them, The sentences
'The man has an am® and 'The arm has a finger' would be rec:gnised
as being more acceptable than *The am has a man' by the fact that
the subject of the sentence is assiened a higher number than the

object in the first two,

2.2 The Semantic Interpretation of Syntactic Stgucture

2.2.1 thile the nucleus for research on the construction of
dictionary entries was provided by Katz and Fddor's38 marker theory,
no theory of equal weight has appeared as a mechanical model of how
syntacltic structure conveys infomation. A minimal requirement of
such a model would be to illustrate how sentences consisting of
different elements may be synonymous, Some of the research based on
Chomsky's39 transformational grammar, while an attemnpt to mecet this
requirenent, focuses only on the least complicated problems of

paraphrase, Cstegories used as a tool by which to apply rules for

Q 7'1




e

recornising paraphrases arc called casss or role indicators,

One kind of paraphrase involves the rcplacement of one word
by a certain other in conjunction with = reéersal of word order, The
relationship between these two words is said to ba a conversive one.lLO
By such criteria the sentence 'John sells books to Mary'! would be
recognised as a paraphrase of "Mary buys books from John! because of
the interchanging of the words Mary and John and the conversive

relationship between sells,,.to and buys,,.from, A convenient

notation might be /Active barter/ for sclls to and /Passive barter/

for buys...from, in which the non-capitalised item is a marker and the
capitalised one is a case, A transformational rule would recognise the
above two sentences as paraphrases by mcans of the conversives, which
match with respect to markers but differ with respect to cases, one
being Passive and the other, Active, This type of notation is
appliczble to Chomsky's familiar actave-passive transformation, so

that a sentence like 'Jo= strikes Johnt' may be recognised as the
paraphrase of one like 'John is struck by Joe! through the assigmnent
of [Active hit/ to strikes and /Passive hit/ to 'is strck by!, For

the sentences in this example the setting up of the notation is aided

by explicit indices,

Casesu'1 are applicable to the types of paraphrase that do
not involve a paradigmatlc relatioﬁship like the conversive one above,
The fact that the sentonce 'Johg ruined a table! may be paraphrased
by t'vhat John did t; a Table was ruin it’, but not the sentence 'Jokn

built a table' by "what John did to a table was build it* may be
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traced to the differcnt scmantic categories to which ruin and build
belong, In order that a vorb may fit inteo ‘s siot after 'bhat‘John
did to 'he table waz,....', the existence of the objcot of the verb
must be predicated as being ﬁrior to the action of the verb, The verb
ruin but not build meets this recquircment, Correspondinély the
category of ruin is specified as Affecting and that of build as
Effecting, in which capitalisation designates these representations

as cases,

In Nida's*e

"object - event" analysis, cases .3 used to
correlate words of different parts of speech and on different
syntactic levels to detect paraphrases, One may consider phrases
consisting of an adjective and noun.that are synonymous with
combinations of verb ahd adverb, in vwhich the adjective is isomorphic
with the adverb and the noun with the verb, The thrce words in Nidats
sentence 'He works exccllently' and the three respective non-bracketed
words in 'His work [is] excellent' that correspond to them are
amenable to case analysis, Three cases in the formula, Objectmed
Event == Abstract, in this order represent the words of each of the
above sentences, For computation, these cases would have to be
related to a surface structure grammar, which Nida does not do. The
atomisation of parts of specch, in this case adjective, noun, verb
and adverlb, which Bar«Hillelu3 aimed for in his categorial grammar,

might provide the requisite components for arriving at the formula

throush step by step‘procedure.'

. I
Fillmorets** case system covers paraphrases that have to do
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with transitive and intransitive verbs, of which tho word move is an
cexample of both, A syntactic analysis of tho scntences in his
expmple, *Tho rock moved', *'The wind moved the rock® and *T moved the
rock with a stick’, would indicate rock as the subject in the first
sentcnce and the object in the second end third, Since the combina-

tions of the words moved and rock bear the same meaning throughout,

notwithstanding word drder, the word rock in Fillmore's notation is

assigned the case, Object. The words stick and wind, since they refer

to a force dircctly responsible for action, are given the case,
Instrument, The word I, which refers to a force indirectly

responsible for action, is assigned the case, Ament.

The interaction between the cases is indicated through
Fillmore's following formula; -— Object; (Instrument); (Agent),
in which the brackets signify that the appearance in a sentence of
the case in question is optional, The rule according to which words
belonging to a given case fit into a sentence is &s follows: 1if the -
Arent is not present, the Instrument is the subject und if this case
is not present the QObject is the subject of the sentence., Even with
the indicaticn of the surface structure to which the cases relate,
Fillmore's system is incomplete, In order to apply the case system
the formuia for each word must includo markers, For example, the
noun rock, since it cannot function as the Object of every verb,
mirht be assigned the formula /Object: motion/, and the.verb move
might be assirned tha ;emantic component /motion/. The fact that rock

and move have tho same semantic component, /motion/, and that rock is

assigned the case, Object is the computational means by which rock is
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detected as the Object of move,

2,2,2 The resources of theorotical linpuistics from which a

computerised scnantics may bg constructed péfer out beyond the
recognition of the simplest cases of paraphrase, although further
lines of investigation have been postulated, Bellert,us for instance,
claims that "The surface structure of an utterance in which linguistic
indices are eoxplicitly expressed ic clearly much closer to its LS
[Logico-Senantic’] structure representation than those of its para-
phrases in which linguistic indices do not occur, although they are
somchow implied if the utterances are recognised as paraphrases",

The LS structure of an utterance is the formulation of its meaning in
terms of explicit indices, The syntasmatic difference between the two
sentences fJohn is easy to please' and 'John is eacer to please' would
be convéyed in LS structure through the paraphrases 'John is easy for
soneone to pleage' and 'John is eage; to please someone', vhich
contain the indices for and scmecne, In computational linguistics .

these techniques of transformational grammar have been applied in the

construction of an interlingua.

Another line of investigation is pursued by 'v.’-'einreichu6 in
his formulation of certain syntzgmatiec properties of utterances.
These properties come under his heading of linking, within tho scope
of which are included the senteﬁces ‘The wall is white', 'The wall's
whiteness is astonicshing' and 'The wall is astonishingly whiter,
Thoy are represcntcd.by his formulae, (wall, white), (wall, Whi?g

’ ishi . . . .
astonishine) and (wall, astonishine white), in which the adjectives
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represented in superseript are considercd to fom the moét direct
link with wall and the others, a less direct ono, Weinreich's
notation conveys information that would be provided by immediate
constituent analysis, in vhich the second sentence would bo said to

differ from the third in having wall's and whiteness rather than

astonishing and white as immediate constituents, The originality of

Weinreich's contribution appears to consist nainly in his placing

syntagnatie linking within the province of semantics,

In the analysis of how infommation is conveyed via syntactie
structure linguists have fecussed their atiention upon the task of
representing the constituents of sentences themselves and have tended
to sty away from incorporating encyclopedic knowledge, In Nida'su7
teminology, the first task concerns construections from which the
moaning of a whole utterance cen be dexived fraﬁ the meaning of its
parts, scmantically endocentric ones; and the second task, constric.
tions from which the meaning of the whole utterance cannot be so .
derived, semantically exocentric ones, N'éel'sh8 utterance 'libération
du prolétariat', which he considers to be an example of "metaphorical
logic'", is an exocentric construction, since from the dlctionary
meaning of the words libéralicn, du znd prolétariat it is not possible

to derive the paraphrase fétablisscnent dun nouvel ordre dconomique

favcrable auwx travaillcurs',

The rcliance of authors on extralinguistic context make
paraphrase recocnition in the case of exocentric constructions

difficult, Because of such rnliance the dictionary mc.ning of a word
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in a glven context may be rendered rudnﬁdnnt. For c¢xample, vhile the
two sentences 'A paradirm is a set of substitutuble forms® and "By a
paradirn we understand a sel of suhstitutable fonns'u9 differ super-
ficially with respeect to the'lcxical meaning of understand, they are
nonetheless paraphrases of each other, because this word conveys no
information in its context and effectively constitutes & function
word, In fact retrieval it would be desirable to have such a word

rejected as a keyword for this reason.

The question of encyclopedic knowledge is raised by
TodorovoP in his discussion of how to categorise the different
connotations of the French word manser in the utterances 'manger la
soupe' and 'manger une plmme’, In the first, mancer refers to the
act of eatine by means ;f a spoon and in the second, by means of one's
hands, Todorov e2lls thess differences ones of reference rather than
ones of mezning, 1In mechanical translation the common core of meaning
*hat the two uses of maneger have in these utterances, namely the act.
of putting soncthing in one's mouth and digesting it, would justify
t-cating the word as teing unambiguous, if the target language were a
lanpuage like English, in which the word eat has similar connotations.,
In sophisticated form of fact retrieval involving the treatment of
relationships beyond the sentence level by means of a classification

scheme the connotations of manrer would probably be differentiated,

khat Laffalsl zalls experiential validity comes under the
headings of encyclopedic knowledre. The two sentences *'I talked with

you! and *I will talk -sith you' may be conpared with *'I agreed with
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you' and ‘I will agree with you', Betwe:sn the first tio sentences
thore is = temporal distinction and the vord will refers to the
future., 1In the sccond group of sentences the futurs tonse usually
oxpressed by will does not have experientic)l validity, for, while ono
nay set a date as to when one vill talk 3in human culture, one does

not usually prophesy one's agreccaent with sosncone.

Tho representation of cicyclopsdic knowledgo calls for
greater spocification thzn the type of cases mentioned so far provide,
Fillmore's>2 cases indicate the scnantic relationships bhetuween words
only insofur as these rcletionships show how a sentence of one kind
of syntactic structurc may be paraphrased by a sertence of another
kind, Schauk>3 appropriately pointod out that of Fillmore's sentences
(section 2,2,1) *'The wind moved the rock' and 'I moved the rock with
a stick', the firs. differed from tho second in that the sct of
blowing was implied, which Fillmore's case system for I and wind did
not indicate, For Katz and Fodor's? sentences 'Should ve také junier
back to the zoo?t', 'Should we take the 1ion back to the zoo?' and
*Should we take tho bus back to the z00?', semantic components such

#s Aninato end Human for the object of cach sentence would serve to

indicate thast the word tolic has different implications in each
sontence, but not how. In order to rogister certain information,
nzmely that lions are kopt in cages, buses aro ridden on ana that
hwians visit zoos, the dictionary entry for tsko back would have to

incorporate oncyclopddic knowledéo.

2.2.3 Tho notations of Quillian‘sS.5 mechanical memory and
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Schank'556 mechaniecal intellicence are able to accomodate both
linguistic and encyclop~dic knowledre, sinec Lhey represent a
different type of relationship from that which was the predominant
concern of theoretical rcsearﬁh. This diffcrence may be brought out
by the explanation of certain teminology, 1In lingulstics, relation-
ships between words in a text are said to be '“syntagmatic' or
"synthetic" and those betwcen dictiorary entries, "“paradipmatic" or
“arslytie", Exanples of the latter are the relationship between

fixes and tecth, which constitute part of the definition 'Souineone who

fixes teeth' of the word dentist, and the one between rich and poor,
«5 they occur as dictionary cntries, Synthetic relationships are
those that occur between words in a text and which do not fom part
of eny dictionery entry, For the purpose of explication it would be
convenient to amend the above terminology so that the term "analytic®
refers to words that are part of a dictionar& definition and the term

"paradiematic" to relationships between dictionary entrius,

2,2,3.1 The empirical approaches of Schank and Quillian have to do
with analytic relationships, whereas theoretical linguistic research
is concerned with paradignatic relationships, Quillian'557 memory
ronsists of nodes connected by differont kinds of links, Each node
represents one of the meanings of a lexical word and each link
desirnates a function word, which conveys syntactic relationships
between lexical words, Dictionary entries are rcpresented by "“type
nodes" and the lexical words th;£ arc part of their definition, by

type nodes, PIANT 1, PIANT 2 and PLANT 3 and their respective mecanines
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'botanical organisat, *fix something firaly*' and 'industrial complex?*,
would be encoded into token nodes and links of tho type provided in
fleure 2, In this modol the full meaning of a word is derived from

an exhsustive tracing of the definitions of its tolkcn nodes, A word
so traced is called a patriarch word by Quillian, In the above
diagram Plent 1 would be a patriarch word if its full meaning were
searched for by tracing the dotted arrows which lead from each of the

token nodes,

Wrile the mechanical memory has mainly to do with analytic
relations, paradigmatic ones could be represented implicitly by a
carcful formulation of the definitions for each word, Ceccato'sB
model of semantic relationships represents paradigmatic relationships,
such as those of hyponymy, antonymy and conversiveness by a diagram
consisting of words linked By correspondingly numbered arrows, In his

notation the hyponvmy relationship between Animal and Dog would be

conveyed in the form 'Dog~ggﬁnima1', in which the species occurs
before the arrow and tne genus after it and where 03 designates the
hyponymy relationship, In such a diagram the two utterances pear tree
and trce would not be included, since the hyponymy relationship is
conveyed by explicit indices and thereby is within the province of
gremmar, Nonetheless the same reolationship holds between these

utterances that occurs between Doz and Animal, Tree is the genus and

pear tree, the species, In the memory it would not be diffic:it to
incorporate the hyponymy relationship if doo were ascigned explicit

indiczs in the form of the phrase canine animal, which would then be

encoded, The analory botween the first two utterances, pear tree and
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Aruitoxt provided by Eic:
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do7, and the second two, iroec and z2nimal would rot be obscured through
their separation into two linmuistic diseciplinss, which would happen in

Ceccato's model, unless it incorporztcd an indefinitely larme number of

phrases &nd possibly of sentenzes,

2.2.3.2 In Schank *s7 mechanical intelligence the notation consists

of terms which, for convenience, he represents with English words
rather than with code nurbers, and of relationship items portrayed in
the form of different kinds >f arrows, A sentence such as 'The big
man steals the red book* wciic reccive the following two~dimensional
reprasentations

ant: e ;&
mang mocrstealsds

book

big red
The dorhle arrow represents what is called a two-way dependency
rctationship and the single arrowss one-way dependency relationships,
This répresentation parallels immedi;te constituent analysis insofar
as the upward single arrows designate linked word;, the horizontal
single arrow denotes linked elcments of which one is a phrase and the
double arrow designates the linking of phrases, in this éase, Tbig
man' and 'steals the red book'. This type of notation, which appears
again in Wilk's approcach (chapter 4), is more than an I.C. analysis
in that his components are words that have undergone language
normalisatien, These w:xir are parsed according to their deep
structure sirnificance so that the representation of the above

diarram, in which each ter: is replaced by its concapt class, is as

follows:
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Picture Produesr (PP )¢imsmm{"40T\ me—rTs

[Zas|

Picture Aider (PA) PA
The conncetion between a sentence .i:d this typo of conceptual
representation is provided by "English realisation rules" of the

following type:

The above representation is thereby observed to correspond with the

the? the
a

parse, § a 3 Adjective [/ Houn Verb E % Adjective Noun, of the

sentence 'The big man steals the red book!'.

In the dictionary the above types of nomalised words are
grouped into semantic categories. The representation for one meaning

of the word bsll, for example, would be as follows:

PA PP ACT
has texture located anyhere - rolls
has colour for anyone bounces
has beauty belonegs to people its

An entry so structured is equipped for the resolution of multimerning,
The concept classes, PA, PP, and ACT ropresent the semantic attributes
with which adjectives, nouns and verbs respeztively in *he environment
of bill must be compatible, if this meaning of b2ll is to be selected
far a given context, Examples of words that mcet these criteria are
to be found in the sentenc:. *The ball is red?, 'The ball is John's!
and *The ball is rolling', in which ball is understood to refer to a
round object rather than to dancing, In order to cffectively judie

the above typo of file, the results of large scale applications will
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have to be exanined., However, the catezories in it appezr to be based
on intultion znd it may ¢ suspected that the notation for them may

rescnble that of Booth's concept nusbars,

Iike the nodes and links in Quillian'séo memory, the
concopts and relationship items convey paradignstic rolafionships
implicitly through analytic ones., The relationship between cat and
edible would be conveyed through the representation of edible as
followss oneg=i:catg&~—"thing® (N). Waereas in Quillian's memory the
senantic content shared by 2 group of words was elicited by tracing

61 dictionary the meanings are

the nodes z2nd links, in Schank's
factored into particular files. For example, although some of the
concepts appropriate to the word ball would be found in its entry,
others would be found in a "physical object" file. Files would list
encyclopedic as well as 1inguis£ic iqfonnatioh. For examn’e, to
understand the sentence 'Did RNixon run for President in 19647 a

machine would search the experience files and interpret President

as 'Preszident of the U.S.!

Wnile Schank®s mechanical intelligence accommodated
encyclopadic knowledge, research in computational linguistics was
generally orientated towards the traditional dictionary rather than
the encyclopedia, The makers of classification schemes, who wero
often concerned with specific subject areas, had a difforent
perspective. For exgmple, fron a chemist's point of view a suitable
classification of a document entitled 'The Conversion of Water into

Hydroren and Oxygen by Hydrolysis! wguld probably involve for t*a
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Aruitoxt provided by Eic:

?1

utterances water, hvdreren 3n1 oxveen and hydrolveis the caterories,

e c—

startin~ materisl, producl and presces recpectively, which wonld

contribute to the structurin~ of encyeclopedic knowlodice,

For source
matorizl on how to organis~ it, it would be appropriate to exsmine

A

the classification schenmes.
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3 CONTRLITIONS OF 71iHy CLASSIVICATION SCHEIES

3.1 General Classific-iiong

3.1.1 As vas dcmonstrated in the proocus chapter, a classificaticn
of encyclopedic knowledge and the means of showing how to encode
utterances of naturai language into it would be essential to a
computerised semantics, Various classifications exist and are of two
kinds, general and special, The special classifications, each of
which embraces only a small part of the spectrum of knowledge but in
great detail, were crcated to serve the particular nceds of researchers
in a given field and were sipgnificant in their abandonment of the
principles on which the general schemes were based, The general
classificeiions, which embrace the whole spectrum of knowledge, were
created for use in library science, %n which the encoding of documents
to locate them on the shelves, is performed by human intuition. The
notation of the general classifications is correspondingly not useful °
for the mcchaonical encoding of utterances, Honetheless, all these
classifications provide source material and even the notation offers

lessons, albeit nepative, for computational linguistics,

In a classification schome there are usually three basic
conponentss schedules, which are lists of groups of symbols that can
be suf :cd to the main notation, the general tables, which provide
encyclopedic data on, the lexical words of a language in the fowm of a
code-English dictio.. .ry and theroby material from which to const.uct

jdioglossaries, and an index, which is an English-code dictlionary.
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Because the scop? of a classification sclimie includes encyclopedic
data, the assessment of it :il1ll be different from that of the usual

1 in his Subjeet Classification vhio aimed to

dictionary., Brown
classify the words in his index as conerzte unities missed this point,
For the word erss, for example, he provided only one code nunmber,
F601. The postulated unity, however, lies solcly in the fact that
the word refers to the hard-shelled reproductive body of a fowl or
bird, Ezgs fits into many subject areas, In Dewey's2 Decimal
Classification each application of the word is represented by a code
number, For the context of nutrition, for example, eggs is

represented by the mmber 612,39283 and for that of ornithology by

i)‘\:’g . 2 2

fmong general classifications the following will be treated:
the Library of Congress (IC), the Dewey Decimal (IC), the Universal
Decimal (UDC), the Bibliographie (BC), the Subject (SC) and the
Colon (CC) classifications. UDC3 and DC¥, the first of which is
derived from the seccnd, may be grouped together, In both, knowledge
is fitted into the following decimal framework: 000 gencralia,

100 philosorhv, 200 relizion, 300 social sciences, 400 languare,

500 science, 600 technolormy, 700 fine arts, 800 literature and

900 history, travel, biozraphy. Successive subdivisions of these

toplcs are made by inserting dizits botween one and nine in the tens
and units colunns and thereafter buyond the decimal point., For

example, technolory is 600, enrincerine is 620, mechanical encineering

is 621 and nachins tools is 621,9, vhile the decimal point is not

essontinl, it is insarted tc divide up the digits for the human eye.
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iz zerog i Ltho ond or - niviber, +19ch are nrot nzcessary, are

eliminated in UDC,

Wwiile the above ... ation is compact, the objective mapping
of knowledge scems to have beon sacrificed to sccommodate it., The
reason for grouping medining 610, soriculturo 630 and building 690
undsr the catch-all te:mn, tcchnolocy 600, appoars to be that there
are not enouch digits in the decimal system to accowmodate more main
claszes, Rangathan'ss octave device provided a wmeans of ovorcoming
this 1limitation. In his rotation a digit preceded by any nuzber of
nines 1is considercd to bolong to the scme subdivision as one preceded
by no nines at all. The nuabers, 1, 2, 8, 91, 92, 93, 98, 991 and
992, ould represent nain classes., As the number of nines thit can
precede 2 digit is infinite, so is the number of possible temms in a

given subdivisiorn.

Waile DC and ULC share a common notation they differ in the

means of building flexibility into it, In DC flexibility is provided ’

by #divide-1lilo* instrueticns, through thich ths came string of
dicits may be scrmonted differently to convey different information,
crocs-referances being mado from one part of tho general tablos to
anothor. An cxnuple of the use of tho instructions may be seen in
the clessification of Proverds 398.9 sccording to the lenguape in
which they are uritton. Vhlle digits may be added in tho way
described previously to this number to denote the subdivisions of
Proverbs, such an apbroach woulé fail to utiliso the roady-made

catcgorication of Janguages set up for another subiect, that of

linguicties, The subdivisions uf lanpuago are representod by the
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nunbers 420 to 490, Thereforo, to sullivide Piowrrbs the instruction

'divide like 420 to 490- is provided, i:hizh mesns that the number fo:
e particular lancuage is attached to the one for Droverbs but without

the iritial 4, The mmber for Indo-Tronisn Provarhs is 398,9911,

which is a conflation of Proverbs 393.9 znd Indo-~Irsanian lanruace
491.1, thile in the gencral tables the ”divide-like“ instruction is
applied to increase the inventory of terms with thc same notation,
the device could be extended indefinitely to reprcsént synthetic

- relations as well,

The capacity to represent synthetic relations is provided
in UDC by auxiliary symbols., The most prominent of these is‘the
color, vhich has the same meaning that the word and has in English,
This symbol allews strings of digits to be regrouped without a chanre

in {leir mesning, For exmnpleé, 66 cheaical technolery and 658

industrial managcment can be synthesised into either 66:658 or 658:66

to denote ‘management in the chemical industry!, The infixing of one -

string inside uncther by means of square brackets provides for
further flexibility of representation., A grouping of given documents
by numerical order might occur as followss 620,191: $69.3
*discoloration of copper!, 620,191 669.4 *discoloration of lead®,
620,192: ¢569,3 'swelling of copper!, or as follous: 620.19[669.3]1
*discoloration of copper,! 620.19[669.3R ®swelling of copper!',
620.19[659.47JL *discoloration of lead', The first prouping collects
docunents on discoloration and_the second, those on the defcets of
copper. Because of its proviusion for alternative ways of groupine

docunents and of its capacity to convey information about them in very
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great detail, UDT is not just =z library classification but zlso an

inormation retrieval system,

Since UDC is tied vo the cnumerati;e frameirorx of DT, the
provision for alternztive grouping is not comsistent, This fact is
underlincd by the apparent redundancy of certain digits in the
notation., In 633.15 - 272.6; 632,937 *Eiolozical Control of Injuries
caused by Locust Pest to Corn', which is synthesised froem 633.15 -
272,6 *Injuries caused by Locust Pest to Corn' and 632.937 *Crop
Protection by Biologiczl Csntrol'.7 the digits 6 and 3 on both sides
of the colon signify twice over that the docuaent comes under the
category of asriculture. Tiis apparent redundancy is unavoidable,
since these digits are needed as null terms, as the nunber 2.937 by

iteelf has a different meaninz from 2.937 in the string 632.937.

Bibliographic Classification (BC) and Subject Classification
(SC) provide mcans for representing synthstic relations. In BC the
_comma serves “he same function as the colon in UDC, The title
*Protection of Corn against Locust Pests in India in 1967', for

example, would be represented by the components UA Asriculture, QT

Corn, JQDL Incrst Pest, H Protection, q India and U Recent Period in
tho formula UAQT, JQDL, Hq, U.S In SC, the bowr 'ary between one
string and the next is marked by a chanpe from a numerical to an
alphaboetic base, A title like *Unemplojment in the Shipbuilding
Industry' would be represented by c¢ither B650LL1S or L118B450,7
Ietters represont main classes, K, for example, sirnifies philosophy
and rclipion, and rroups of digits (000 to 999) represent the sub-

divisions of these classos. For instance, K951 sipgnifies Catholic
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B

soostoli~ Church and 1952, Christicn Dide wraonr Socicty., Tc¢ inter-

calate ncw subjects, more dicits are added.

The most inflexible of the gencralcclassificatious with
respect to notation is LC,10 which is based upon an actusl collection
of documents rather than on a thcoretical map of knowledge, Its main

classes are as follows: A - General Vorkss Polizraphy; B =

Phnilosovhy, Relimion; C - History, Auxiliary Scicnces:; D - History

and Topocraphy; E and F - America; G - Georrathy, Mnthropolory, Sport;

H « Social Scicnces; J - Political Science; K QHLaw: L - Fducation;

M - Music; N -« Fine Arts; P - language and Literature; Q - Science,

General; R « Medicine; S - Agriculture, Plant 2nd Animz® Industry:
——a, e, ’ A

T - Technolory; U - Military .‘cience; V - Naval Science; 2 - Biblio-

graphyv and Library Scicnce., Subdivisions are made by means of a
second letter and four digits. Uaile gaps between numbers provide
for expansion; the notation cannot aécommodatc synthetic relaticns.,
Becavse of its lack of cross-referencing, IC may be considered as a )
coordinated series of specil classifications, each main class being
independent of the others, For exsmple, in Statistics, periodicals

and congresses are reprosented as HAL and HA 9 to 11 respecztively,

while in Econcaic Theorv they are respectively HB 1 to 9 and HB 21 to

29.

In the other classifications the inflexibility of notation
is relieved by schedules, 1In SC,11 numbers boloncing to a schedule
arc distinpuished by a praceding point. Taus 1229,10 ‘History of

Iandscape Gardening' may be rocognised as a concatcnation of 1229
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'Landscape Gardcning® and ,10 'Histery for general use in 11

. classes's 1In DC,l2 a preceding zero distinsuiches a nunmber that
belongs to a schedule, For oxample, 614,05 .fpericdical on public ~
health' is intcrpreted as 614, 'public health! and 05 *periodicals,
while 505 *periodical on scien~:? is sepmented ints 5(00) science
and 05, In BC, where the nrin rotatic-al base is alphabetic, the
distinction is made by reaus of number: so that a concatenation of
BOV &nd 3 History, for example, provides BCV3 *History of the BBC!,

" In UDC,13 punctuation is used. For examnle, 624=30a is 'civil
engineering written in Geman' and 624(47) is 'civil engineering in

the J.S,S.R.'.

3.1.2 The enumerative framework of the general classifications
provides for a very economical representation ~¥ infowmation., In IC,
the meaning of a digit is determiined not only .y the column in which
it occurs, but 2lso by #hat digit it follows, For examplg, 3
indicates a subdivision of technology after 6 in 63 arriculture but .

one ' Social Scierces after 3 in 33 econocajcs. Such econcmy is

attained at the cxpense of the accommodation of sy.ithetic relations,
which, as was observed in the last section, are only indirectly
represented. From the point ¢f view of coaputation this drawback is

inconvenient,

The notations of the generali . aissification schemes were
crcated on the principle that any one term was the species of only
one genus as depictod by the tree of knowledge analogy, Su~h ~ view

does not take into account the cemplexity of lexical organ...tion,
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Terms are lilto the elc.unts of the iathemilical equation, ab + be +
ad, vhich riny be repressated as a(b 4+ d) + be or b(a + ¢) + ad, in
that they can bo groupsd accordin; to more thin one category., For

oxzaple, 1 ib may be placed with flzop under the category ovine or

———

with puppy and pony under the category younf.

The consequences of rejecting the trce of knowledpgo analogy

4

may be observed in an adeptation of Sharp's'™ example, in which the

catigrnrles into which tems are placed are explicitly indicated, In

a classification of military science a term like military seroplanes

600 might be subtdivided into three othor toras fighters 610, bombers

620 and Trancvort planes 630, Each of these might 4n turn be sub-

divided., Thus fighters 610 would embrece the terms *single-engined

fighters' 611 and similarly bombers 620, the terms *single-cngined

‘bombers?® 621, *twin..engined boabers® 622 and !'threc-ongined bombers®

623, !'Transport planes!' 630 would be subdivided into *twin-cngined
transport planes! 632 and ‘throe-eﬁgined transport planest 633, 1In i
this notation senantic categories ars specifically designated by
colunns, The tens column represbnts the genus of purpose, and the
units column, that of the number of cngines, Uhon a particular
category is not applicable, the others may be preserved by inserting
zero between other digits as a null terﬁ.' Thus *‘three-engined

military assroplanes' would be 603,

In the above notation the maximum capacity of representa-
tion of a three digit nunber is twenty-.seven temms (9+9+9), wnereas

in DC tho caprcity is soven hundred apnd twenty-nine (9x9x9)., If the
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octave device 1s used, the difference increases. However, Sharp's
notation is moro asttractive from the point of vicw of mechanical
retrieval, since machine may more readily rotrieve a temm By identi-,
fying a digit in a specificd column than one as 3t occurs after

certain other digits,

Drawing the principle of flexibility to its logical
conclusion, the makers of the special classifications create notations
of unordered digits - or groups of digits (in which the octave device
is applied). The terms and their corresponding symbols for the

classification of military aeroplanes would be of tho type, sincle-

encined 1, tirdn-engined 2, three-engined 3, firhting 4, bombing 5,

transportinz 6, and military aeroplanes 7 and a document entitled,

for example, 'Three-engined Fighters' or *'Three-engined Fighting
Military Aeroplanes' would be represented by the number 347 or 743 or
any combination of these digits. This type of notation is adopted by
Perry, Kent and Berry in their generic encoding, in which groups of _ -
letters replace the above type of digits. The letter combinations
from left to right represent the classes and subclasses into which a
term fits. For example, animal is NA, mammal is NA MA, dom is NA MA
DO and terricr is NA MA DO TE. This systematic sequence of letter
combinations makes for human convenience and speed of ccmputation,
althoush no aubifruity would result from any other sequence, The pros
and cons of such a notation will be discussed further in section 2

under the hesding of'Coordinate'Retrieval.

16

Tho exception among general, classifications is Rangathan's
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Colon Classification in that :.. is not cnumerative, Rangathan
dcsignated his categories (or ".zccts® as he calls them) of which
there are five, explicitly as follouws: FPersonality [P], Hatter [M],
Pnerry [E], Srace [S], Thue [T], which appear in this ordor in the
representation of docuaent titles, Hntter denotes materials, Energy
indicates an operation, process or problem to be solved, Spaco and
Time denote geographical and chronological subdivisions respectively

and Personality seems to include miscellaneous information, In the

' representation of a title Personality is followed by a ccomma, Matter

by a sericolon, Enerry by a colon, Space by a full-stop and Time by
an apostrophe, Incyclopsdic information about the words that may
appear in titles is incorporated into the syntagmatic framework
described above by means of an index, in which the five categories
are distinguished by square brackets, For example, in the entry
*lending 2 [E],62 X [P],62 [E] 1', "lending" is interpreted as
belonging to class 2 library science, wnere it is denoted by the
nunber 62 in the Inersy facet, and to class X Economics, where it is

denotc.l by 62 in the Personality facet and by 1 in Energy.

. -

Various procedures govern the encoding of a title, In the
first, it is parsed with the aid of an index. A document entitled
*Spraying Instrunent and Chemicals to Mitigate the Virulence of the
Injury to the Stem of the Rice Plant during the 1967 Dry Period'in
the Cauvery Delta in Madras® would be analysed into components as
follows: Aericulture, Rice Plant [1P17]. Stem [1P27], Injury [IM1],
Virulence [127], Mitigation [1E]. éhcmical [2417]. Application [2E].

Sprayins instrument [3M1]. Madras [51]. Cauvery Delta [S2], 1967
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[T1]). Dry Feriod [T2]. 1In this notation tho mmber before the
letter denotes which romnd a word of a particular caterory belongs
to and the nurber after the letter denotes its level, A round of

facets is a clauso consisting of Personality, Matter and Enersmy, any

of wiich may be absent in any particular title., Vhere two or more

facets of the same type, two Personzlities for cxample, occur in the

same round, they are said to belong to different levels and are
correspondingly assigned different numbers, After all the rounds
have bzen represonted, the Space and Time facets are inserted, When
a title has thus been parsed, numbers replace words to provide ta
title in focal numbers®, which in this example is as follows:

J.318 [1P1].4[1P27.4[1M17] Cc7[ W27  5[1E]. 3[241 ], 7[2ET. 5[ 341 Ja411
[S1] e50c[S2].N67[T1] e1[T2]. In thé final class nuaber the

punctuation specified earlier replaces the bracketed tags,

In the classifications of the various fields of knowledee
the relationships between them are represented by relationship items - '
(or phzses) in what Rangathanl7 calls a phase analysis, This analysis
is related to I-iicklesen'sl8 division of knowledge inte idioglossaries
(described in chapter 1, section 1.3.2,1.3) based on the‘assumption
that scme fields of knowledge may be considered as compounds of main
classes, geophysics, for example, being the 'influence of geography
on physical science®s In the notation of CC the subject is
represcited by the formula, CO0zU, where C and U rcprosent the
respective main olasées, physicai science and geopraphy, and vhere

zero indicates a change of phase and the lower~case character g

represents the phase of influence, Other relationship items are b
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and k bius, ¢ and m comparison and d and n difforenca, Rangathan's
notation in providing a syntax represents a significant departure from

the nomm of the other general classifications,

3.2 Spaclal Classifications

3.2.1 In all the special classifications the categories of the
type described in section 3.1.2 are adopted, through which distinct
dictionary entries are formed, each with its oﬁn notation so that the
representation of a document is more than an idioglossary summary.
These classifications may be divided into two main types. In one, the
categories ara represented by descriptors (or semantic factors as they
are sometimes called), In this type of approach, which is called
coordinate retrieval, the machine does not test for syntagmatic

‘ relationships in the answering of an encoded request for documents,

but merely for the presence or absence of specified descriptors. The

machine, in fact, is often a card-sorter rather than a computer, In -

the second type of classification, provision is made for syntagmatic
relationships. This type provides & nmore relisble base upon which to
set up a conputerised semantics for mechanical translation and

information retrieval,

3.2,1,1 Yhat all coordinate retriecval s&ﬁtems have in cdmmon may be
observed throuch a matrix, Ledley'519 "Tabledex" provides one, in
which the rows represent documeﬁﬁs and their reference numbers, and
the columns, the descriptors, An intersection of a row and a column

(a posting) is assipncd the digit, one, if a particular descriptor
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does pertain to a certain document, and a zero, if it doos not. A
usor interested in documents having to do with the application of
nuclear theory, for example, would cxamine the columns of the

descriptors application, nuclear and theory in fisure 3, until all the

rows in which the three postings of the descriptors containing ones

are identified, These rows indicate the requisite documents,

For computational proceﬁure the matrix has to be partitioned
into entries, FEach entry may consist of either a descriptqrffolloﬂed
by references to documents to which it is pertinent or of a docuﬁent
number followed by the descriptors which appropriately describe it,
Again the entry may consist of many descriptors followed by references
to many documents or vice versa, In the first case the entries are
of the type 'versatilitys Powell, Tove' and 'analysis: Pope,
Stockendal, Tove's In a search for docunents having to do with
versatility analysis, Tove is retrieved.sy the matching of docunent

references, The spsed of computation is guaranteed by the alpha-

betical order of the descriptors.

In the second case the entries are of the type, 'counting,
evaluation, versatility: Abrahams®' and ‘application, concept, design,
England: Smith', In this type of organisation multiple entries are
often provided. For example, cach of the entries is listed three
times in the first example and four times in the second so as to
bring each descriptqr to the head of an entry, One of the alternative
entrics to that of the first example might‘be fevaluation, counting,

versatility: Abrahams®, With these multiple entries, the
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1.2 Aravindakshan 0000 OO0OO0OO0O O0O0OOO0 10111
1.3 Gasstrom 0000 0001 1010 001100
;L_,_’f_NBSCircular 0001 1000 0000 O10O01
2.1 Nicholls 0000 OOOO0O 0100 00011
2.2 Pope 0101 0101 0001 10101
2.3 Powcll 0000 1110 0001 11001
2.4 Scidle 0710 000CG. 1111 01010
3.1 Senior 0000 OOOO0 OOOO0O 11111
.2 Snith 0000 OOOO O0OOO0O1 10011
3.3 Stockendal 0000 OOO 1110 01110
3.4 000

Tove 1000 0111 1111 OO

|

Figure 31 . Ledley's Tabledex,

103




89

jdentification of documents entered into an author-code dictionary 4s
alded by systenatic organisziion, Since every descriptor is now at
the head of soac entry in the dicticnary, alphiabetical ordecr may be
utiliscd, althouch thiﬁ convcaience is at the expense of an increase

in the number of entries.

An example of the third type of entry is to be found in
Mooers 20 Zatocoding, The representation of the descriptors is
acccaplished by assigning to them certzin numbers, which are notched
on to the top of a card. For example, vhere the descriptors 'selecctive
device' (3,11,15;39) and 'film tally* (14,17,22,30) appear on the same
entry card, the numbers 3,11,14,15,22,30, and 39 are notched in this
order, Below tho notched portion each descriptor is printed with its
docunent references as shown i.: figure 4, Since the machine is |
searching for numbers specifically rather thén for'descriptors and
docunent references, the numbers - ‘e set up carefully. If there had
been other descriptors fphotogray s' (14,11,15,39) and *film
production® (3,17,22,30) both represented by notches on this same
card, the above notched nunbers would be ambiguous because many

descriptors might be retrieved through the same numbers,

3.2.1,2 The functioning of coordinape retrieval methods depends on
an appeal to practical criteria, namely the limited numbef of ways in
which words are in practice construed in natural language, Mooors2l
says: "In analysis we make no gttempt to take the message of a
document and to write a littlo abstract using descriptor words in

such a way that tho message of the document is preserved.... At the
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Deserintors Zatocodes
—-.:--.._;-T..ﬁ.._ . -:-—-*-—:--
seiective deviee N1y
{iin tally 17 2230

rhote-clectric sensing 11134 40
audio frequency code 9 16 29 31

carera L 182934
flash a 17 23 34 38
couating 826 33 37

Reference
U, §. Patent Fo, 2,295,000
Rapid Selecter-Calculator
Rickerd §. Morse, Rochester, ¥, ¥,

one claim

0

Figure & Format of Mooers' entry card.
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symbolic and coding “evel retrlceval, arnd nct ressage preservation
must be our goal®™, 1hile the nuaber of possible sentences in a
language is infinite and therofore boyond the scope of a finite
nunber of descriptors,; out of which only 2 finite nmumber of
combinations way be formed, not zll sentences are likoly to cccur in

document titles.

Coordinate retrieval systems have been founrnd to work well in
the enccding -of -diagrams, in which the number of different components
is 1imited., At the United States Patent Office?Z the diagrams of -
chemical structures provided ready-made descriptors in the form of _
the atons in these structures, These were used in what the Patent
Office rroup called the first topological system, in which each atem
was assigned an identification number in temms of which a request wus
formulated, In mcchanical procedure an atom to atom match was made
between tha encoded form of a userts rcquest and each chemical
structure for which there was a document and in the case of
structural correspondence, the documnent reference was printed out,
Since tho diagrams were able to represeat thousands of compounds, the
first toprlogical syste: was replasced by a second one, in which the
number of descriptors w:.s reduced by represernting not atoms but
groups of atoms in a compound set up according to the likelihood of

their »eing reouested,

The capacity of coordinate retrieval systems may be extended
without an increase in the numbor of descriptors by the judicious

assipmient of many meanings to each Zoscriptor. Cardin?3 found that
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in archaeological drzwings seme coapmients wora prodictzble from the

o LEREY

proescnce of others, For cxumple, & wen usunlly nilks a ouo into a
container, shears it with a tool srd feeds it wuith fodder. For these
situations the nost appropriate descriptors would appear to be man,

euwn, contsiner, tool, foddor, milk, shear and food, Since selectional

rastrictions 1limit the number of poesible nasbinations of such
descriptors, the principle of econcny is taken into consideration,
Gaxdin himself assigns many meanings to deseriptors according to
connotation., Fkhite represents non-vejorative acts including millk,

shear and feed, and black pajorative cnes like kill and strangle,

Brisch,2* in his bullding classification, similarly
utilises many meanings, although they are so apportioned to
descriptors ("chapzaux® in this scheme) that the roesolution of them
requircs a builder's intuition, The’"chapeau“ is a two-digit mumber
with & broad rengo or meanings. The first digit represents a main
class and the sccond a subclass - according to the principles of
Devey's decinmal notation, The numbor 60, for exsmple, refers to
'Functional components., Elewents, Parts of buildings. Installations!
and 62 refers to 'Foundations. Walls, Damp-proof courses,
Partitions. Pillars, Archos, Dressings. Flashings'. This range of
meanings is narroved down by formming the combination 62-24-42 from two
other "chapeaux", 2%, 'Bitumincus materials, Mastics; Lubricants,
Fuels and Gases' end 42, *Bricks. Blocks, Slabs, Slates, Tiles
and Shingles'., The matching of %eanings by somoone with a builder's
ﬁraining would rcveal that a document referenced by 62-24-42 referrecd

to 'a bituminous, damp-proof course in a brick wall' or 'a bituminous
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dressing on & brick wall®., The setting up of mshy meanings is
intricate snd could make the updating of a coordinate retriceval system

more difficult than it has to be,

To overcome the obstacie of syntagmatic relationships in
the sotting of coordinate retrieval syctems, stopgap measures have
been suggested, Taube?> points out that & document on 'fish as food!
may be distinguished from one on 'food for fish' by assigning the

descriptors food and fish to the first document and food, fish and

plankton to the second. Role indicatorszé‘too have been advocated to
discrininate betwcen not only hemonyms of the type base (alkali) and
base (foundation), but also between the different roles that the same
tem may play. For example, 'lead as product' is assigned the
descriptor lead I and 'lead as raw material', lead II., Role
indicators may function like Tatin endings to represent different
syntactic functions.z? For example, 'A man attacks a lion' would be
represcnted by the three descriptors, man I, lion II and attacks,
while 'A lion attacks a manf would be assigned the descriptors,

man If, lion I and attacks. The distinguishing of role indicators by
Roman numerals abéve is strictly mnemonic, a means by which a human
may keop track of the descriptors, From the computational point of
view it is sufficiont that man I is different from man II just as it
is qifferent from attacks. While role indicators effecti&ély'ranove~
ambiguity they do so at the expense of an increase in the number of

descriptors,

3.2.1.3 The neccessity of syntagmatic structure is a fact of not
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Just Janpuage but any notation with the cepacity to convey an
infinite amount of information through rulcs of grammatr that allow
the construction of cyntagms that are nceessarily infinitely long
from a finite vocabulary, Ci;cunstantial évidence may be four? n
corollary of Gardin'328 classification of ornaments, In bi, g
given decoration is assigned a symbol (called a radical) and -uue
oporations that it undergoes are denoted by affixes., For example,
the dgcoration.iais named fix and a plurality of them are fixuli or
ulifix. At this point the radicai and affix appear to be wnordered
descriptors. Howcver, fix may donote‘rn)operation as well as a
particular decoration. The ornmnengﬂ} &“Lis called 'fix uli FIX*
("fix uli* in the shape of a fix). The repetition of fix, albeit
capitalised in the second instance, is evidence of syntagmatic

grouping,

thile no ambiguity would result from scrambling the
radicals and affixes in the above example, other examples may be
found in which it would result, One may considér a deccration of the
type O , which will be named circ, With this notation the ornament
gi?i would be labelled 'fix uli circ' (a group of fix in a cirple) and
3’&,, *eire uli fix* (a group of circles in the shape of a fix). The
two ornaments are represented by the same elements but in different

groupings, In the first case fix and uli ars immediate constituents,

whereas in the second circ and uli are, Role indicators could be
utilised to discriminate between thoe ornaments by means of unordered
doscriptors, With Gardin's?? capitall sation constituting an

indicator, the first omement would be reprosented by tho string of
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elements *{ix uli CIRC' and the sceond, by the string *FIX uli eire’,
These elaneots are unordered but only because of an increuse byltwo-
in the vocabulary of elcments to include CIRC and FIX. To be able to
represent all possible ccmbinotions of symbols and oporations by such
means that might occur in other subjccts as well as archaeology, the
vocebulary would have to contain an infinite nuaber of elauents.
Mternatively, a machine might be programmed to abstract the meaning

of a role indicator in isolation, Such a procedure, however, would

"involve syntagmatic structure. In 'fix uli CIRC*, CIRC is one elemen*

on a higher linguistic level, but two elements on a lower level,

namely circ and capitalisation,

The type of notation in which infommation is conveyed by

pairs of items consisting of a term and a rols indicator (Filhnore's3o '

case) is a concession to the necessity of conveying syntagmatic
structure. The tem resembles Gardin®sil radical, and ﬁhe roie
indicator, the operation it undorgoes. An example from chemistry, of
an experiment in which hydrochloric acid and marble chips are mixea
to produce carbon dioxide, may be considered, This situation may be
reprosented as follows: (Hydrochloric ecid, Agent 1) (Marble chips,
Agent 2) (Carbon dioxide, Final product), in which the first

component in each bracket is a temm and the second; a role indicator,

Thé-ﬁoi;s (1iqﬁid,wPfooorty), (solia;‘froborty), and (goéeous,

Property) might also be pertinent to the situation, The integration
of them, however, into the rest of the notation would call for more
linguistic levels as expressed by further parentheses as followss

(1iquid, Property (Hydrochloric acid, Agent 1)) (solid, Property
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(Marble chips, Agent 2)) (gaseous, Proporty (Carbon dioxide, Final
Product))., The parentheses are required, sinco not only can
individual terms and role indicators be immediate constituents, but

also pairs of items.

In some emended versions of coordinate retrieval of the

type used st the U.S, Patent Office, linguistic leve~ 'n indicated
by interfixes rather than by brackets, Prior tc e . on of
then the doscriptors lead, copper, coatings and pipe. ;. -taining to a

request for documents on 'lead coatings for copper pipes® would each
be assigned the same docunent number, 100,32 thile a document with
the above title would be retrieved, one on 'copper coatings for lead
pipes' might also be retrioved, Under the interfix system lead and
coatings would each be assigned the document number 1004, and copper

and pipes, the number 100B. The matching of the interfixes (A or B)

would show the links between descriptors so as to discriminate between

a request for *'(lead coatings) (copper pipes)' and one for *(lead .

pipes) (copper coatings)!, Since in practice a user is often unable
to retrieve vhat he wants, it is dosirable to break a request into
kernel parts, in this example to retrieve documents on 'lead '
coatings', ‘'coppor pipes', 'coatings for copper® and ‘*coatings for
pipes'. Since the meaning of for is needed to distinguish *copper
coatings' froa 'coatings for copper', onec must provide a more
complicated set of interfixes than that of the U,S. Patent Office and
Taube, in the following represeétationz lead 100A, coating 100A Q3
P3, for 100 Q3 P3, copper 100B Q3, pipss 100B P3, The link between

copper, for and coating is shown by the interfix Q3, and the one
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between pipes, for and coatini, by the inturfix P3,

number designates the auantity of items linlzed,

In each case the

The interfixes do not denote the ijype of rclationship

betwcen torms but merely the presonce of one, Even with their

inclusion a document entitled *The Destruction of Dyestuffs by

Bacteria' would be cnceded no differently firon one entitled 'The

Destruction of Bacteria by D:,'estuffs'.B'3

vach case the numbers

would be of ths ,pes 200AB Destructiuva, £50A iacteria, 200B Dyc-

stuffs, vhere 200 is the document reference and A and B zre the

intorfixes,

To discriminate between the two titles elther of and by

must be included as descriptors or the above deseriptors must be

assipgned role indicators,

3.2,2 There are two methods of denoting the type of felationship

existing between any two terms, One consists of fusing together

analets (a construction consisting of a relationship item sandwiched

between two terms),

The other is a develoment of the role indicator

method, An example of the first method is Farradane'sBu system, in

" which there are nine operators, as follows;

Non~tine= Temporary Fixed

relution relation relation
Concurrent Concurrence § Cémparison /* Association /;
Not distinct  Equivalenco # Dimensional /+  Appurtenance /(
Distinct Non-cguivalence Reaction /- Causation /1

(Dis’ inetness) # -

Figure 5: Farradane's Operators
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To apply these relationship oporators cxprecssions not amenable to
them such as 'The caf eats the mouse' arc nomalised into expressions
of the tyre, *The cat has food' and 'fhe foed is 2 mouse', which are.
Compound constiuctions consisting of many analets are incorporated by
means of square brackets, the meaning of which may be observed by
exanining three synonymous analets, For the document title 'The
Production of Glucose by Hydrolysis of Sucrose! the three possible
analets are as followss Glucose :/ Sucrose -/ Hydrolysis, Glucose

1/ [Hydrolysis [-7] Sucrose, and Sucrose [-/ Hydio.ysis]/: Glucose,

An operator immediately outside the brackets does not link with the
term inside but with the one on the other side of them. These

brackets provide for variety in the representation of the same title,

Each of the operators is coamprised of two components, For
example, '/s' (or *:/'), causation, consists of ':' stating what was
caused and '/' stating what did the causing, and in */<t, reaction,
*/* denotes the reactor and '-', what was reacted upon. 1In the role -
indicator method the title would be represented as-followss
((Glucoses) (Sucrose,/)) ((Sucrose, -) (Hydrolysis, /)) or, if
" interfixes A and B are used, as followss (Glucose, 3, A) (Sucrose,
~, B) (Sucrvse, [, A) (Hydrolysis, /, B). From a comparison of the
two types of notation the operatqr is observed to be a concatenation

of two role indicators, in which the temms to which they belong .~ . = ..o

appear on elther side.

3.2.2,1 The use of analets was favoured by Gardin35 in SYNTOL

(Syntarmatic Organisation Lanruage), which he applied to information
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retrieval in general., 1In his notation tho analets may be expressed in

£
?

3 0 °
termms of one dimension as Farradane's”” wero. or in terms of two as

Ri,
follows;: me—-p; where m, n, p and q are temms and Ri and R}
R i,
are relatlonship items. This arrow fonuat resembles that of
Schank's37 artificial intelligence, except that in SYNTOL utterances

are normxlised to preserve the analet., An utterance of the type

'a inhibits the effect of b on c* 1s not represented as a

Ri
besmmadc
but as 2 which literally means *'a has an effect on b with
U{ Ri
b--—-~;c

Ri

respact to b's effecct on c'.

There are four main categories of relationships and four ofin
terms. The relationships are of the'following kind, to which examples
of contexts in which they occur are appended: Rl predicative
('increasing.....uncmplomnent'), R2 associative ('caqcerous...
organs'), R3 c;nsecutive ('the effect‘of electricity...on muscles*)
and R4 coordinative ('the differentiation of father and mother
roles'). The caterories of terms are as follows: Predicates,

Entities (E1 or E2), States (S) and Actions (A), They may be observed

in the recpresentation of the utterance 'dégénérescence des muqueuses

par un zcide* or hofegépécifically of its bg;éihrase taction d*un

acide sur la muqueuse: dégénérescence! FE2 R3 3 El R2emed
. acide muqueouse

dépénérescenco  Tho category, Action, is assigned to degeneration
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when it occurs in phrases of the type ‘anides dégéndérants', in which

it constitutes an  intrinsic proparty of «: acld,

khile the four categories of tenn§ and relationships nmay
appzar to be too feﬁ to prevent ambiguous representation in some
circunstances, provision is made for expansion, For the utterances
*bénddiction de 1l'eau* and *la phobie de l'angoisse'! the diagrams
*bénédiction-———R2—Decau' and *phobie——R2---}angoisse' are inexplicit,
becau -~ 2 7. . not differentiate the two mcanings of de, To make the
diagrams more precise, expansions are provided as follows:
*bénédiction——e=R2——} eau—~—~—RLl—}0p instrumental® (bénédiction relates
to water with respect to water being the instrument') and 'phobiew=
R2 —3angoisse——Rl~=~30p, Signe' (*fear relates to anxiety as anxiety

is a sign of it*'). With the’generation of these diagrams, a more

appropriate name for Rl than predicative would be miscellaneous,

thile the main part of SYNTOL has to do with analets, the expansions

involve role indicators, of which Op. instrumental and Op. Signe
introduced by Rl are examples., The necessity for these expansions

tests the usefulness of the main categories,

Wnile the arrow diagrams represent the content of a
discourse in detail, provision is made for an idioglossary type of
swimary, In Gardin's approach there are two maln components, One of
them, Source, providé§ bibiiogr#bhié“aéiéiié ;gbu£ﬂa abgﬁ5;h£“5ﬁ85>;slwym
its date and the or;ginal langugge in which it was written. The

other, Content, lists all the descriptors appropriate to the text of

a document under seven headings, Scale, Theme, Focus, Beilnes, Space,
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Time and Mede, In onc cimmple, Lhzb of a document on *Lesions and

Behaviour' the abstracl was as follcws: ‘Ydedification of behaviour
produced by lesions of the {rontal and teaporal lobes, Exporiments
on 36 monkeys and 10 cats, After tenporal lesioas, the animals are
calm, ceasc to distinguish between c¢dible and non-edible things,
After frontal lesions they are apraxic and timid, a few nsnifest
hyvoractivity®, The hesdings and the ter-s listcl 'mder them for

this abstract are as followss *Scale paysio-psychology, Theme

telencephalon attitudes, ¥oecus 3, Beinzs cats, monkeys, Spacc ’
Time » Mode cxperiment?,
3.2,2,2 The role indicator method to which refer~nce has been made

in the previous paragraphs was applied at Western Reserve University,
The role indicators (as described in Section 3,2,1.,2) are analogous
to Latin endings of the type a which identifies a noun like puclla

(girl) as the subject of a sentence., The analogy holds with respect

to the constraints of linguistic levels (discussed in section ).2 1, 3).

insofar as the endings allow free word order only within a given
phrase or clause, At Western Reserve University,38 a "telegraphic
grammgr" provided the means of representing various linguistic level;.
In it, '4}' denotcd the beginning or end of a paragraph, '&°% of a

sentenco, '-' of a phrase and *,*' of a subphrase, In addition,

workshcets specified citation orders for tho role indicators and their .

temns, In the encoding of the text of each docunent, neither

parcentheses nor interfixes were used to indicate grouping,

Tho tolographic gremmar consists of two parts, one for
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analytic and tho other for ¢yathetic relationshipse In the
reprosentation of the formor, the role indicators toke the form of
infixos, vwhich aro based on an analogy with semitic languages. For
the latter, tho indicators aro in the shaps of separate threc-letter

comolinations,

The infixes are sdded to semantic factors, which designate
the most froquently applicd concepts. A recognised method or
tochnique like "Y-ray diffractioﬁ' or 'induction hoating® being one
would bo counted as one multiple-word term to which a group of

analytically related factors would be assigned.39

How the factors function may be observed in the construction

of a codo for the terms, tempering, stress rolief and stress
Lo

relioving, ©° The metallurgist, using his oxpert judgment, would
provido for these terms the factors,.M~-TL (metal), P-SS (physical and
chemical operations) and R-UT (procosses and devicos directlj
1nvolving=heat), in which the symbol *-' spacifies that the appro-~ -
priate infix is undotermined, The infixes are filled in by consulting
a table., Since the motzl is socnething acted upon, the infix *We

(frem the tablo) is insgorted to give the ccmplete factor, MWTL,
Similarly P£SS (in wvhich 'A' is derived frem tho table) conveys the

fact that tevwparing and stressmrelief cre species of the genus,

physical &nd chenical operations, "RQGIT denotes that the processes- R

involving heat are the means to an end, The infixes having been

detemiined, toipering, stress-rolioving and stress relicf are assignod

the folloising respective groups of'faptors (vhich are unordered)s
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MWTL, PASS. RQIT. 013, MWTL. PASS. RQIT. Ol4, 1/IL. PASS RGIT.

014, Tho capltaliged factors designate the ic content of the
torns, *'Physical or chemical operations - < mc.a? . -ans; of heat?,
The nuubershave to do with sjnonymy. then they mateh, the synonymy

between two terms is complete, otherwise it is only partial,

In the second part »f the telegraphic grammar, role
indicators and terms are paired off, the former preceding the latter,
The representation of the utterance *in the analysis of Ni, Co ions
interfere; Zn ions do not,,,' may be consideredul which may be
confused with the one for *in the analysis of Ni, Zn ions interfore;
Co ions do not.,.*, for example, if syntagmatic links are ignored.
The representation of it is as follows: -KEJ (material processed)
Ni; -XK#4 (process) analysis, -KA4 (process) iﬁﬁerference, KQ (by
means of ) iony KUJ (component) Co, =KX (process negation) inter-

ference, KQJ (by means of) ion, KUJ (component) Zn, The dash before

each role indicator segnents the representation into the kernel L

components, Ni, cnalysis, "interference by means of Co ions' and
fnon-interference by Zn lons*', This segmentation is a pragmatic
measure. Vhile the presence of more thzn one role indicator of the
samo kind might otherwise permit ambiguity within the representation

as a whole, the cogments are so constructed that in each one every

~dindicator differs from every other one, - B S

For retrieval, not only docunents but also requests for
documents havo to be encoded, The encoding of a request is an
exercise in marchalling encyclopedic .data to specify what is implicit

in it. In one for *Reforences to papers in which the electron band
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theory has beoen applied to L. study of beryllium',“z

the explicit
key terms aro boryllium ( BQT,) «nd ‘electron band theory®, Further
terms are derived throuzh a knowlcdze of physics. A physicist would
recognise that this request éoncerncd energy (N-KG) and grouping
(G-RP) with respect to the arrangement (R-NG) and location (L-CN) of
the electrons (P-FH,6) of beryllium, Accordingly the formula for
requesting documents iss  BQE, P~PH.6. { G-RP,(N-RG+R=NG) +L-CN+N~
RG). The notation works as follows: A,B means that tho search is
for docustents characterised by the two descriptors A and B in this
order; (A+B) that it is for those reforcnced by A and/or B, and (A.B)
that only documents characterised by both A and B are requested., The
above notation is refommulated request for docﬁments concerming the
location and/or energy of berylliua electrons or the enorgy'and
arrangcment of groups of beryllium electrons. The reformulation
coﬁsists of selecting documents that'partly satisfy a request on the
hypothesis that the full request cannot always be satisfied, while

this notation is comprehensive, it was designed for the encoding of

discourse by man rather than by machine,

The special classifications as a whole provide indices
based on expert opinion by vhich to represent encyclopedic knowledge,

but do not relate them to lingu? stic elements for a complete

conputational analysis, The Western Reserve. grou 43~noteuthat. e

between the words steecl, hardenine, quenching and hardness tho

relationships may be oxpressed in many ways in Englishg *Steel is
hardened by quenching', *Quenching hardens steel'! and 'Quenching

produces hardness in steel!', However, no further inquiry is made.
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Yet tho categories aro of intorest in that they are the deep
structuro of which the three sentences are surfaco stiructures, IFrom
a curcory examinatlon it aeppcars that guenching may be tagged

(techniguc), hardens (process, property), steel (matriial), produces

-t

discourse is derived from dictionary entries,

From an exzmination cf the examples given in the special
classifications, two principles emerge, While the Western Reserve
group distinguishes analytic frem synthetic relationships by format,
the successful mechanical mznipulation of data does not require such
difforentiation. A doecument title of the type 'Solubility of
Bactericides Containing Mercury'uh could be represented according to
its paraphrase 'solubility of (things that destroy bacteria)
containing mercury? as: (Solubility, properties given) (thing,
propertics given for) (bacteria, product) (destruction, process)
(mercury, constituvent), where the same brackets denote both analytic
end synthetic relationships. The key to a computerised s=mantics
lies in the uniform representation of both linguistic and encyclopedic
knowledge., To encode *Russia is making a survey of mineral resources'u5
ono would not hesitate to adopt the more explicit paraphrase 'Some
people in a goverrment organisation in Russia are making a survey of

mineral rescurces', _ , .

121

105



106

Feotnotes 1.c Chapter 3

1, Vickery 1959

2. Vickery 1959

3. Bakewell 1968

4, Dewey 1965

5. Rangathan 1967

6., Bakowcll 1968

7. Rangathan 1967

8, Rangathan 1967

9, Sayers 1967

10, Sayers 1967

11, Sayers 1957

12, Sayers 1967

13, Sayers 1967

14, Sharp 1965 |

15, Perry, Kent and Berry 1956 | U
16, Rangathan 1967

17, Rangathan 1967 .
18, Micklesen 1961

19, Ledley 1959

20, Mooers 1955

21, Mooers 1555

22, MAndreus et al, 1957
23, Gardin 1958
24, Brisch 1955

25, Taube 1954

122




107

26, Taube 1961

27, Gardin 1958

28, Gardin 1958

29, Gardin 1958

30. Fillmore 1968

31, Gardin 1953

32, Taube 1961

33. Vickery 1961

34, Farradane 1952

35, Gardin 1955

36. Farradane 1952

37.. Schank 1959

38, Melton, Jessica 1958
39, HMelton, Jessica 1958
L0, Melton, John 1958
L1, Melton, Jessica 1958
42, Nelton and Perry 1958
43, Meltion, Jessica 1958
e, Salton 1961

45, Rees 1958

123




108

4 GREJXTWIRK FOR A COMTUTERISTD DICTIONARY

4,1  Proleronen: to a Cowpubterised Semantics

khile the classifications claboratbd upon in Chapter 3
pro-ide semantic caterories for the nonsalisation of natﬁral language
discourse, the task of translating-fran natural language into code and
vice versa is left to man rather than machine, The notation for

. computationally construing dictionary entries and abstracting
syntacti~ contexts step by step is not provided, Rangathan'sl syntax
of rounds and lcvels has significance in that it attempts to represent
the linguistic levels according to which natural lansuage is organised,
Throuch the representation of the notation for his 'rice plant!
exanple (Chapter 3, section 3,1.2) in the form of a tree, Ranrathan's
syntax is scen to reseable transfonngtional grammar and Tesnitre's?
wor¥ which preceded it, “here the colon classification has five
different facets; iransformational grammar has parts of speech, The.
rounds and levels correspond to the N (Noun) P (Fhrase) and V (Verb)

P (Fhrase) markers. However, Ranzathan®s syntax stops short of
analysing specific syntactic contexts, which Su3 and Nocll‘t enbark upon

in recent research in computational linsuistics,

b,1,1 Noel attempts to sirow the importance of semantic categories
in a grammar, the lack of which has doomed various projects in
rmechanical translation to failure., To do so he adapts cases of the
Lype advocated by FilbnorcS to make them fit a syntaematic tree, vhich

he applics to eompare the role of the:conjunction and with that of
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other function woirds, In wmanyv contexts his word =ots only as a
connective to link utterances of the tynrz YJohn cracscd the road! and
Mary climbed a tree' into & larrcer senlencg like fiary climbed a tree
and John corssed the road' or-'John crossed the road and Mary climbed
a tree' without changing the meaning of the discourse, In some
contexts, however, what preccdes and is regarded as legically prior

to what follows it. The conjuuction is then an asy:etric and. The
sentence 'The machine was designed AND is used to scurch information!

contains one and is represented in figure 6,

The nodes :re of two kinds on this syntagmatic tree., One
kind indicates the linruistic levels of an utterance and is labelled
by an S followed by a number. At the S nodes a construction is
desienated 4main insofar as it is a sentence, embedded or otherwise,
and -main insofar as it represents a.part of speech dependent on
somethinr clse, a noun phrase, for example, At the top of the tree S
zoro represents the highest linguistic level, that of the discourse, .
S1 and $2 desicnate its constituent structures, Further subdivisions
of either of these are denoted by S1' and 52*, The addition of primes
to the symnbol designates'progressiveiy lower linguistic levels, At
this point the tree resembles immediate constituent analysis, where
the descriptive main and its operators, plus and minus, specify the

kind of depcndency between constituents,

The second kind of nodc represcnts the cases and part of
speech catcrorics, verb, object, instrument, cause and poal. Prior to

boine parsed with theso, the discourse is assirned an explicit
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Ceuse Goal
TPurpose
51 Y
+main -main
Verb . Geal Verb Instrument Ooject
NP
was designed the machine to retrieve the machine information

Figure 6: Noel's syntagmatic tree.
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paraphrase to bring to 1i:ht its kernel couponints, ¥Wiile at first
the scquence of words u#t the bottoa of the trece in firurc 6 may appear
inapproprizte, it rezlly is not wien one consziders it to be derived
fron the sentence 'Scmecne desirncd the machinz; someono retrieved
information by mcans of the machine', How the cases function may be
obscrved throuzh the following utterancess (a) 'The center stores
AND retrieves the stored informationt (b) flae storage of the
information RZSULTS in the retrieval of this (stored) information!
(c) 'BY storing information, the center (is able to) retricve this
stored informationt* (d) f*The center stores infomation IN ORDER TO
retrieve this stored information', In each of these utterances there
are two senterces whether embedded or not. The first states an
action upon which the action of the second sentence depsnds, the
retrieval of information beinz dependent upon its being stored. The

6

first sentence in Noel's” terminology is designated as the Cause and

the second as the Goal,

-

Differentiation of the above sentences is performed by the

cases,; Reason and Means, the species of Cauvse, and by Purpose and '

Result, the species of Goal, which all specify the presence or
absence of human intervention. 1In sentence (a), since there is no
specification of human intervention, the species cases are left
unmarked, In sentence (b) the effect of storing information is
considered to be outside human control; the first embedded sentenceg
then, is desirnated as -Reason, -Means and the second, -Purpose,
4+Result. In (c¢) the effect of storing information reflects human

control but not necessarily human desire: the first embedded sentence
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is correspondingly cdenoted by ths cases, -Feason, 4Means and the
second by *Purpose and *Result., In sentence (d) the effect of storing
is in huwaan control 2nd rcflects human deusire; the first cabedded
sentence, thcrefore, is desirnated +Reason, +ieans and the second,
+Purpose, -Result. In light of the above sentences asymmetric
conjunction is observed to be a mecans of leaving the semantic content
conveyed by ihe species cases unspccified, This neutralisation of
specification @ay be visualised through the treec diagrams (shown ..
.figure 8) of the sentences 'The Center's storage and retrieval of
information results in the Center's centributing to the development
of science' a2nd *The Center stores and retrieves infommation and

contributes to the development of science.!

thile Noel's cases have explanatory value, they need to be
pared and supplcmented., Vhere the cases +Reason, +ieans, +Purpose,
+Result and Instrument occur, corresponding categories of the type
+Hunan +Wish, +Human +Control, +Human +Wish, -Control and -Human .
+Control could be substituted to provide more explicitness and greater
econony in the inventory of cases, In order to implement Noel's case
systea the scnmantic categorics of words surrounding and must be |
examined. thile ‘He stored and retrieved infommation! and 'He
retrieved and stored information® are not interchangeable in Noel's
contexts, the scntences 'He ate and baked the bread® and 'He baked
and ato the bread' are, in the context of a preceding sentence 'Some
people baked the bread and some ;te it,* vhere the actions of the two

verbs are considered to happen within one instant of time ratheor than

consecutively, 1 3 1
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4main

verd Cousc toal
-Rcason ~Purposc
-HMcans . +Result
sl 2
-main -main
Cause Goa
+3cason APurpose
-Hicans +Result
S1t s
Hnain +main
regult Center =tores inf., Center retr, inf. Center contributes,.,
*The Cenler's stor. and retricval of information results in the
Center's coutri. ting.,.'

Figure 8a:; HNoel's syntasmatic trees.
8 S

O

FRIC | 132

Aruitoxt provided by Eic:



115

50
Cauve Goal
1Re3son +4-Purpose
+Hicans +Result
S1 S2
+main +main
calisc Gol1
+leascn +Purposc .
-HMeans 4Result
s1! s2'
-4main 4main
Center stores ini, center yelr, inf,

Center contributes to...
'"The Center storves and retricves information and contributes

Figure 8b: Noel's syntagmatic treces,
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1,2 A notation for computstionally consiruing dictionary
entrics for an unsmbiruous representation of natural lanruare

7 in his artificial intellirence., It

discecurse is provided by Wilks
is composcd of semantic elexnents, which interrate the functions of
descriptors and parts of spsech, These elements form a dictionary
definition of each of the possible translations ("stereotypes®) of a
word, thereby constituting part of a "formula*., 4 formula embraces

both scmantic elements and a stereotype. For the English word red

there are two French alternatives rouse and socialiste according to

Wilks and therefore two formulae as followss

(((¥4ERE SPL.EAD) KIXD) (RED (ROUGE)))

((((WORLD CHANGE) WaANT) MAY) (RED (SOCIALISTE))).

The last two itens in cach formula constitute a stereotype and the
rest are senantic elcments, of which the rirhtmost one indicates what
part of speech to expect., Vhere the-stereotype includes information
about the target lanzuagze's semantic and syntactic envirormnent, it is
called a "full stereotype", In the English-French entry “or the -
word advise (as in 'to advise someone' and ‘to advise someone to do
something') there are two full stereotypes, in the first cf which the
meaning of FCI{ as opposed to MAY is not apparent, as follows:
(AD/ISE (COUSEILLER A (Fi1 FOLX MAN)

(CONSEILLER  (Fi2 ACT STATE STUFF).

In the text, a grawmatical sequence of words is often
distinFuished from an anomalous one by the fact that it matches one
of a list of pemissible syntarms of semantic clements called bare

templates, For example, the grmmnatibality of the sentence tJohn
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(MAN) ouns (HAVE) & car (THING)', in w:ich the capital letters and
brackcts denote scusntie elc--uts, is ro~istered by its matchine the
bare tcuplate, MAY HAVE THING., The identitTication of the tenplate
enables the compuicr to supply two-way depondency 1inks for this
sentence as followss dJohné=Jownsg~_ car., An expansioq of the above
sentence like *John ouns a large (KIND) car' is represented by the
addition cf a one-way link to provide the full template, John &3owns

éé}gi;'qh-a. These two types of link constitute Schank'58 conceptual
large

structura, The representation of zero indices in a sentence is
provided by "duamy" (D) semantic clmments, For example, in *John
(MAN) talked (TELL DTZIS)' DTHIS denotes the zero presence of an

object, and thereforc that the verb is intrsnsitive.

Bare templates are the criteria not only for establishing
syntagmatic 1links but also for resolving smbiguities (which pertain to
the individual word) znd amphibologies (which have to do with a whole )
construction), Potentially the sentence 'This green bicycle (THING).
is (BE) a winner (MAN? THING?)' may be parsed as THING BE MAN or THING
BE THING, Si~ce only thc second parse matches a template, it is
identified as the corrcct one., Vthere more than one template is
applicable to an uttcrance, as in the amphibology 'They are eating
apples, ' which the templates MAN DO THING and THING BE THING fit,
surrounding utterances will have to be searched, in this sentence, to

identify the nearest antecedent of theyv.

The criteria for partitioning a2 text into portions for

“ : 3 . > .
template matching are punctuation marks, subjunctions, conjunctions
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and prepositions or 2 keyword., One such keyword is of, which in the
sentence *le has a book of mine' mariks off 2 portion suitable for
matching the tceaplate KAH HAVE THIRNG., ‘therc a2 word functions as a
keyword only in some contexts, an absence of suitable templates to
match the portions of a text will indic~t~< an incorrect scgmentation,
That the partition of ‘'Ke (HA&N) gave (DO) up (PDO) his post®, in

which up is 2 keyword, is incorrect is registered by the lack of a

template corresponding to MAN DO PDO.

Dependency links between portions of a text are made through
the keywords and what are called marks. In the scntence f(He came
hone) (from the war),' in which the brackets indicate partitions made
by computer, the keyword is from and the mark to which it is linked is
came, The dotection by computer of links between portions is
essential for the translation of amb?guous prepositions, the resolution
of which requires the context beyond the prepositional phrase itself,
For the preposition "out of" there are three alternative *ranslations
into French, which may be observed in the following sentencess |
(1) '1t ﬁas made (F? MARK *DO) out of (PR CASE SOURCE) (de) wood
(Fi1 STUFF THING)', (2) 'He killed (PR MARK *DO) him cut of (PR CASE
SOJRCE) (par) hatred (F¥2 FEZEL)' and (3) 'I live out of (PR CASE LOCA)
(en dehors de) town (FN1 POINT SPREAD)'. The capitalised items
represent semantic elements that either correspond to the dictionary
entry of each word or are established in the course of analysis and

PR and LOCA are abbreviations for prepositional and location, The

full dictionary cntry for 'out of' consists of the following three

.
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((PR CASE SCURCE) (PRMARK *DO) DE (Fil STUFH T5tnag))

((PRCASE SCURCE) (PRAARK *DO) PAR (Fi2 FEEL))

((IRCAS. LOCA) TN DZHORS DE (FN1 POINT SPREAD)).

The cxses have to do with the prepocition itself: The rest of the
information in the stereotype is a statement of the syntgctic and
semantic environnent of tho preposition which is rcquired for a given

French transla  lon to be assigned,

4,2 Structure of a Comprchensive Couputerisced Dictionary

L,2,1 h&lks'9 mechanical intelligence aé an effective means of
integrating syntactié and senantic categories provides the foundation
for a conputerised semanties, It may be built upon by the addition
of Katz and Fodor'510 marker theory and by the idioglossary (notional
family) ﬁpproach to reprzsent linked'syntagms on the nodes of a tres.
While the content of a dictionary entry is finite and therefore does
not require a notational syntax considered necessary in chapterw3 for '
the encoding of a text, Katsu and Fodor's unordered markers are on a
precarious footing, They are parts of dictic .ary dcfinitions between
which the syntagmatic links have been severed. The consequence of
such severing is pointed out by Vickery.l1 He indicates that a
notation of simple interfixes would be inadequate to differentiate
the utterance *the destruction of dyestuffs by bacteria' from 'the
destruction of bacteria by dyestuffs' by linking dyestuffs and

bacteria to destruction, Without indicating the dependency links

between these words as shoim by of and by in natural language the

‘notation can only ro so far as to represent the utterance *destructive
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relationships betwoen dyestuffs and Locicriat, The absence of the

links marks the scntence as tho genus of tho previous two uttorances,
Just 2s the abscnee of a syabol, in the Tollowing ecaso DO, marks the
word snimal AN MA as the genus of doz /3 HMA DO in Perry'slz code. A
limited basis for unordered clements lics iﬁ thg integration into the

dictionary .iructure of idioglossaries, the use of vhich does not

re nire munipulation of the syntax of z text.

The idioglossary abproach capitalises on the fact that a
word central to the topic of a text tends t§ be used consistently in
the same sense so Fha} wher% the local context of an ambiguous word
fails to resolve,it;lg’liﬁeiy meaning may be aésigned in default. 1In
the sentence "Gray and his collaborators concluded that the suckers
were acting as time signals for each phase of the movement, and are
normal but not essential channels foy peripheral excitationml3 that
sucker refers to an animalt's anatcmy in the context is determined by
the topic, annolias. As a relatively simple approach,'tbe idio- .
glossary is worth incorporating into a semantic tree, Ambiguous
words occur, however, that cannot be treated by the method, Vhile
sucker will refer to fish in a text on fish in most local contexts,
there will be exceptions, vhich may be obsorved in the following
quotationss "Sucker, a freshwater fish with thick soft lips that

form a gyc‘.ker]j}_r__e_mou'clfx,"uP and "Catostomidne (suckers) The suckers

A et e

a family of fishes..., with the mouth so constructed that 3t can fomm

. 1.5 y . s :
a tubelike sucker,"”™ Bocause of the necossity of oxsmining the

local contexts of words the idiorlossary approach must be supplenented,
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Despite the faults of Kalz and Fodur's trce of markers, the
structurine of definitions by means of it to show hSw a word's
different meanings arc related is a startine roint for a more
conprehensive tree, Sinco such 2 tree is subjsct to the criticism
made in qhapter 3, section 3.1.2, of all trees, that they cannot
simultaneously represent all dimensions of knowledge, the searching
of descriptors for matching purposes will not necessarily be in tﬁe
convenient form cnvisaged by Katz and Fodor, namely, the branch by
- branch construing of information from the top of a tree to the béttan.
For example, in a sentence in which the word sucker (figure li)
occurs, components that match N-thing<ER in terminal 2 may be
identified before ones matching BY DO suction, Since the tree
represents an entry in an English-Code dictionary and not a Code-
English one and thereby corresponds to the author-descriptors entry
of coordinate retrieval and not the descripto}-authors one of
coordinate retrieval, it has all the difficulties of ofeanisation that
the former type of entry was claimed to have (chapter 3, section -
3,2.1.1), Since sone form of orpanisation is preferable to none, the

tree will nonethsless be maintained,

"To construct the conprehensive tree, modifications have been
made of Katz and Fodor's tree. The residue of information that they
put in the form of distinguishe;s at the botéan of the tree has been
structured on to the tree itself, The bottom of the tree now contains
stereotypes or full sterecotypes,” which will be called terminals, One
mirht consider retainine the plus and minus indicators and the

descriptives of the marker tree within the framework of the new tree
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noun noun
(-living) (+living) (~living) (+living)
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1) 2) 1) 2)

Figure 9: Dinary branching of marker trees.
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as scae of many somantic olcaonts, licwevoer, the limitation of the
branching at tho nodes to two, impoced by tho indicators, and the
consoquont infloxibility in thé sotticg up of catesories would
obstruct the purpose of the tree. Fartial treos for the words plant
and ghgéglnay boe considorcd. The binary branching into plus and
minus categorics in diagrem ¢ is consistent with whet Katz and

Fodor cnvisaged; but does not provido functioning trees, Matching of
markors in'the sentonce 'The plant's shoots oxpanded! does not reveal

the contoxtual terminals of plant and shoot, beczuse both the maricer

(+living) and (~living) of each word finds a counterpart in the other.
The defoct lies in the indiscriminate application of the minus
operator, The mariter (-living) while syametrical with (+living) on
the alternative branch is vague and needs to be dividcd into more
specific ones to prevent terminal 1 of ghoot and plant from being

selected,

With emendations, Katz and Fodorts treo rescmbles a
conventional dictionary, in which the nunbering of tho definitions
constitutos an orrenisation of them into semantic categories, The
sotting up of o tree for the word sucker as defined in Harrap's

. French dictionaryl6 reveals that the dofinition numbers are in fact
encoded markers, As a bi-product of treces constructecd for computa-
ticn, a dictionary would energe in which there would be sufficient |
control of the wording of the definitions for relatlionships between

words as woll as mcanings to be displayed,

4,2,2 To denonstrate tho operation of the cuoended version of Katz
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3 Noun Pigure 10: Reconstructed tree for Herrap's “sucker” entry,
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and Fodor's tree, which includcs Wilks' ' context specilying

deseriptors, the ambiruous words gucker and baste have been selected,

Comparable words are cizeper, runner and gpsine.  Scmantic elements
vere derived for the above tﬁo vords by exawining actual usage in
texts and encyclopedias, In addition, Webster's Seventh Collegiate
dictionary wzs combed for words such as swin in 'The sucker swims'
that are pernitted by selectional restrictions to form a direct
syntactic link with sucker, Thuse words were sorted into semantic
categories, The two sources of categories were then collated. In
tho setting up of them the requirements for disambiguation were found
to diverge from those for other purposes of computation, To meet the
former, the semantic element human was sufficicnt to identify the
terminals of sucker having to do with moral wréng. To make the t#ee

an all-purpose one, all information was encoded,

In the computational analysis of the local contexts of

smbiguous words, the simplest operation consists of testing immediate

constituents such as an adjective and a noun, a subject and a verb
and a verb end its object and has been seiéed upon by ccomputational
linguists, Booth, Brandwood and Cleave's18 (Chapter 1, section
1,3,2,1.1) and Masterman'519 (Chapter 1, section 1.2,2,2) concept
nunbers are essentially a list of interfixes stating which pairs of
words n.ay beconc immediate constitucnts without forming anonalous
constructions, The interfixes are like Katz and Fodor's markers but
~are not factorcd intb semantic categories, The concept number

technique is plausible in that the number of interfixes, thoush large,

will be finite since only pairs of words are linked, but it has
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Fgurell: Model tree For “sucker
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limitations, 1In the sentence 'I sec suckers!, for example, ses does

not disambirmiate sucker, Thereforc, the limitation of the Lrees for
sucicor and baste to application within & sincle sentence is but a
_— L,

short-term expedient based ou the insupcrable difficulty of encoding

all encyclopedic knowledre,

To organise scmantic categories in tems of syntactic

structure, scmantic elements, including what will be called linguistic

descriptors, have been mappad on to a tree to show what the
definitions of different terninals have in common. without destroying
the syntarmatic links betweezn the components of each definition, For
exampleg where one terninal cf the word sucker is defined as 'a young
unweaned vhale' and another as 'a young unweaned tame pig', the two
definiticns are synthesised as follows: young unweaned N-animal
BE-—-@(‘L“"”G N-PI2 4y yhich the first four components are represented

N~whale *

on the upper part of the tree in figure 11,

The lingsuistic descriptors are a refinement of the
traditionzl parts of speech for parsingz, and thereby ccver the area
to which Bar-Hillel20 applied his categorial grammar, In the tree

diagram for =uc

y Lbat follows, linguistic descriptors are
designated by capital letters, Their functioning may be observed in

the words canloyer, employ and employee, from the suffixcs of which

some of the descriptors have been dorived. In the usual paraphrases
of them different words would be. used in each case, as followss
‘one who enploys scmeone'; esvloy and ‘one who is employed by

soneone', Insofar zs a word's semantic and syntactic enviromment
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ENTRY:-

"haste"

Nucleus Bl

no
R-humzn-TLR
L}
[ ]
DO sew DO hit BY DO spoon over
long loose cxtremely CAUSE N-ldiquid-kk -
N-stitches-LEE N-humnan-EL BE 0N N-food-EE

(BE:  animal or plant,.,)
N-human-ER DO cat

"fauflileyr"

N
"hatonner"
1)

4
"arroser"
2)

3)
Figure 12:

Model tree for "baste"

152




129

contributes to its meuning just as much as ils paraphrase does, the
three words merit the same notation 'Hehum.n~IR DO-caploy  MN<human-
EE'y in which 'N-' means noun, '-ER' subjrcl, '-TE object and *D0-*
verb, Insofar as the words belonw to different parts of speech they
are underlined differently in their definitions, as folyowsx
*i-hunan-E2 DO-employ H-human-EZ', *R-hunan<Ed Di-enploy N-human;EE'
and 'N-human-ER DO-employ N-humzn~ES', The underlined portion is the

nucleus of a word's definition and the rest is its environment, a

means of crossreferencing it to the other two words,

In order to incorporate the idioglossary technique the tree
diagram includes the linguistic descriptor, IN, It is through it
that the hierarchy of idisglossaries elaborated upon by Micklesen?l
(Chapter 1, section 1.3.2.1.3) is represented, In the tree, hyponymy
relationships, whether in the environment of IN or of some other
linguistic descriptor, are decnoted by BE: or sBY, The element
nearest the colon is the species and the one furtliest away is the
genus., Uthether BE: is used or :BE depends on how the tree branches
and therefore, vhere the semantic elements are placed, ’

h,2,3 By means of the trees for the two ambiguous words Sucker
(figure 11) and baste (figure 12), it is possible to disambiguate one
word hy means of the other, In the analysis of the sentence 'He
basted the sucker before eating it!' the enviromment of DO sew at
temainal 1 of haste is watched with each nucleus of sucker for
olements corrcaponding to *long loose stitches', Since there are

- none, teminal 2 is inspected and the common nucleus of teminals 11,
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12 and 13 of sucker, N-hun-n, is found to meet the requirement of an

object of baste (2). Terminal 3 of boznte is similsrly tested and the
commoﬁ nucleus of termminals 7, 8, 9 and 10 of suckor is found to
qualify as an object of baste (3). To decide betwesen terminals 2 and
3 of baste, the phrase 'before ecating it' is examined, in which it is
traced to sucker., The word it in its context narrows down the

nucleus of sucker to N-animal, and therafore to terminals 7, 8, 9 and

10, As the object of baste belongs to the category, animal, terminal

3 of this word is selected as its contextual meaning,

Further disambiguation of sucker must wait for a wider
context than the single sentence given and a more comprehensive tree
based upon a lot of empirical evidence, lionetheless, the one given
illustrates the interaction of semantic and syntactic categories,

The linguistic descriptors ailow syntactic clues to pinpoint
teminals, 1In the sentence *'The sucker basted the meat', the fact
that sucker is the subject enables it to be categorised as human to .

limit the applicable terminals to 11, 12 and 13,

Since the definitions of termminals encoded on a tree are
represented in deep structure, sentences may have to undergo language
nomalisalion beforc the tree is usable, In order to pinpnint
ternminal 2 as the most probable meaning of sucker in *'The sucker drew
the water up', this sentence must be assigned the paraphrase
*somcthing (M-thing-ER) caused (DO CAUSE) the water (N~thing-EE BE
N-thinz-ER) to rise (DO) by (BY) the suction (DO) of the sucker

(N-thing-ER)', Wiile the sentence dogs not perfectly match the
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encoded definition for temninal 2, N-thin--T% DY CAUSE H-thing-EE BE
N-thine-ER DD imbibe BY DO suction, it matches this ono mora closely

than the ones for the other terninals of sucer,

The matching of a teminzal's definition with a sentence
shows how the contextual meaninz of a word is derived nat only from a
sclection of its dictionary alternatives, but also frcm the contextual
mezning of another word or words. For the sentence 'He fooled the
sucker with the stuffed tiger', the matching process shows how the
stuffed tiger comes to be viewed as a lure, The stuffed tiger is so
considered bzcause of its link with a component of the definition of
sucker (11) in the following mapped-out version of the above sentencej
‘He (H-human-ER) fooled (D2 moral wrong) the sucker (N-human-EE) with

(BY) the stuffed tiger (Lure)!,

Further developnents on thé tree presented so far may
intlude the incorporation of languame normalisation programmes, A
tree accordinrly equipped would be capable of taking into account the

22 cases,‘by matching the elcaents of an

facts covered by Fillmorefs

utlerance with a dictionary definition wvhich in turn would provide

an explicit pararhrase of the utterance. An analysis of his sentence
'A man (N-human-ER) moved (DO move) the rock (N-thing-EE)' 'The wind
(K-thinz~ER) moved (DO move) the rock (N-thing-EE)' and 'The rock
N-thing~IR) moved (DO move)', mentioncd in Chapter 2, section 2,2.1,

would ceatre on Lhe word moved, . That it does not have the same

function throushout beconcs apparent in the following respective

paraphrases of ihe abovc sentences;y fA man caused the rock to move!,
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*The wind causcd the rocit le move' =1:d *The rock moved'. TIn order to
show how to arrive at these paraphrsscs computatiecnally, the trée in
ficure 13 is provided. To deteimine vhich branch is applicable to the
contextual function of movc, the matehing procedurs deseribed in
previous parasraphs is used. By this means the surface structure
notation for *'A man moved the rock' is recognised as *N-human-FR DO
move HN-thing-EZ BI: rock*. The deep stracture rcpresentation is
arrived at by replacing non-bracketed clcments by bracketed ones that
follow an equals sign, For the above sentence it iss  N-human-ER
(Means) CAUSE N~thing-ER DO ¥ove., The viability of the above
procedure would depend upon how complex Lhe relationship between a

given surface and deep structure was,

Often the key to disambipuation lies in a series of
syntactic links, The followings extract23 may be ctonsidereds “The
working of a Newconcn engine is.,.,..a very painful process,...,, Wnen
the pump descends, there is heard a plunge, a heavy sich and a loud
bump: then.as it rises, and the sucker begins to act, there is heard
a creax, a vheeze,,.,.,". In this sample the disambiguatien =f
sucker by means of its link with pump relies on tracing the link
through it, Since indirect linking of this type may take many foms,
reliance will have to be placcd upon a documentary language of the

24

kind developed at Stanford or one based upon Gardin's<® SYNTOL to

reveal explicitly the linkins bhetween eleacnts in a text,

Such a documontary language would be applicable to Katz and

Fodor 's2” sontcnce (chapter 1, section 1,3,2,2) 'I shot the man with
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ENTRY= "move"

N-human-2R or N-thing-ER (Case 3E: Means) N-thing-EX (Case DE: (bject)
B0 ove (=CAUSE) N-thing-ER DO move
(=8-thing-ER DO move)

Figure 13: Deep and surface structure tree for "move"

")
0
W
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ENTRY= 'I shot the men with 2 gun' ENTRY= 'if he had had 2 gun too'

N-I-ER DO shot
N'hUﬁat ‘EE

|

BAVE gun- not HAVE gun

N-I-ER - N-human-ER N-human-ER

Figure 14 Computationally comstructed tree

RET
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a fgun, but if he had had a gun too, he would have shot me first's A
likely outcone of its use would probably be the components on trees
in figure 14, 1In these trees the non-matchine of *ii<human-ER HAVE
gun' with *Nohuman-ER not BAVE eunt' would be the criterion for
eliminating lerminal 2 as the appropriate elcment to vhich to link
with, To arrive at these trees, some sophisticated form of language
nomalisation vould be necded. This type of amphibology, then, is
the point at which the tree's usefulness ceases and at which a

grammar takes over,

The tree diagram suggested for the words "sucker" and
"baste" is not meant to be the last word even in the resolution of
embiguity alone, As the representation of the vast body of encyclo-
pedic knowledge to which all words have reference would be an immense
undertaking, this thesis has necessarily been confined to formulating

the questions that need to be asked rather than finding answors, For

a conputer proorzmme the trees micht bhe designated by one-dimensional -

bracket formulae of the typs advocated in chapter 2, However, no
attempt has been made Lo provide algorithms for them in this thesis,
beczuse the formulation of the information contained in the trees has
not been bascd upon sufficient cmpirical evidence for the results of
conputation to decide its validity. The verification, therefore, or
the procedure for constructing a computorised dictionary must await

further study.
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