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Accretion, Tuning and Restructuring:

Three Modes of Leal\\ing

- -
; }
David E. Rumelhart.
and’
]
. : 4 Donald A. Norman
- - Q
University of Cali'fornié, San Diego
v It is somehow strange that throughout ‘the recent work on semantic memory,

y, ; .
the study of learning has been slighted. The term "learning' has fallen

into disuse, replaced by vague references to "acdquisition of information

. A i o
in memory." It iseasy to fall into the trap of believing that the learning

P of some topic is no more than the acquisition of the appropriate set of

. .

statements about the topic by the me”m(:r("system. .According to this éimple
. view of_things, to have learned sometn g well is to be ablesto retrieve
, it from(;rﬁory at an appropriate time. We believe this view is much too

simple. Learning can be more than the simple acquisition of statements.

We believe it is time to examine learning again, to evaluate just what

“does happentwhen people acquire the information about a topic and use, it

[ : .

&

_ appropriately,

The study of learning differs from the study' of memory in its emphasis,

14

not necessarily incontent. Learning and gemory are intimately inteftwined,

- and it is not possible to understand one without un:dAérst‘ajrding the other.
- . . .

But the difference in emphasis iscritical. There areaany different kinds
r . .

of learning and’the characterization of the learning prébe.ss most likely
L]

varies according to the type of learning that is taking plade. “Some forms

of leé_lrning--eSpeciall.y the learning of relatively simple information--
A ) > ‘

A | '
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can probablv be characterlzed correctly as a simple accumulation of new

a
information into memory. However, especially when we deal with the learning ~

S -

of complex topics where the learning experience takes periods of time measur-
o - ~ - . .

. . . . N J N

ed in months or even yvears, learning ‘is much more that the successful storage
of increasing amounts of information. '

-

Complex learning appears to have an emergent quality. This learning
v o
seems to involve a modification of .the organizational structures of memory ..

P

as well as the accumulatlon of facts:about the toplC under study "At times

\

this mod1f1cat10n of the organ1zat10nal structure seems to be accompanled

by a "click of .comprehension," a reasonably strong feellng of 1n31ght or

» 7

(‘" understanding of a toplé that makes a large body of prev1ously acquired

J
(but i11 <tructured) informat1on fit 1nto place. Thus, the study of the
-

learning of complex topics is related to the study of the understand1ng of

complex topics. - \ : ’ K .
Th'iis paper “does not satisfy our desire for increased knowledge about

/ . .
the process of learning. Instead we simply hope to whet the  appetite of
- L3 ’ .

4

our audience (and of ourselves), We present an analysis of learning and

v

memory, attempting to examine some possiblé-conceptualizations' of Ehe_ .

learning process, hoping thereby to guide the research of future years.
We ourselves are just beginning the.study of le&ruing, and the start has

proven frustfhtinglyelusive. Indeed, "it is the very elusiveness that has

. . .o , .
given rise to this paper. We now realize that simple characterizations

t—

of the learning process will not do. In thig'paggr We attempt a coherent
. — «

‘account of the process of learning within our conceptualizations of a-

theory of long-term memory--the theory we have called active structural

networks (cf. Norman, Rumelhart a}d LNR, 1975). Ou;/gual is to indicate -

» . '

N - 5
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\\phpne nvmbers, and related things are examples of learning through afcretion.

. .o ] h
howdifferent forms'of ledrning might be integrated into one conceptualization
of the s¢ystems that acquire, interpret and use information. This paper onlv
sets the stage for development of theories and observations about learning:.

- . - _ .
Hopefully, the s'tage is new, with useful characterizations that can be used
‘ & : ' - ' - .
~to guide future developments, both of ourselves and of others.
. ) ’ Y

i s S X
- Learning and the Acquisition of Knowledge D L}
’ i S ] AN
Accretion; Restructuring and Tuning - .

It \is possibie to learn through the gradual accretion of inforﬁbtion,

“

- v
-through the fine tuning of conceptualizations we already possess ofitbﬁough
. Nt
the restructuring of existing knowledge. We find it useful to distinguish -

-

betwéen these three qualitatively different .modes of learning. Although"

‘we  are not ready to propose a ﬁérmal, rigid_classification of learning,
let us informally talk as if we could indeed. classify learning into these’ .

three categoribs: accretion, tuning and restructuring.

Learning through accretion is theg normal kind of fact learning, daily

accumulation of information in which most of us engage. The acqiisition of
memories of the day's events normally involves merely the accumulationof

inforpation in memory. Your knowledge base is merely incremented by a new;xﬂg>
. = . e n

; . ' .7 ' ; /
ot facts. Accretion is the normal learning that has been most studied by

- t o
dates, names of presidents, tele-

’ s

the psychologist. The learniné of lists,

)

Such learning presumably occurs through appropriate expdsure to the concepts

~ -

, . - o =
which then is added to the person's data base of knowledgd.  1In this 2ase

4
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Learning. through tuning is a substantially more ‘significant kind of

learning. Thts involves actual changes to the very categories we use for

. . - - v -

interpreting new information. Thus, tuning involves more than merely an
. . ; :
additidn to our data base. Upon having developed a set.of categories of

interpretation (as youwill seebelow, we call these schemata) these categories

v
‘

presumably wndergo c?nkinual tuning or minor modification to bring them
-

rl

Y .
more in congruence with the functional demands placed on thesercategories.
Thus, for example, when we first-learn to type we devglbp a set of response

L) : . .

routines to carry out the t?ék. ‘As we become an increasingly better typist, -

these response routines become tuned to the.task and we come to be able to

: . v C
perform it more easily and effectively, Presumably and analogous phenannod

is goingwn as a young child learns that not all anilals are 'doggies."

Slowly his ''doggie'" schema becomes modified into\cong{uencéjwith the actual

_ e : {

demands on his interpretation system. |
. - ) 4 -

Learning through restructuring i; a yet more signi¥icant (and difficult) ne

process. Restructuring occurs when ne‘tructures aredevised for interpreting

new information and imposing 'a new organization ‘on that already stored.

These new structures then allow for new.interpretations of the knowledge,

fordifﬁfrentaccessiﬁilitytothat knowlggge (usualjy imbrovedaccqssibility),:

and’ for changes i

3 the-intkrpretation and therefore#the acquisition of new

s ' ¥ o~

knowledge. ) T -
, \ . o~ .

Restfpcturing often takes place only after Cpnsiderabléxtime and effort,

It probably requires some critical masg’ of imformation to have been accuulat-

ed first: in part, it is the unwieldiness and ill-formedness of this accimulat-

ed knowledg?jthat;gives'Tise,to the neéd for restructuring. ' ‘ 3

~ . .

We are ‘impresseéd with the fact that'real‘learning the§ place over periods

\
'

of years, -ndt hours. A good deal of this time can ?t accounted for by the

. , , 7 ¢ .

r . s

L’;’
+



- slow acgilriondf knowledge. There is an extensive amount of information
b
that must be acquxred and elaborate 1nterconnect10ns must be establlshed
F

) ' among” all the'xnformatxon, ﬁxttlng it into the general web of knowledge

being developed within the memory sysnem of the learner (s ANorTan, in -

. x press). But a good al.of time must also.be_spent in the deuelopment of

: the apprbpriate memory organizations, for the evolution of existing memory

structures (tuning) and the creationlof'new ones (restructuring). Ihxs learn-
. ’ . £ d
ing requires!xew structures.. Indeed, often the point’, of the 1earn1ng is

the formatien .of the new structures, not the accumulation of knowledge.

o

. . B ] w [ .
to- 0Once the appropriate structures e’t', the learner cap be said to Munderstand"
» . PR, , . .

the material, and that is often a-satisfactory end point of the learning

o

) ) ' . - ‘ .
.o process. The accretion of infotmation would appear tcybe a necessary pre- 4

[N
.

fequisite for restructuring; there must be a backlog of exReriences and
memories on which to base the new Structures.
N
Note the long hours of study that seem.to accompany the-learning of
- ) ’ :

many tasks. In intellectual domains, we expect students of scholastxc toplcs
e

R to spend years of study, frd& undergraduate instruction, through graduate
»
schpol, and then afterwards, either through pei;dgitbralvstudents or -

-

.

" "budding young scholars,” acquiring the knowledge and understandi

[ ’ N ’
- field. The acquisition  of intellectual knowledgefbrobably'cont'
out the lifetime of a scholar of that field.
; - . _ ~
In skill learning§ similar time periods are found. To our
. o .4
classic result in the literature is Crossman's (1959) study of\c gar makers

whose pefformance continues to improve for at least ten years, with each

cigar maker producing some 20 million cigars in that duration. Reactgpn

! time tasks in the laboratovy have been carrxed out to at least 75,000 tr1als

-

aga1n w1th Lontxnual improvement (Seibel\ 1963) Simxlar figdres can be

'1@'_ S | | |
ERIC , \f ) :e . . - L
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. . ' . - .A . ) ) . , . , [
produced for the ledrning of skills such as languagfa, psychology, chess,: . .

and sports. People who er?,engaged in the serious tas_k"of learning a topic, -
, . N

w{:ether;i.t e an intellectual.‘one or a motor skill (the difference is less

] .
o -

than ong* mlght suspect) ‘appear to show contxnual 1mprovemenc. even after

’

years of study. As Fxtts put-xt “Th.e fact Ehat; performance ever levels

of f ea.t a11 dppears to be due as'much to the effects of phy§1olog?1Cal agxng
1 e - 'l ) H
and/pr 10<s of motxvatxon as to the reaching of -a.truk asymptote or limit

in c%pacity for' further improvement.” (Fitts, 1964, p. 268‘5'. o ,o '

3y : ’

Learning, then, has sevex:al dxfferent g{rr%onents. » In_this paper, we

" v

.

COncentrate primarily upon the quélltatlve differences among accretJ.on o"{ ’
i a
edge restructuring of memory and tunxng éof existing’ knowledge structures

oveP‘, our discussion w111 be prxmarxly concerned w:Lth the 1/atdter two
. - 3 » . - » . -
modes. of . 1earn1ng. The fxrst, restructurlng involves the c‘reatxon of ~
. - . - e - A - "

entirely ne\}vlc memory s't-r(;ct_q'res,'while the second, tuning involves the

. ' . . - 3 .
evolution .of old memory ftructyres into new ones. Each of these processes--

evolultion and"cr}eation—-ca’n itselfﬁby“perfofmedlin a number of different

ways, each way being x"elevant toadifferent aspect of the learnlng process. &\._
l{jore weé can- discusi th& details of the learning process; we need to

!
discuss our v1ew< of the strdc‘ture of memorxand in particular,, the organized /

“

<

3
[

!

B

memory units: memory schemata . . -
.- v . .
4
i ‘»/ - J

. Memory Schremata . . ' -

. . . ° L e J ’ ot

General Sc,hemata and Par.ticularAInsfnnces & @ B N ) (

R 2

Memory contalns a record of our- eXperlences Some of the information
1':. Qarticular to the situation Lhat it represents. Other information is

more fgeneral, répresenting abscraction of the kn‘owledg_e' of particular
, » ' Coe . : ;e Ty

—
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o . ‘ ) )
si'tuations to & class of situatigns. The meniory of eating dinner yesterday

represents particular information. Knowledge Yhat people eat meals from
plates (using knives, forks ,and spoons), represénts general information

, RN

that applies to a large class of situati ns. -
z s class of situacio

A psychblogiéal theo;y of memory must be capable ‘of représenting both ’

general "and particular information. We believe that general information

1 N

v

\\is best represent®d rhrough organized information units-——that we cal]l .
. ' ‘, : [ \ |

- \ \“ . N ,

: : . . NN L s, .

schemata. To us, a schema is the primary meaning and proéessxdg,unxt of ¥ a
¢ . . :

the humah information processihg system. We view schemata as active,
- v en

v

interrelated knowledge structures, activély éngaged in thé comprehension .
i . N 1 . S .

A}

e . N~ I co . ' »
-of arriving information, guiding the executiQE-of processing operations,

.

- ' Lo c . » ) » .
In general, a schema comsists of a network of interrelations among its
- .

constituent p

, which Ehemselyes are other schemata.
concepts are represented by schemata. These schemata contain

variables: refgréqces to gerieral classes of concepts that can actually’ be

»

v .

substituted for the variables in determining the implications of the schema

for any'particular situation. Particular information is encoded with#f the

P} .

memory system when ¢onstants--specific values or specific concepts--are sub-

. s . .
stituted for the variables of a general schema. A representation for a .

-

: ) : ' Lo ’ .o : -1
particularizatfon or an instantiation of the general schema for that e¢vent

type} EIn- some sense, one could consider schemata to represent prototypes * f //
o ] ) . o - - di{«;‘d
of concepts. L ; v . ’

A-General Schema oo s .. T L
= . = ) A

v LT ' o | - .
A schema cantepresent an entire situation, showing the interrelationships

. - : ) . ) .
among component, events or situations (or subschemata). Thus, we might have a

[

.

. o f i
- . < ) . - . pe
10 ' |
. . N
. ' .
.

schema for a concept sucﬁ rs farming that would contain the following informatien:

by

ha 2%
.
~
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of ways.. The general schema for farming ca

perspectives. In so doing, we learn thafs

I3
L .
oc .
[}
.,

. ".‘ . ) . ..‘ . . . -, . i \

. . - o« o B . 9

A partial s¢hema fof,farhingz

. r~ « N A R .
. A plot pf!land if uded. for the raising of agricultural crops

. .
.‘ K * ) : 4 * . -
or animals. - .o ) .
. . - . e

:

S$%épperson'cultivates the sofil, produces the crogs, and raises’ :

», ¥ ' .
animals. g
Typically farms raise some. crops and‘have a few animals,
N . " ‘_'.> .
including cowsj horses, chickens, and pigs.

Usuflly tractors and automated machinery.are used to work
the fields, and specialized buildings are used to house .the ' .«

products and animals. ..

Once we have some geheral sehema for farming, we could use it in-a variety °

o

dibe viewed from several .different

Y

- The land is called»a'farm. ‘e .v :

Afhrmepij;thépersonwhocultivates the'land or'raises the animals. ™

£ o ('

.Liveﬁtockareanimalskeptcnlafarﬁ“fof use\or profit. .

. Kl

¢ L
raising) anim W .
’ . > ’ ., . ] .
Agrjculture is the’science and art of farming. B o » .

Th¢ bain-is the building for housiWg farm animals.

Variable - # , . .
' ' N < B f . o -
The general schema for fafming contains variable terms which can be
¢ ) ) N ‘

further'sPecifiéé whenever the schema is used. Thus, the general schema

hfs the following variable terms: . ‘ o

3 | ..., .. .

- ‘ 11’.‘) . ,

-



" - . v s . . .
roghlcits ‘ o ’ .

"land

crops or animals s, K
. . |

s

some person  * _ A : ;

machinery ) B ) ) -

specialized buildings. - : - f’. 3

The particplar values that get substityted for these terms depend upor; the
purpose for. which-the schema is beinhg Wsed.. On different occasions different

substitutions will/be made. If we learned that the Stewards have a carrot

a .
. .

farm, ‘then we substitute our concept for the Stewa d\as the gfoup that

“play the ro}e of farmers in’ the schema; and carrots fo}' the crops an&
-

“products. e ‘have substituted constants for t ese"variableS' owever'

‘some vg}/ables--such as land machmery, and buildings are sull unspecxfxed

- /1 Our general knowledge of carrots. will tell us somethmg of the size of(the

/

O WY

ERIC -
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_general schema, for, farming stil1l has some free variébles but these are not Lo

o -

f'arm and the kinds of machmery likely to be 1nvolved Our schema for the ] o .

F
growmg of plants ‘7111 tell us.that water and: fertihzer are required Our
) :

4, -
’ v._,‘ N

vhthout some constraxnts' we expect; that there will be some animals, probably .

cowy, chickens, hdrses and pxgq » ; ' , ,

L . . =~ 3

The different variables in a schema are often constraxne)'d we do not

- . .
7

expect to find all possxble plants or animals on a farm. Tjgers, eels, and.
‘ " ’ B .

o

T~

o

poison ivy are anima Is and plants, but not within the normal range of possible r

® : . : . :
crops or livestock. Many -of the variables in schemata have default‘ values’}

- b . ‘ .

/
associated “with them. Thése are particular ‘values for the 3varrableq tha\t
Ly

we -can expect thapply unlesswe are told otherwise. Thus, we }iight ekpect, .

cows, pigs, hdrses, and chickens to be on a farm, and if nothing is sa,iewe

L : ]2/ s o ) v

" Constraints and! Defaults_ | : ' - ' o ;,';



% : ..

a-sume their presence. Similarly, we use the schema for commercial transaction,
1) . -

e ko interpreting an occasion in which.sbme person A has purchased item O
- v ‘ ' .
: ’ . from spme other persgn B,.wq‘assume that money was transferred from A toB.
. 4 . . \ - e
We could be wrong. Morfey may not have been involved. Or, in the previous
example, any particular farm may not have those animals. Nevertheless,

-thé.e are the default values for our génenal understandire of the situations

.

in question. . .
+

< Variables (and their constraints) serve two important functions:
(1) They specify what the range of objects is that‘can fill
the positiéns.bf'the various variables. . »
(2) When specific information about the variables is nof
available, it is possible to make good guesses about the
N possible values. 1
IThe values for the variables for a schema are interrelated with one another.
If a farm raises cattle, we expect a different size for the farmand different
machinery and products than it the farm raises wheat, peanuts, or carrots.
N !
We woald expect the buildings to look different. Similarly, if scmeone
rurchased an automobile we expect a different amount of monev to be invelved
.

than in the purchase ot a pencil.

St hemata and Comprehension

we view 2 schema as a general model of a situation. A schema specifies
.
the ainter-relationships that are believed to exist among the concepts and

events that comprice a ~ituation. The act of comprehension can be understuood

. " . 3 ~ .
a- the celecti »n »f appropriate configuration of schemata to account for the

<i1tuitisn,  This means that there will be «ome initial \selection of schemata
and verifi.ation or rejection ~f the cheoices. A major por:iisn ot the

kY

processing eftort jnvolved in comprehension is directed towarde derermining

~

ERIC
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the appropriate schemata for reprEsentiné the situation. Once an appropriate

BN ‘
configuration of schemata have beJi’found, the constants of the situation

have to be asgociated with (bound to) the variables of the schema. The

’ .

schema that is selected will determine the interpretation of the situation

and.wili direct processing attention to selected aspects of the situation.
Different vschémata will thereby yield different interpretations of the
same situqtion, and different features of a situation will take on more
or legw iﬁﬁértance as a functibk‘of that interpretation.

-I,ikc- a4 theory, schemata will vary 1n adequacy with which they account
for.any given situation. Schemata will both a§count for exisfing\inputs
and predict the values of others. If the account for the early observations
{:<ufficientlygood(andno other candidates emerge in subsequent processing)
the schema will be accepted, even though there might be no evideqfe‘fér

¢
some of its predictions, [hese predictions, then, constitute inferences

about the situation that are made in the process of comprehension, *

When a schema is sufficiently poor at déscribing the situation, a new

schema must be sought., 1f 'no single adequate schema can be found, the

"Situation can be understoof only in terms of a set of disconnected sub-

<
“itnations--each interpretod\)n terms of a separate schema.

Schemita are Active Data Structures

Although this i< not the placé tomgd’inéo the details, we believe that
the selection and qii ot «chemata i: controlled by the schemata thems®lve-.
h"t.;nnk ~t schemata as active processing units, each schema having the
proceccing capability to examine whatever new data are being proceszed by
the perceptual v otems and to recopnize data that might be relevant t: them-

selve s Schemata activiate themselves whenever thev are appropriate to an

11 : ’



ongoing analysis, and they are capable of guiding the organization of the
data according to their{structures. Schemata thep cgg'control and direct
the comprehension préfess itself. We further suppose that the output of
a scq;ma (evidencg'shat'the conceét represented by the;schema is in the.inéut)
“can thén be introdhéeq into the data pile for us§fby other schemata.
Pe;haps the best way to view this is to think of all the data being
written on a Blackboard, with the schemata exaﬁining the blackbouard for
"data relevant to themselveg. When a schema sees something, it a.tempts to
integrate the data into its organizational structure, and then pdts new
information onto the blackboard. Otﬁer schemata may react.to-these new

data. Thus, schemata are data driven in the sense that they respond to

the existence of relevant data. Schemata perform conceptually driven o

*
guidance T0 the professing by using their internal conceptualizations to

add new dara to the blackboard, thetreby guiding the processing of other

- chemata Thu  each schema is data-driven and provides conceptuallv-guided
guidince to others. Further details offthis svstem can be found in a number -
*f «ource-: the blackboard analogy comes from the work of Reddy (see Reddy
< Nw;ehi, 1974y active demons;are familiar concepts in modern computing
«v-tems, from the demons of Selfridge and Neisser (1960), to the actors of

Hewirt, Bishop and-Steiger (1973) to the preduction systems of Newell (1973);
( -

descriptions of fhese concepts relevant to this discussion are to be found

in <~ -me of ur works, in particular Norman and Bobrow (1976) and Rumelhart

1976y,

15 -
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f < _
Learning . ~r

The Accretion of Knowledge

L
* . .

One basic mode of learning is Simply the accumuiation of new informat{on.
We anal&ze the sensory events of our current éxperiénce} match thgm with
some appropriate set of schemata, form a representation for the experience,
and tuck the newly.created memory structures awéy in long-term memory..
. R4 .

. t AN B ‘,.
The newly created data structures are instantiations of the previously

.

existing ones: chapged oﬁly in that the representatiéns for particular
aspects of the current situation have been substftuted for the variables
of the general sche@p.

This is learniwg by accretion: learning by adding new data structures

emor§; following the organization alrddy present.

I

/
atural side effect of the COmprehéhsion process.

Learning by accretion is th
In it, we store s erpr

.

reconstruct the-original‘ grience, thereby "remémbering" that experience.

The schemata guide reconstruction in much the came way that they guide
or;ginal comprehension. .

Accretion, and later retrieval through reconstruction, is the normal
process of learning. It ig the sort of learning that has tr;ditionally
been =tudied hy psychologists‘ and it is most appropriate to the current
developments in the study of memory. learning through the accumulation of
new memurioiallowsthedatabase of information to be built up. It allows
for the acquisition of the large arbunt of specific knowledge that humans
acquire about topics in +hich they are specialists and about the operation
ot the world in general. Learning by accretion assumes that the schémata

i .
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™ required ir the interpretation of new input already exist. ,Whenever this

.

. : € e
\Tx not the case, the sheer accretidn of 'knowledge is not effective; there
must be a modification of the set¥of available schemata. This can be brougkf
) N ‘ N CN
‘about either.by the evolution of existing schemata (tuning) or the'crgation \\

. \

of new ones (restructuring). Learning by tuning and by re
, ) ) ; .

occur much less frequently than does' learning by_accretion.k”

fucxuring probably

. »
these other learning processes, new Concepts dannot be formed. . ~:-$%g
. N %

Learnihg by Restructuring

When existing memory structures are not equate to account for new

kﬁowledée, then new structures are tequired, either by gs;cting"new schemata

3
-

specifically designed for the ttoubléSome inforﬁation or by modifying (tuning)
co0ld oges. T ! | ’

Both the creﬁ;ion and tuning of schemata go hand in pan& in the iééféiﬁg‘
pfocess. Thus, in learning a‘skill such as typing, new schemata for the \55
appropriate actions must be developed. But once the basic motor scﬁemata‘
have beeh developed, then further incfeases ié‘proficiency would come about
'thruugh the tuning of the existing schemata. Similagly, in the fearning
of so@e complex topic matter, probably the first step would be the éccret?on
»f a reasonable body of knowledge about the topic, foilowed by the creation .
ol new schemata to organize that knowledge approp;iaiely. Theh, contjnued
learning would consist of further tuning of those schemata (as well as continued
accretion of knowledge and possibly creation of/other new schemata, which would

[y

in turn then have to be tuned).

> c} EaS

1f the only learning processes were memory accretion and tuning, one
could never increase the number of concertual categories over those initially

given, [hus, it i+ essential that new :chemata be created. Logically,
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‘there arc two ways #n which new schemata could be formed. First, a new
' . - Lo \
schema could be .patterned on an old one, consisting of a copyawithmodifications,

' | ~ A\

We call this process patterned géﬁe;&fion -of schemata, Second new N

schemata could be inauced'frémregularitiqsin the temporal and/or spatial

configurations of old &chemata.: We call this process schema induction.

It is a kind of contiguity learnping.

Patterned generation of schemata is doubtless the source of a gggd

deal of ordinary concept formation,3 Perhaps the simplest form of

patterned generation occurs through‘the use of analogies. Thus, even if
we never had directfexperience with a .rhombus, we could develop a‘fchema

'\~,:¥or one by being instructed that a rhombus Qas the same relationship to

7 a square that a parallelbgram-has to a rectaﬁgle. The rhombus schema

gcan be created by patterning it on the sqhare schéma, modifying it in
! just the way the parallelogram schema differs -from the rectangle schema.
Note that this iscreation of a new scheha by generalizing an old one. éﬁ
¥

The modificatiol involves replacing a constant term of the square schema

»

(the right angles a# the corner) with vagiables to produce a new, more general

- L
schema, Patterned schema generation can‘also occur through modifying old

2

schemata, replacing some of the variable components of a schema with constants,
Thus, for example, we might very well formthe concept of a "“cocker spaniel"
. N N " .
~N
bv modifying the schema for '"dog." In this case we would pattern the
- N . N \
cocwer spaniel schema onghe dog schema,.but with certain-variables much

.

» S,

*~
5

more tightly specified.

- , .
’ . [@ﬁh
. . “a
. "

&

%
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Schema Induction is.a form of learning by contiguity., 1If cértain

configurations of schemata tend to co-occur either spatially or temporally,
a .

.

a new schema can be created, formed from the co-occ!:tring configuration,
. . ¢

Learning of this kind is probably the least fr'equent: mge of léarning.
\ . . ' | . .
{or equivalently the most difficult). "Yet, it is an important progcedure
" . - 2 : o ’ . '
for learning. The difficulty with inddction is in the discovery of the

regularities. We suspect thatmost schema creation occurk through patterned

~ T : - - cd . g
generation. Experienced teachers £¥nd that analogies(,imetaphors, and models'

1

N are effective teaching devices. We donot &ften (ever) see témporal contiguity
. N L] -

t : .
> as an effective‘ teaching tool in- thHé classroom 'ﬁr in the jat:quisition
’ ¢ A}' 7 . . .
- of most complex topics. Temporal contigudity is the ‘fundamen\tsal%rincipllfe
) :

of most theories of learning, but it seems to have amazingly little direct

. . .

application in'the learning of complexXmaterial. As far aswe can determine,
2 ) . ) - ' &
most qomplex conceptsare learned becavfe the instructor either explicitly

.

introduces an' appropriate analogy, metaphor or model, or because the learrer
happens across one. .We believe that most learning through the creation of
\ . -
new schemata takes place through patterned generation, not thtough schema.>
-

induction.

Schema Tuning

| , - .
Existing schemata can often serve as the base for the development of
. . [ .
new ones by minor changes: by '"fine tuning" of their structure. Wg call
this process tuning. We restrict the use of the term "tuning'" to those
cases where basic relational structure of the scrh2ma remains unchanged,
and only the constant and variable terms referrc? to by the schema are
W . ' .
modified. These terms can be changed i4Pfour ways: ¢

1. Improving the accuracy: The constraints of the variable

19 C- ' N
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. can be constrained by'adding to the constraints of f

- . . °y

1. Impyoying the accuracy: The constrainés of the variable terms

- -

'of the echemelcanwbe <improved to specifz the concebts\tﬁat fi{ the’
variables with more atcuracy.
2. .éeneraiizing<the agéljcaerlity: The range of a giyen variable ' ¢
can be.geeeraiized to extend its ringe of applicability:' Eitﬁery

‘the constraints on a variable can be relaxed, of § constant'ternl‘jb

' : s -

variable ter$.
~ N

3. 'Specializing the applicability: The range of a given variable
. - - L

can be replaced with -an apprbpkiately constrained

.

'1n the extreme by, lqu«t}wely rmac'ing!t/he varia

constant term "V “w- _ | o
R B é”l,,,//c,,‘; '
. Determining> ult v

that normally apg}yycan be dlSCOV

of .the schema. Whenevera particy¥ar variable is not specified,

g
thedefaultvaluegprovide1nte111gentguessesthatcanbe used in

~

making inferences and guiding further processing.
R T .

Yhe adjustment of variable constraints must be an impoftant mechanism

LY

4 : :
of learning. We must learn over what ranges variables vary; we must

learn how the various variables co-varyf :Our processing increases in
etficiency }f a,scﬁema Speci(iCatiqn ie accurate, not wasting tiﬁe
attempting.to fit!it to imprdper situations. Moreover, our
understandiég of a situation is more complete if we account épr it by

a more, rather than less'specific‘ichema. With more experience we can

"Uetermine the typical values for the terms, providing information about

- -

default values to be'used in the absence of further specification. The

litérature of language acquisition provides good illustrations of the role

of variable adjustment. Let us look briefly at them,

‘ ' 20
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"hema must be tuned\nyfloosening the var%gble constraints to make it
N ) .

Turning to 63prove accuracy. The child must learn the range of conditions

overwhich part1cu1ar syntactic rules are appllcable Consider thé child

who can count and who reallzes the adjective meaning of the i-th élemfnt’

- - . §

of a sequence can be formed by adding the suffix th to a nudber. The

child w:;} correctly generate such words as fourth, sixth, seventh etc,”. =

; . .
will, however, 'also generate words like oneth, twoth, threéth,

+ The chi
. - oL . . -
fiveth etc. The child has too broad a ,sule: the%ule is over regularized.
— . Pl ) ; ‘
The child must tune the general rule so that it has the correct constraints
¢ . N

on its anplicabi}ity. The %;ocess whereby the restrictions are learned

involves adju%ﬁin? the variabies of the Echema to permit,its invocation
.o bl . ¢ \
only for the-appropriate conditions. The schema -must be tuned to improve
- : ) ’ ‘. * A
its accuracy of application.
-

Tuning to generalize the applicability. Bowerman (in press) reports that

young children use action worxds fifgt only about éhemselves, then later
generalize them to other people and animils, and finally use them for

/ - . B
ipnanimate objects as well. This would appear to be a case where the
: ) . .

-
———"

’
-

more generarly applicable, ‘ .
t
Generalization of schemata occurs when an ex1st1ng schema is modlfled

so as to apply to a wider range. Onpe example is when the meaningPof a
term is extended to cover other cases. This process, called metaphorical

extension by Gentnér (1975) was illustrated by her use of the word "have'

2

in the following examples:

(1) Sam has a large kettle. . g
(2) Sam has a nice apartment.

(3) The kettle has an enamel coating.

(%) Sam has good times. . ) . S

21
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Prcﬁumably the verb "have'" gets a Exfmary meaning of something like "own."
By_exten@ion, aspects of the owning relatiohship,become inessentia} to the

. application of the concept of "having." Originally "have" would seem to

require the owner to be one with complete control over the object in question.
NG T ;
As the usage éetq extended the requirement of having complete control is
~ . v e - . -
: » oy N
loogened ntil finally, by sentence (4) it appears to require only.that the *
- s : .
object. in questipn be strongly asspciated,” in.some way, with the subject.

. . N .

) Although it is much more commdn in lan ge acquisition to find cases
Y 4
- . ’ '
: of children overgenerélxzxng a concept fch then must be restricted .in its

rangefof application, there arf/ceses repoxted in which children first
_over-restrict the applicatxon df a term and then must generalize its uee to:
the entire conceptual category Thus, Dale (L976) reports a case in which _ -
a child fir§t’applied the word "muffin“ to oniy blueba;ries and blueberry

Il o . . , \
. muffids, but not to other muffins. The process fehy the word comes to

-

| L ]
be extended to other muffins involves genetnlization of schemata.

In general, reasoning by analogy would seem to iqvolve'the generalization

of 'a schema.” 1In this case, one, schema that is applicable in one domain \

{ i extended to a new domain by modifying one or more of its elemehts, but
>
mirutaining the bulk of its internal structure. Thus, far example, when
H (3] ° : ] VH " . "
we consider fog ''creeping on little cat's aws," the '"creep'" schema must
so&qhow be extended to fog. Although this extension probably doesn't "

involve much learning, it follows the same principles that we have in mind.”

. {

b Tuning to speci8lize applicability., . A common occurrence in the child's
Tacquisition of language is to overgeneralizesthe words, to use one word

for a much larger set of circumstances than is appropriate. Thus, a child

may call all smalt animgls "doggie," or all humans "mamma.' Clark (1973)

22
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: . ’ [
summarizes much of the literature on this phenomenon, Overgeneralization

1 .

probably occurs because the child has selected too * features to identify-
R . C
‘the concept, so many things wWill satisfy the definition. - The cMild must

-
LI . s

Ve f( \/gpec alize “its understand1ng of the schema by’%lbher restricting the'range

.. of fhe variable terms or by adding some more t'erms that must be followed .

. . - )

before the schema is acgeptablé. Specializatign by the first method fits
N ) "our notion of'ﬁuning} Specialization by the second actually would be/a

: ~
form of patterned generation of schemata: forming a new schema based upon

the old, but modlfied by adding a few more terms,

Children may leath to use the term "ball" to apply to a11 small obJeegf
F%" They must learn to restrlct }he class of objects to whxch the term applxes

Similar e!amples have been reported with the use of lational terms iike
- - . . * -
fxﬁ"more-less," "long-short," "big-wee,f'égtj, (cf. Donallison & Wales, 1970).

.
‘ N

Children first learn to apply either term when the appropriate dimension

is in question and‘fhen learn .to restrict the application of the concepts

. e

to the appropriate direction on the dimension. Again, additional structure

is inserted into the re1eva’k~schemata. W

2

A similar process may very well be involved in becoming skillful- at
a motor task. At first when we learn to carry out acbmplexmotortask
. there is broad variation in the m;vgments used to accomplish_ the task,
but with experience in the fitué(ion the variability of the movements
is reduced. Consider, as an example, learning to juggle, ‘At first we
- have great difficulty., We often toss the 5311 too high or too low. Our
catching hand has to reach for the balLﬁ as they fall. With praétice, our
throws become increasingly precise. We :ome to be able to anticipate i

Qhere the ball will fall with increasing accuracy. Yt would thus seeﬁ

that at the early stages of learning to juggle the gppropriate schemata

23 '
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are only loosely interrelated--any of a variety of components may be configured
£

‘ together. With practice new constraints are added Yo our Juggle schema and ;

' it becbmes an increasingly precise, well tuned schema’ (see Norman, 1976).

N o , - . |
' Learning is not a Unitary Process’s , K\ N \
N

" ’ DA Cae

»

’
) : One maJor point of this paper is that learning is nqt a unitary process‘

no single mental activity COrresponding to learning exists Learning takes
? place whenever people modify their knowledge base, and no single th

?
descriptioﬁ will account for the multitude of ways by which leayning might

ret1ca1 -

. . . i
occur. Indeed, we do not believe that we have necessarily des ribed all \\\\_—/
{

the varieties of 1earn1ng‘in this short c1ass1fication. But we have attempted
\ ) .
to demonstrate a reasonable variety of the classes of learning that might

ccur, with a description of the mechani ms&hat might be resPonsibl_e fd{:

[l 4 - 3 r ‘v'
them. The classification is summarized in Fiy

4

Y ' & ) : v i

[ ] ' Insert Figure 1 here

T

r

It is interesting to note that the ‘different kinds of learning occur i;\\

bl

complementary circumstantes, Memory accretim: is most effxcxently done when

the incoming information is consistent wi‘th the schemata currently available
. "
In thlS case th informationrwill be easily assimilated. The.more discrepant

the arriving i ormatid?.from that descriBed'by the available schemata, ‘the
greater the necEssity fl "change. If the information is only mildly distrepant,
! . Y, ’ .
/ tuning of the schemata may be sufficient. If the material is more‘discrepant{
schema creation is probably required. df course, in order for restructuring
to occur, there must be recognition of thekdiscrezancy. But when mismatched

. A 24
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. )

éﬂe.previou§1y siailadle schemata,

b
»

Adding to the data base of kno?ﬁ
ledge, hut according to the
*principleslcbntained within

existing schemata,

| ( ,
9i when the organization of

existing data structures is not

must be reétructured.

o

When new infoxgation does not
R -

Mit curently available schemata, |

- satisfactory, existing schemata

adjusting the terms to:
‘ ¥ :,,—-\
improve: aceuracy

i

improve dhneraligabiii!& e

‘imbroVé;Specificityj .# |

.8
determine default valueg!

%

Y
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Figure 1.
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o
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] . ' {

’ S

building new schemata based
) ! X
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induction
building new schemata by

combining recurring patterns

of old.

1 {
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.
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A classification of tire mechanisms by which'learn;gg;ﬁight oceur,

t

|
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by the available schemata the learner may so misinterpret (misunderstand) .
the material, that the discrepancies might not even be noted. The need for

\ restructuring mighE only be noted with mild discrepancies, when the misfit

.

; * 1is glaring. ’

This discussion has concentrated on descriptions of the changes that
take place to the memory schemata during learning. We have not discussed
the mechanisms that might @perate to cause these changes. The mechanisms

for accretion are reasonably well developed: this Légthe process most frequenttly

A »
studied, most capable of being described by most theories of m ory. We ¥
¢ suspect that schema tuning is also a relatively straightforward operation,

one that might not require much different mechanisms than already exist in

theories of memory. But the restructuring of memory through the creation

. - of new schemata is quite a different story.- Here we know little of the
process whereby this might take place. Moreover, we suspect that tﬁeoccaéions
of schema creation are not frequent. Reorganization of the memory system is

not something that should be accomplished lightly. The new structure that

N .

: —
shotld be formed is not easy-to determine: the entire literature on "insight ful"

S

learning and problem solving, on creativity, on discovery learning, etc., can s

probably be-considered to be studies of how new schemata get created. We do
P ;

not believe that the human memory system simply reorganizes itself whenever
new.patterns'are discovered: the discovery of patterns, the matching of

analogous schemata to the current situation must probably require considerable

analysis. This is the area that we believe requires the most study in the e

future. .
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1. This formulation leaves open the question of whether particular
represe@tations result from general schemata, or general séhemata from parcicuiar
ones. It is possibie that our early experieqceé with some class of events
gives rise to a set of particular :g%resentations of those events. Then, we

g'neralize from these experiences by substituting variables for the aspects

~ .
of the events that seem to vary with situations, leaving constants (partjcular
concepts) in those parts of the representation that are constant across the

/ . .
different events in the class. The result is a general schema for a class

of events. Alternatively, we can take a gederal schema and apply it to a ’

%

'y
new, particular situation by replacing the variable with constants, We’

presume that both of these directionsicontinually take place: general schemata
are formed through the process of«generallzatlon of particular instances

. particularvknowledgégis derived from the principles incorporated within the

general schemata. _ N

2. Note that thfis is a personal dchema, one relevant to the conceptuallzatlons
of one of the authors (DAN) who is horribly 1gnorant of real farms. This is
proper: schemata within the memory system of a given persén reflect (constitute)
his beliefs and knowledge, A schema may be wholly inaccurate as a description
og the world, but it corresponds to the inaccuracies and misconceptions of the
possessor of that schema. Assume that the author of tﬁis schema learned about

i

farms through nursery rhymes.

9 28
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.ing a reasonable degree of generality,
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Footnotes (continued)

Note that we are not peferring to the concept identification tasks that
have been studied within the laborator¢. The normal experiments on concept
formaéion probably involve very I%ttle learning. Probably tbese tasks haQe
been more concerned with problem solving, where the'subjedfs are asged to

discover the rules which w}ﬂl.properly classify the particular stimulus set

Ll
P

under study. - i \
Ngfe that. there is really very little difference between constrained

variables and constants. Schemata refer to terms with differing amounts-

of constraints upon the Conceéts that can be used in those terms. When the

constraints are minimal we have a free variable: any concept can be substitut-

ed. Usually, the constraints specify some reasonable range of alternative

‘concepts that can be used, excluding certain classes and allowing others.

3

When the constraints ane so restrictive that only a single unique concept

can be used, then this is the equivalent of having a constant rather than
. .
a variable. In the normal case, schemata take variables that are partially

constrained and thus provide some structure while at the same time represent-

x
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