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This report.examines how selection fairness is influenced by the item
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were: 1) tests with a uniform distribution of difficulties haﬁ Tairness
properties genemally superior to tests$ having a peaked distri ution of item’
difficulties; 2) subgroup validity differences gan be expect td occur when:
test items are biased against one of the subgroups, 3) when jifferential

due to item bias and other, ‘test ‘characteristics, while the Cleary and validity
. models do not; 4)- ~differential prediction provides‘fairer"s lection than the

the test, although substantial degrees of unfairness stilllpxist under ‘certain’
test item configurations. ‘It was. concluded that the intermal characteristicsﬁ_
of ‘a selection instrument will affect, the fairness of tes t scores in speeific :
applications ‘and that further research ‘is needed to deline te which testing
.. Strategies: and/or item characteristics are optimal: 'in red%cing .unfairness. -
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EFFecTs oF ITEM CHARACTERISTICS ON TEST FAIRNESS

L —

L )

Mental ability testing is commonl ugsed in education, industry and the

military services to select and place yndividuals. Test results are also
used 4n research as a basis for making inferences about the intellectual -
endowment of various individuals and §yP8roups. However, many of these &
tests have often been cited as being bifsed and/or unfair to ceTtain subgroups
of the general .population, including Bi#cks, Spanish-~gpeaking Americans and .
Native Americans. Because of the prevglence of testing in our society ,° '
and because of the possible discriminagOry nature of some tests, there has
recently'been\an increase in kesearch ¢ft thé nature and degree'0€ test bias and

*  tegt fairness in various settipgs, inq1udip8 examination of various ways to
redUce’ test bias and unfairnes$ where ¢hey éxist, ' '

, A necessary prerequisite for carrying'ﬁht*ﬁeaningful reSearch in thig area .
18 .to define exactly what is meant by plas and unfairness.. OVer'thE!laSt_ )

: ten years, a number of models haverbeep ProPQsed to provide Such definitiofis.

* Many of these models are.quite differept in bhilosophy and purpose. A useful

taxonomy often suggested (Flauéﬁer, 19743 MCNemar, 19755 Pine & Weiss, 1996). v o

is to separate models of sbias from modgls of fairness. ?The essential distinction

.1g that models of bias represent the psychoMetric properties of a particular set

Of gest items or test scores. Models of test fairness typically are concerned

with the impact a test will have when ysed in a particular application. The

app}ication most often considered is tpe selection or placement-of persornel.

f - ~ . .

- 'However, there is a direct rglatigﬂship between the item chagacté;isfics
of a _test, including the. degree of itey bilas, and its fairn g/whén used in a
selection program. Although substant%gl'amoun;s of réceargdlikhave dealt with =
’ the effects of item characteristics on test validity (Brogden, 1946; Gulliksen,,
1945; Tucker, 19467Urry, 1969), no ef£Orts have been made to study the-effects
of item characteristics on test fairnegs. Even for validity, the effects of
possible bias in the test.items have ngt Heen considered. BT o %’

. . - N - *

w Theré. are a number, of possible resSons for this lack of fesearch. First, -
selection fairnmess models are relatively ne¥w. Second, empirical investigation
in this area is often eXpensive, impractical due to the relative unavailability
of minority group memwbers, and hampered by the absence of g suitable, unbjased

. ¢criterion measure. ,Furthermore, in sejection of fairness modgls, tests are
- considered only in terms of their fing) Scofes. Therefore, the internal -
. properties of a test are generally igho¥ed. This approach is detrimental to

. the developmeht of tests which might he deglgned to teduce unfairness.

‘ This report offers a general method'¥or examining the relationship between
selection and placement fairmess and tp€ characteristics of test items. This is
accomplished by conceptualizing bias apd fairpess in terms of latent trait theory.
. " Criterion performarce is represented by the latent trait. Item bias and other

« item characteristics are expressed ip rermg of latent trair parameters. This
apprdach eliminates the possibility that the .criterion itself may be biased;, and.
. permits direct observatidn of how the characteristics of a test affect the

prediction of a criterion and, in tury, selecfion fairness, . N

. .
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/ *  Bjas and Fairness - . S v o . b ~
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- Bias, as 1t 4s used in this report, refers to thosd subgroup differences in
the psychometric propert of a test which occur as 'a result of factors. ?
* .  extraneous to those ghicﬁgz test is intended to measure, For example, mean

test score differences between Blacks and Whites on a yocabulary test would be
¢ considered evidence of bias if these differences refTected the influence of

cultural factors. In this case, the cultural factors would be extraneous . S
since, presumablv the test is intended to measure verbal abi{ity. - '
Most of the models of bias which have been prpposed (Angoff & Ford, 1973; .

Breland,, Stocking, Pinchak, & Abrams, 1974; Echternact, 1974) have involved
c::gazigg,ftem difficulties among 'subgroups. _According to this ‘approach, a
is considered biased if its items do not have roughly the same relative
difficulties for all subgroups. "An item within the test is said to be ‘biased
C1f it is relatively more difficult for a given subgroup than.are most of the
other .test items. Other models of: bias which have been proposed involve’
" subgroup comparison of item discriminations mean test-scores, and factor
loadings (¢.g., Angoff, 1975; Atkin, Bray, Davison Herzberger, Humphreys,
& Selzer, 1976; Jensan, 1975) _ -

Regardless of the specific ‘model used, theuexistence of bias cannot by
itself be taken as prima facie evidence that @ test is-unfair. For example, a
test which includes a substantial prdportion of Black slang words may be unfair
when used to select college freshmen, but fair when used to select social

-workers for employment in the Black community. Clearly then, the fairness
of a test (or test "item) can only be determined by examining what caused the
bias ‘and what its eventual impact will be in a specific application.-

‘For the specific application of tests to the selectign of fersonnel, a
number of formal definitions of fairness have been developed. (ne of the
earliest formal definitions of -tes¢ fairness in seléction was*baged on the
concept of validity. This is undoubtedly due to the fact that early legal
challenges to the use of tests for personnel selection questionéd test validity.

Validi_y model of test fairneg_, The validity model is primarily eg;
concerned with the legitimacy of the inferences which can be made about people $
ability or performance in a specific situation based’ on their test scores. The
validity of a test is frequently'determined by calculating the correlation
coefficient between the test 'scores and scores on an appropriate criterion for
a particular subgroup. Fairness of a testing procedure has been evaluated in
terms of whether there is a significant -difference between the validity coef-
ficients for various subgroups on a given test. If a significant difference
does exist, this would imply that the predietions made®on the basis of the

est scores are not as accurate for one’ subgroup as for another.,
a N . - .

In a. selection situation, such a difference in validity would have several
adverse effects on the,subgroup having the lower correlation. First, it would
decrease the variance of the predicted score distribution. Assuming the selection
. cutoff to be above tHe mean of this subgroup, ag it normally would be, such a

decrease in variance would lower the probabflity that these .individuals would

®

- , @

. ’ S
. .
S
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) exceed the selection cutoff. Secondly, the lower cérrela IOn coefficient;indi—‘. ‘n
) cates that the test dogs not order individuals as accurate on the criterion,
. - as it would for a subgroup having a higher validi&y coefficignt, Consequentlé*
- “if selection is based on predicted critetrion performance, dpplicants with lowér
b average ab lity will be selected from the subgroup having the lower predictive’ “
: validity éven 1in, cases where/the subgroups have equal mean ability. '@_Q'

' N Whether or not meaningful validity differences - among sGBgro pS ocgur in
' real selection situations is an empirical isgue which has received/a great 'deal
of attention recently. -The weight of the evidence (Campbell Crooks, Mahone‘)
' -& Rock, 1973; Farr, O'Leary, Pfeiffer, Goldstein, & Bartlett, 1971; Schmidt,
Berner, & Hunter, 1973) seems to indicate that meaningful differences occur with
very low frequency. However, a number of isSues remain unresolved regarding
how to statistically test for a subgroup validity difference and what to do if?;\
it is statistically significant (e.g., Standards for Educagional and Pszcholog—
ical Tests, 1974; Flaugher, 1974). - . ) . ‘ o

4 » Yy .
‘ Although research still continues ferential validity as a means of . / .
evaluating test fairness, it appears ‘that valeity is a necessary- but not' a '
sufficient condition for test fairness. In recognition of this fact, a number

of specific models have been proposed for de?ining fairness ‘in the context of 7

selection. . Q;
{ . . .

: -,0ther models of fairness. In the context of selettion:‘test fairness ‘is, '
directly interpretable in terms of the number of applicants who are selected
from eagh subgroup of testees. Test biag influences fairmess to- the extent
that if\a test is biased, it will often produce an adverse impact on ‘the sub-
-group a inst which it is biased. This, however, will depgnd on how fairness
is_defined and on~other situational variables, such as the criterion for success
and selection cutoff pgints. . _ o

i

' When a test is used in the selection process, it is part of a decision”
strategy-to select or reject potentially successful individuals for one or more
available. openings. Operationally, this is usually achieved by Setting a cyt-
off ‘'score on the criterion to define successful performance, determining th

' corresponding predictor cutoff scores, and.seleCting applicants with predictor .’ |
scores equal to or exceeding the pﬁedictor cutoff score.

... It was previously indicated that a low test validity for a given subgroup,,’
/ ,which is equivalent to a larger amount of random errors of prediction, can
. affect selection decisions by decreasing the probability that individuals from
i that suRgroup would exceed a given cutoff on the criterion.. Another factor which
"would affect the prediction of criterion performance in selection is constant R
~ errors of prediction._ The random: and constant errors of prediction can_be res-.
pectively translated by regression theory into the slope, and intercept of the
regression line relating test scores. to criterion performance. N
%\ cleary (1968) developed a widely used definition of selection fairness,
~refe .to by her as bia§q,which involves the regression line in prediction.
According £o ' Cleary, "A test is biased for members of a subgroup of the popu-
latigm if, in the prediction of a criterion for which the test was designed,

-
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consistent nonzero -errors of prediction are made for members of the\subgroup...
(Cleary, 1968, p. 11 ) Theorptically, consistent zero ‘errors of prediction are
assured by empldying separatefwithin-subgroup- regression lines, 7.e:, differen-
. tial prediction. s Therefore, the appilication of, Cleary's definition is 0peration—
-, ally equivalent to endorsing differential pred}ction in selectiOn
. This fact can be demo trated by considering the situation in Figure 1.
Figure 12 illustrates the [situation in which the mean criterion score for the

minority Subgroup (Y ln) s -equal to .the mean criterion score for the majority

subgroup (Yﬁa , but the mean test score of the majority subgroup (X' j) is

gxeater than . score (X 1 ) of the minority subgrOup.' In this situation it is

'clear that use of w1thin-subgr0up regression lines, 1.e., differential pred1ction,
will produce consistent zero errors of prédiction for both the minority an}
majority Subgroups. However, using either the regression,line of the majority
subgroup or the regression line derived from data pooled across.both subgroups -
will lead to underprediction of the minority subgroup. j//f
A situation more commonly found in extant practice (Tleary, 1968; Gael,
Grant, & Ritchie,, 1975; Goldman & Rigﬁ%rds, 1974; Kallingal, 1971; Temp, 1971)
ig where subgroups differ -on both the criterion and test scores, as shown.in
Figure 1b. In this case, using either the majority or peoled regression line
to predict minority criterion performance will result in verpredictiow for

members of that. subgroup. .
In recent years, a number of models have been proposed a alternati&es to
Cleary's regression model of selection fairness (see Cole, 1973:. an ?etersen,&,
s Novick, 1974 for réeviews). The one most frequently offered as ag alternative
to Cleary's model is.Thorndike's (1971) Constant Ratio model.- Ac¥o6rding to
Thorndike, falr use of test scores requires that the acceptance levels should be
set such that the ratio of the percentage of individuals who -excded a specified
level of criterion performance to the percentage whoeexce%d a cutoff on the pre-
dictor will be equalized among subgroups in the applicant population.
0 )
One of the primary conclusions that has derived from the research o est
* « fairness is that the assessment of fairnmess will depend on how fairmess 1is
‘defined. Some of the models that have been proposed will lead to the selection
of more mindritxvapplieants than will other models. If the models are ordered
along the dimension of how many minority applicants are selected in a given )
situation, the Cleary and Thorndike models fall near the extremes. The Cleary
model is the least favorable to mimority subgroups, while the Thorndike model is
one of-the most favorable. , Condegﬁqnﬁiy, these two models make a convenient’
« pair of strategies for evaluatingéine fairhess of a test.

13

) X " el

Purpose aﬂh Assumptions oo T
q R L I . . 7. :

Purpose. In. theirfbook on mental test theory, Lord and Novick (1968, p.
388) indicate how the item characteristics of a test_can affect the shape of the
distriﬁ%tion of test“scores.’ As can be seen in Figure 1, selection fairmess is
a function of the parameters of the distribution of test scores. .Therefore, if
the iteq characteristics of a test can affect the shape of the test score dis- ~
tribution, they will also influence selection fairness. - The purPose of this
report is to ¢xamine the relationship between characteristics of test items’ and
selection fairness, as reflected by several fairness models.
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- ‘be copstructed.

;/cant and, using the score from that test to predict an-:
sented by the known latent t;ait, ©@. The applicant population was aasumed to-

e
R

. in terms of the latent-trait item parameters. 2&\ "
. ) : : & A

Spepificaliy;ﬂjﬁe @bllogﬂig qﬁestions are {nvestigated:

& 1

~1. How' do the fo}lowing characteristics of test items affect fairness? -

»
~—

a. Distribution of item difficufties. ~ - '- <
b. Level of item discrimination. T ' v
{ c. Degree of item biags.

7% How is fairness affected by test length?

es the assessment of “fairness depend on the c oice of a mpdel for
fajrmess? . __ ’ - :

o

'Ahswersyto theg'7%ges;ions'shou1§.be dgeful iﬁ indigat}nE.how;a Aif test should

. had 1‘;{1 : T - : . . .
Assumptions. Théfabove questions were investigate in the context of an
assumed ‘selection situation which was modeled by a montg, carlo simuldgion study.
The selection process consisted of administering a selection test to e h'appli-}
ternal criterion repre-

Jgdnsist of two suhgroups having identical.ability distributiords on @. The

':selectior instrument was assumed to be completely deéEribéd in terms of its

Natrent trait parameters so that each’of its items could he descrih~d in’térms ~f

5”}¢ém discrimination, item difficulty, and probability of being guessed _

,correctly by. chance. Sohe of the items in the test, however, were assumed to be-
biased. agaimst the minority subgroup and the degree of their bias*was exp esseiﬁ\\

1

' \/g i . . A \ . f' .- ’ 1AA v.
METHOD -~ : N . . :“.;-“' i

- . . Pd -, N 2’{\" ..
Indegg?dent Variables _ ST

Four of the <dndependent variables were characteristic of the-test73d§in—
istered to both the majority and minority subgroups simulated inmihis_studﬁi
Three of these variables--distriBution of item difficulties, level of item
discrimination, and -test length--are standafﬁbéharactefiatLQ%Apf tests.. The
fourth, item bias, reflected the‘@gjor'independentfvariable'bf”interest in this

- study. The fifth independent variable was-intended fo vary the fairness in the

. application of test scores., This variable consisted of using only .the regression

-

eqqatibr-from the majority suhgroup,or differential prediétion,-fpipthe predic- (

tion-of. a simulated crit_:erion_v-ari?le.. Figure 2 summarizes the independent

‘wvariables used in this studv. .

& » r-

1e<t Variables e ‘ . : : q‘, o o -':;, .

~ LN
1 . -
. ~-G
. - . »
- © 1,

Only conventional testS were used in this study. »That is, allrsimulated’
Lesteds witiin an expcrimergel conditiua were admidissered identical items in a
fixed sequence. Test itemgjere represented by a set of latent trait parameters_
(Lord & Novick, 1968, p. &l which described the essential statistical proper- -
ties of "each item. A test of length m with a given set of characterigtics was

~2nerated by selecting the ffys: w items from“one of eighteen 100-it-:m pouls.

‘ 0~ =
EMC ‘ - . ) » . S oo A . .
",m,,,m , - - ¢ ‘/!/ ] i L r 1 2 ) L. e ) v
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T . - S . R . Figure 2
D o e e ' . Independent Variables .
: \
Diffe\renti&l Prediction
o ¥ . :
S ‘.Unifora | Pesked ' " 'untform Peaked
- g ' Difficulties .Difficulties ’ - Difficulties Difficulties
. \\ . B . . : )
& ’ .
e 'Discrilination (a) piscrimination (a) e Discrimination (a) Discrimination (a).
’ (3 levels) (3 levels) ] ‘ (3 levels) (3 levels)
' . ) . v '
o Degree of Item Biss - Degfee of Item Bias Degree of Item Bias Degree of Item Biss
. (3 levels) - (3 levels) e (3 levels) (3 lévels)y
]
Tés; Length " Test Length . ' . Test Length . Teat Length
(5 lengths) . (5 lengths) (5 lengths) (5*Tengths)
o

Each item pool represented one of the experimental conditions‘‘obtained from
taking combinations of the three test variables summarized in Table 1.

~~- _experimental conditions the guessing parameter, c, was set at .20.

For all

This value

18 the expected proportion correct if purely random guessing -occurred on five-

alternatiVe multiple-choice items.

. ‘ Table 1
! ' . Item Pool Parameter Specifications
Distribution
of Difficulties ‘ a Bias
< s Uniférm or Peaked .30 .5
- -Uniform or Peaked .30 1.0
Uniform or Peaked .30 2.0
» - . Uniform or Peaked .70 .5
) : Uniform or Peaked .70 1.0
Uniform or Peaked «70 2.0
Uniform or Peaked’ 1.10 .5
Uniform or Peaked - 1.10 1.0
Uniform or Peaked . 1.10 2.0

T- g

-
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" items were more difficult for‘the minority subgroup because of some independent
‘extraneous factor(s) which reduced their performance on the test items. For

. —8-  ~

s

ayDistribution of item difficulties. Tests were simulated which had either

peaked or uniform distributions of item difficulties. The peaked distributions

of difficulties (b) were randomly sampled from a normal distribution baving a
mean of =0 (wheye O indicates an item of average difficulty) and a standard

deviation of 1.0. The uniform distributions of difficulties also had a mean of
T=0 but were randomly sampled from a uniform distribution which ranged from’
$==2.99 to +2.99. The actual distribution of item difficulties used in each

condition is summarized in Table A in the Appendix. . e

i . . .
Item discriminations. Three levels of item discrimination were used within

“both the peaked and uniform tests. “These three levels were a=.30, .70 and 1.00,

corresponding ;o}point—biserial correlations of items with total scores of .127,
.373 dnd .482, respectively (assuming a population proportion passing of P=.6
and a guessing.parameter of @=.2). Values of item discrimination were held
constant within gach testing conditjon and subgroup. ’ : o

 Test length. To study the effects of test length and its interaction-
with item difficulty distributions, item discrimination, and item bias on test
fairness, five typical test lengths were used. Test lengths were 10, 30, 50,
70 and 100 items. Within each test length, discriminations were constant for a
given uniform or rectangular test and a fgfqified degree of item bias.

SR
Item bias. Item bias was defined as

b 'b ) ) , ‘ : | .[1]

.

and b;in are the latent trﬁi; diff%ﬁulty parameteré for the majority

/ \\

A% . .

~ This aefinition‘of‘item bias was based on the’assumption that the subgroups
had identical true ability distributions on the trait being measured, but that

where b
: maj

.

and minority subgroups, respectively.

example, if a test .was designed to measure verbal ability, the fnclusion of
"eulturally loaded" items would result in a test which would. be more difficult
for a nondominant subgroup of a given culture. The result would be a test which
would be biased against such minority subgroups. " This definition of item bias is
very similar to those often applied in practice (Angoff & Ford, 1973; Breland
et al., 1974; Echternacht, 1974). The main difference is that previous models
of item bias have ‘been based on' the proportion correct measure of item difficulty.
However, proportion correct has been shown (Lord & Novick, 1968; Urry, 1974) to
be confounded with guessi‘l.and item discrimination, whereas latent trait diffi-
culty parameters are pure measures of item diff;culty. ' :
Three levels of item bias, based on Equation 1, were studied. These were
.5, 1.0 and 2.0, indicating tests which were respectively more difficult for
members of the simulated minority subgroup. Bias was introduced into the tests
by adding this constant value to the difficulty parameters of the items selected
to constitute the majority subgroup test. Item discrimination, guessing and
test length were held constant as bias was introduced into the testing situation.

14 B )
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Prediction of Latent Ability , - [; _ S Ex
A raw test score was obtained for each simuiatedvtestee by summing the num-
ber of correct answers for that testee. Corre@% answers to the pth item were

. recorded as vp=1, while incofrect answers wer rep:esented'as vp?o. Therefore?

.. the raw test score for the ith ‘individual wa

. V/ B ¥ |

m N R . o

X.'= T-v ¥ . o (2]
T a1 P “ L = :
where m=test length. o T o ) ' . : »

. , o A 7 ] . .
Since the objective of the test was to obtain an estimate of the latent
ability O, a method'was needed to obtain a prediction of O based on the test
score Xi' Linear regression equa'tions were used for this purpose. Two kinds of

regression equations, majority and differential prediction, were used correspond-
ing to two Eypes of predictiop/procedures often mentioned #n the literature
(Bartlett & O'Leary, 1969; Gpldman & Hewitt, 1975; Jones, 1973; and McNemar,
1975). One regression equqinn of each type--majority prediction and differential
prediction--was developed within each of the eighteen testing conditions. . The
predicted ability score# generated by these regression equations were used to
define the dépefident variables. ’

Majorit§ prediccidn. In this condition,'the-same regression equation

! w
)

G’L o BX’L’ L - . . [3]
where a and B are the regression parameters based on only the data from the
najority subgroup, was used to predict the ability of all individuals regardless
. of subgroup membership. . ' -
Differential‘prediction: In this conditiort, separate'within—sﬁbgroup_re¥
gression equations were used to predict ability for individual % of subgroup J.

These are given by

6..=0a.+B. X,. o 4

ii =%t P g ) [4]
) o L 4

where aj and B, were the within-subgroup regression parameter for subgroup .j;

where j referred to either the majority or minority subgroup.

Dependent Variables

~

The dependent variable in this study was test fairness. Fairness was
evaluated by three indices sepatately for each of the 180 combinations of -inde-
pengent variables (Z.e., item difficulty distribution x item discrimination x
test length x bias x prediction method). The three fairmess indices were: 1) a
validity index, R; 2) a Cleary-type index, C; and 3)-a,Thorndike}type index, T.
These fairness measures parallel their original definitions. Byt in this study

15 o s
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the.variable being predicted was O, the kno true 1atent abilityﬁ as compared to
the fallible external’ criterion usually use;Pin research on test/fairness. ‘ v
In addition to studying the’ effects £ item bias and othef test characteris-,
tics on these three definitions of fairness, the effects of’ the independent
variables on a number of standard distribytional statistics were also. studied.
These included the mean, standard deviation, standard error of estimate, skew—.
ness,_and kurtosis of the ability estimates, 0. '

r‘/ ‘ '/

The R—Index

The correlation between ésti ed ability and the true latent ability, 7

- ‘has been used in latent trait studies as a measure of the "goodness" of abili
estimation (Brogden, 1946; Urry, /1969, 1971). In the present study the true
ability, 0, was taken as the cr terion for selection, Therefore, rée can be .,

L4

interpreted as a coefficient of predictive validity. TFor simplicity,:this coef-
ficient of validity will be r¢ferred to simply as the R—Index. '

‘ ' Differences in R betwe the majority and minority subgroups were examined
as an indication of test fadrness. Larger correlations -for one group as compared
to the other, holding testing conditions constant, would indicate that a given
set of testing conditions produced test scores with a greater potential for un-
fairness for the group haying the lower cory

r

R was evaluated only for the m3jority prediction condition since tﬁe appli-
ccation of differential prediction amounts to a linear transformation of the
majority prediction abil ty estimates, and correlation cOefficients are
unaffected by linear trapsformations.

The C-Index N l%
'

Based on Cleary's (ﬂ968) concept of.test bias, the degree of test bias in

subgroup J can be define Mas .

c.=5. -8, - - '
i %5 ) - 151

where 0. and 63 are the meaws of the ability distributions for the predicted and

. true distributions, respectiyely. When ®his definition is appiied to the pre-
dicted abilities obtained fr the differential prediction equation given in
Equation 4, Cj=0 in all cases} This follows since 63 will always equal 63. Con-

sequently, the utilization ofy ifferential prediction will always result in a
fair test usage -according to tMe Cleary definitionm.

The inter-subgroup differenpe in the Cleary index is
\

Cdiff - (gmin - O : ) - (O i - 6maj

|

) = Cmin - Cumj' ' (6]

1

R

o | | : | X
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. Since in the majority prediction pond!!ion (Equation 3)
SR SR ' ’ . . . o [ :
e teT o, SRR o 7
- e maj maj \ - , . \l.
. ‘I ) B .4
 Equation 6 ‘'simplifies to ) ' _ _
. X - _ . S . . . .
Cazef ™ Cmin”, o . T o 81
Similarly, in the differential
"%, =8 . and T, = L - o ' 9] °
maj Ba éand Omin = Pmin - I 2]
. . ; ‘ o ) )
.and  Bquation 6 simplifiesto - ...~ ~ R “ o4
- . PRV e g o c -
L e .=0 . m o S oo o)

1]

. diff
for all casés. Consequently, the Cleary index, c, waz’also evaluated only in
the majority prediction condition. .
/ .
The T-Index

Applying Thorndike s definition of 'fairness o the model used 'in this study,
a test is fair if the following condition is met: , . ‘

-

Ce o P(e>6) P8 .>0) a DR |
. : Amaj o _ maj o . o [LIT
.P(e in?e ) P(0 in>9 ) E \ . ,

e
3

‘'where P i the proportion of testees who exceed the cutoff point 0 . In this

study a cutoff equal to the méan of the majority subgroup, 1.e., 0 —0 was used

. Since identical subgroup ability distributions were assumed, Equation 11
reduced to v _ R .

\
\
N

Pcemin>eo) ST ‘ ‘ ' S ‘ 74
. ’ . ' /"
or _ ) ' " .. ' i ‘.’
‘P(@maj>eoy =P@  >0) - ' o\

X
If Equation 13 defines a fair gelection situation,.then the degree to which a
test is unfair to’ the minqrity subgroup, as compared to the majority subgroup,

is given'by \

~

\

Tqigs = 1Py 70)) — P(8 >0 ) x 100 . A AT

. . , .
3 , . a . ' R - . q ¥
.
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or simply the difference between the percentage of individqalSv ho exceed the
selection cutoff in the mingrity and majority subgroupsi:. The T Index was eval-
uated in both‘the maJority nd d1fferential predioti0n conditions '

< a
Data Simulation“ v , P

P . . PR ¢
. .
PO L .

Popuig‘ tien , ‘ ‘ . ' . B SR CooL
ag&/u. - . . »\,' . - -"/
J—fﬁgg;election of examinea&-from a target population was zésulated with a~;

computer by generating. 500 random numbers which fell between e valuds of -3. 34 B

and +3.24 sampled from a normal population having a mean=0 andva S. D =1.0.. Each

of the random numbers$ represented the true ability, 6, for one teStee | 0= 0

indicated an individual of average ability, while 9=3.0 indicated a person of =

very high ability on the rel vant trait. Since the same population distribution
was used for both the maJority and minority subgroups, the degree of unfairness
which occurred as a result of the characteristics of the ‘test, items would be
manifested as differences between the predicted Qistributions of © for the’ two

subgroups. Similariy, the same "500 values of O were used within ‘each of thie 90

experimental conditions. . In this way, differences observed in the dependent

variables could be attributed solely to action of" the independent variables

N

: Simulation ProcedUre'

‘ The- procédure used to simuéate test1ng was carried out in three stages
1)’ response vector generation, ) application of test models to- response vectors,
and 3) calculation of stat1st1ts and fairness 1ndicants
|
' . 2

i

similar to those used by Betz & Weisg (1973), Vale '& Weiss (1975) and McBride
and Weiss (1976). This procedur based on latent trait test theory’ (Lord &

« Novick, 1968); requ1res'two ‘assumptions. The first assumption was local inde-

. pendence of responses, which requires. that the probability'that a testee of

. ability © will answer any ditem correctly is independent of whether that gestee:

© answers any other item correctly Stated mathematically, this. assumption‘becomes

I Response;generation Genexztion‘of test responses *fpllowed procedures

f(vl,vz,vy-v..;.,v Lo) Elf‘i'(vile),""f _ ' | [15\1

7 . * . ' T : : ’ . - ' .,\/

«
i 3

where f and f are probability density functions, 1 refers to one-of the m ﬁt

items, and v ~0 if a- response was incorrect, and vt-l if correct. ' -’ 1‘

5 0

B
"
S

,,7»&’ &
LR

The second assumptiOn was that a.-response, v, depended only on l@ﬁ

Y AT
P2

ability of the examinee and ‘2) the characteristics of the test items, as des—
cribed by each item' s 1atent trait parameters ar b and e.

- ' . With these assumptions, the response vectors were- generated by: )
1. -Calculating P. (O),_the probability ‘of answering item 7 correctly given

0, from theﬁnormaluogive version of the latenf_trait test model,
. ~ \

) . _ . )
18, -
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- | N (o) =g L=

' ‘_/b E ."w.h'ere"J.'z,.'(B) = a..(G-’%.».-),_'- ’

¢

R

¢(t) is the normal density fu

e, .=.20.
1d x

6

‘21‘ Determining the rﬁsponse v;‘by: B ‘”; :i:
o a. Generating a random number drawn from a uniform distribution; r,
z . 0 ) T

o © b. }f r>Pi(e), v

"
|

- . ~

c. If. rsl?i.(e) , vi=; .

. 3. "Repeating this process for each item used, and for'each subgroup. Two
- .. vectors of item responses were gener ted for each ability level. for each -
it pool, one for the. minority sub%up and one’ For the majority sub-

gr Al

~ e B

. L]

ectors served as input to a program

$

4 : .
Test administration. - The response

‘which simulated the testing process. Since only conventional éests were/gim- »

ulated in this study, the program selected ite sequentially rom .one of .the
eighteen combinations of item parameter . 'This ‘process was repeated for each of
the five test lengths within each combination of- the other sets of item parameters.,
Varying test lengths were obtained by selecting the first m items out ‘of the 100
items available, where m was the desired test length (10 30, 50, 70 or 100 items)
Sy
. Application of fairness models. The Output of the seqond stage of the .
simulation was an estimated 0, O, for each examinee for: each test condition. .. '
Therefore, a distribution of true and estimated 6 values was produced for each’
subgroup for each of the 90 experimental condittons. Within each of thiese test
conditions, the mean, standard deviation, skewness and kurtosis were computed'for
the § variable, and the validity, Cleary, and Thorndlke mei?ures of fairness
(t.e.; R, C, T) were calculated.

s AN
i»

w - ‘ l . RES\YTS . I“‘.‘ :
/ R T i
oo, Q}stributions of Predicted Scores

Means, standard d?&iations, skewness, and kurtosis!indices of ability est-
imates as a function of the experimental conditions are!given for a test length
of 50 items in *Rable 2; results fof test lengths of 10, 30, 70 and 100 items, .

- 19
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which generally parallel those for 50 itémsz are given in Appendix Tahles B through
E. 1In these tables, the statistics for the true abildty disﬂribution (92 Are

given in the first row of the table, listed under t%ﬁ rue'' group heédfng. In |
the standard deviation colummn, values pbta@ned when-differential prediction (D.P.)'
was used are given as well as values for the majority prediction (M.P.) case. '
Since differential prediction did not affect any of(%he other statistics, only

one set of values is shown.

.

As Tablé®? shows, increasing item bias caused the mean of the minority sub.
group to be underpredicted. The degree of underprediction increased both with ..
increasing item bias and with increasing item discrimination. For low item di&—

'  criminatiom, the degree of underprediction was less than the - degree of item bias".
introduced, with the degreé of underprediction being somewhat larger,for the !
peaked test at each of the item bdas levels. At high item discrimination (a=1.1),
the degree of underprediction became essentidlly equal to the degree of bias At

',Ihe_.S\gpdal,O levels pf item bias. With item bias eqyal to 2.0, the .degree of »
“underprediction (~1.85 and -1.52, for the unifo gﬁpd§pgaked tests, respect yely)
, more closely approached t:”ﬁg"giegree of bias than.w@ld/tJ ;dgwes of hnderpre%h.,‘,x»»w

. '.tion (-1.34 and -1.10) in the low item discrimipa; ‘gopdition at this same-blas ;

' Yevel.~.Alsd, at tfie high item discrimil F { o fegree of- underpredic- .

tion:was somewhat smalleﬁgfor the peake¥ bias level. o
. . -~ ) .

!
3. . .
» '.4. & . . »
Sgore Distribut'ion Characteristics fot.Capventional Tests of Length 50,~as a o .
| nction of D;gcrl_minaltibﬁ (u}. Blasi ﬁf)‘d’(‘,roup'ﬁor Uniform and Peaked Tests . ’
R . ‘-5".' ' Sta 764 Deviation .
. B — Mean® ' Uniform [ Peaked Skewness . Kurtosis
a Bias Group Uniform ' Peaked  M.P. DIP. "M.P. . D.P. Uniform Peaked tUnifoym' Peaked 2
1 g
- . R True -.074 '."!_'—.0710 1.006 1.006 1.606 1.006 —.Oi -.01 .22 .22
.3 . - 9 . O ) : .
“o *i‘ maj *  =.078n, -.074 .798 .748 .807 .807 .03 -1 Joo -.06
L .5 . min -.391 ' -.402 ,822 14805 . .811. ..820 . .04 . .01~ -.09 -.00
: 1 min -.709 - -.738 .819 810 L824 .B22 .08 .10 -.16 ~.02
] 2 min -1.336  -1.097 © .819, .81s .800 .816 .28 33 . L1, 12
e .70 W . . N
. " maj -.076 . -pP74  .940 L9640 . .946 .946 -.208 -1 -.27 -.66
g . . » .5 oin -.496 . -.535 .938 .939 .942 949 1007 .19 -.33 .66
. . 1 nmin -.953 -.894 .929. .934 .903 .941 .31 .49 -.19 -.38
"/ : . 14 2 min -1.749 -1.708 - .823 .920 /.]19 .896 .57 _1.1'3 .08 1.08 -7
' maj -.074 ~:07% 967 .967 .959 .959 =03 _ -.10 ' -.25 -1.13
.5 min -.53 - -.536  .978  .965,  .937 .957 .20 .36 -.24 -.93
1 min -1.020 —.-9‘;6 .948 .960 .845 .937 .30 .86 .33 07 ’
. 2 min -1.852  -l.5 '3_ .81‘_3' .939 .540 .835 .77 2.13 .42 486
Note. M.P. is majority prediction equation; D.P. {s differential predi'ct_ion equation.. )

Lo L 4 .
I , *

3

- . : , Co - : | K
" N . . :

The standard deviation of the ability distribution was generally under-
‘predicted, using majority prediction, both for the majority and minority subgroups.
-For . the uniform‘tesp,‘gpe degree of .underprediction was reduced, for both groups
-~ as item discrimination®increased, while for the peaked test, underprediction in-
creased for the minority subgroup while it decreased for the majority subgroup;’

29 o
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Within the peaked test, thé degree of UHdehpredictibniof3Ehe standard devia~
tions became especially severe with jfCreadSing item bias, at high discrimina-

tions. o v . . '

When differential- prediction wag Used, however, the degree of underpredic-
tion of the stanflard deviation was gubstantially reduced. Even at g=1.1 for
the peaked test, underprediction pf ¢P® standard deviation for the minority'sub-
group was virtually the same as for ¢#® malority subgroup, except for very high

, (2.0) levels of item blas. .
. x : Vol -

The skewness for both the unifoyf® and peaked tests increased in a positive
‘ditection as both item bias and item discrimination increased. This effect was
much larger for the peaked test. &t #=1.1 and bias of 2.0, the peaked test had
a Skewness of 2.13 compared to .77 fof the uniform test. The kurtosis measure’
indjcated that -the shape of thekdistribut1°n changed from being somewhat flat
(egative value) to being peaked (pogitive value) as item bias was increased;
the degree of this change was a funcyion of increasing item discrimination.

. Again, the uniform.test, when comparegd tod the Ppeaked test, more closely main-.
tained its resemblance to the true ng 1 distribution as bias was increased. -

\&.

o

N . .

' yalidity: R-Index . = . ) -

[N

‘Effects on majority subgroup, 'Tﬂ%valahy coefficients for the uniform (U)
and peaked (P) distributions of item dTericylties are shown in Table 3. The
* ' three rows in.Table 3 labeled "maj" give the validities f§r the majority sub-
’ group for the three values of item"dy#Crifdnation. These Tesplts cérrespond to
the case where.item blas is zero. /: . ‘ . . ¢ o
& o . P , T
. Valldity was foun® to Thcrease g6 item discrimination and test length in- ,
,creased for both types of item distrjbutiong. At the lower discrimination levels,
a=.30 and .70, the peaked distributiof gave higher values Oof validity; but at the
high discrimination,level, a=1.1, and for test length longer than about 40, the
- -advantage reversed and the uniform djstribution gave higher validities. The
highest validity found was R=.981 foy the uniform distributioJ@of item difficul-
4 ties at a=l.1, for a test length of 100 items. The validity for peaked tests at
{ﬁ this” same boint\was R=.967.  The lopest validity also occurred for the uniform -
. /. distribution. At a=.30 for test 1¢“g‘h=qu'R‘-493, while R=.540 for the peaked
distribution. : . A N

i : « B

Validity differences. A major coNcefn with respect tO tesSt fairfess refers
not only to how validity varies as a function .of the test Characteristics for a'
given subgroup, but more importantly, how Vvalidity varies differentially among
subgroups. The reason for this is thp4t if a difference in subgroup validities
'does exist, this would imply that the bredictions made on the basis of .the test
scores are not as accufate for one syPBrovp as for the other. A4s was explained
in the introduction, such a differenc? in Vvalidity would have Several adverse
effects on the subfroup having the lg#e®r correlation. Therefore, tthe  effects of
item bias on validity were studied by Comparing the validities for both sub~ .
groups for all the item-pools and tegf lefnRths. To facilitate this analysis,

~<
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| o Table 3
| Validity Coefficients for Uniform (U) and Peaked (F) Conventional Tests at Five Test Lengths
ag a Fynction of Item Discrir‘dnatio G} and: Ttem Bias, fot Hajority Group (naj) ‘and for -
. | Mihority Group (nin), gnd Differences In Validitiés (dff) for the two groups

:;——__,-‘g——‘v—___v__*: .
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differences between subgroup val “ities were determined.  Differential validity
was' thus defined as ., h . -
. . ) . ‘ ’
~Rdifff= Botn = Bmaj' [17]
A negatiye vAlue of differential validity indicates that the majority subgroup
‘had a 1arger validity coefficient than the minority subgroup. These values,
appear in Table 3 n the rows designated "diff". ‘.

B

s'that for thée lowest a-value, validity differences were very
small for low levels of item bias. As item bias. increased, differential validity
- increased ‘for the uniform test, but decreased for the peaked test, except at 100
items where differential validity decreased for both tests..’ At a=.30, differen-
tial Validity tended to be positive in favor of the minority subgroup for ‘both
types of tests., But for item discriminations of a=.7 and 1.1 for test length of
30 and gbove, the direction of differential validity was reversed and the tests
became unfair, to the minority subgroup. As.the degree of Atem ‘bias and item
discriminatiOn increased, the size of this negative differential became substan-
tial, particularly for the peaked test. This effect was present at all test
lengths above 10 items. For example, the peaked test at a=1.1, test length=100,
and biag=2.0, had a .125 difference between the subgroup validities, in favor of
.the majority subgroup. The largest negative differential validity for the uni-
form tegts was Reiff .028 which occurred at a=1.1, test length=50j bias=2.0.

C—Index

‘ ' The Cleaty-type fairness measure, C, was defined as the difference between
the means of .the true ability, 9, and the predicted ability, §. Therefore, the
C-Index.is il.the same units as ©. The population distribution of © had a mean

"of 0 and a standard aeviation of 1.0. A negative C~Index implies unfairness for .
a Subgroup. I Figure 3, Cdiff; the subgroup differences in the C-indices

(Cmaj ), are plotted against test length for both the uniform and peaked

tests for a11 item pools in the majority prediction condition. As indicated by
Equation 8, under the assumptions of the present. study, Cdiff Cmi , since
Cmaj=0. Numerical values of C by subgroup are shown in Appendix Table F. Cd £f
was not computed under differential prediction since, as indicated earliet, by
“definition it is always equal to zero in this condition.

As would be expected, the C-Index indicated increased unfairness for the
minority Subgroup as item bias was increased from .5 to 2.0. Unfairness also
increased as a negatively accelerating function of test length reaching its’ '
highest value at a test length of 100. The rate of increase as well as the high-
est value varied as a function of item discrimination and degree of item bias.
For both the uniform and peaked tests, increasing item bias tended to increase
the rate of increase of C with test length within a level of item discrimination.
The effect of test length decreased as item discrimination increased.
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There appeared to be very 1itt1e,differdﬁcé between the peaked and uniform °
distribution of difficulties on C .. at the a=.3 and .7 levels of item discrim— -
ination. . Thecfifﬁeredces which 'do occur appear’ to“favor, the uniform tests atxthe

.ngure 3 o -
"~ C-Index as a function of item disc;imination (a),
item biase 'and test length, using majority prediction \
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, .5 ard l.O-biésvlevels at a=,3 (Figure 3a) and .7 (Figure 3b), and the peaked
tests at bias of 2.0 when a=.7. However, at the highest discrimination level,
a=1.1 (Figure 3c), the uniform tests were more unfair than the peaked tests to
the minority subgroup when the degree of item bias was large (2.0). For an item
bias of 2.0, differences of .350 and .342 were found betweenithe subgroup C ‘
values for test lengths of 70 and 100 items. Thus for this test situation, using
peaked instead of uniform distributions of difficulty would produce an average
estimate of ability with a decrease in item bids of more than onme-third of a

standard deviation relative to the pdyulation of true abilities. _ ‘ N
T-Index
Tdiff can be'defined as the difference . between the T-indices for the major-

ity and minority subgroups, t.e., Tmaj - Tmin' A negative Tdiff indicated that

the percent predicted to be above average was smaller for the minority than for
the majority subgroup; Z.e., the test wds less fair to the minor{:f subgroup.
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; L ngérity'prediction. A; Figure nghows, using majority prediction, J;iff

¢hried in a complex way as* ~a*fuynction of item discriqingtion, test length and
degree of item bias, for the aniform and peaked tests ( umerical -values are

i) 4 F
. ¢

o ) ) . : ~ ] -V .'i' =
Figure 4 T 7 "
)  T-Index as‘a function of item discrimination (a), S .

item bias, and test length using majority prediction oo -

-Sol. o T _ - » Gt sas
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giveih in Appendix Table G)= eral, however,"* the uniform tests were less
unfair to the minority subg ‘the a=.3.and .7 levels of item discrimina-
tion (Figure 4a and 4b, respectively), but showed no clear advantage at the 1.1
level (Figure 4c) except for the shortest test length. Regardless of item
: discrimination or degree of item bias, the shortest and longest test 1 ngths of
. the uniform test resulted in relatively greater fairness. Only for tle inter—
. mediate test lengths did the peaked test sometimes produce a sméller Tdiff than

contrast to the (-Index, unfairness measured by Ihiff did not increase as a

regular funﬂtion of test length for the peaked test at item discrimination levels
above a=.30.

;" did the uniform test and then usually at the higher discrimination levels. 1In

L
w

~ The largest difference in Cdiff between uniform and peaked tests was 11.2%,
occurring at the highest bias and discrimination levels at test length 10

o : {,~ | o ' - , 2!63
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(Fiﬁure 4c) .. Eﬁen‘for the a=.70, bias=.5;.test length=100 (Fighre 4b);,a test
whtch;might' e representative of one used in real selection gituations, the
uniform tést) would have led to the selection of 12.8Z fewer minority applicants.

.‘Difféfenéial grediction. The results of using differential prediction on
T-fairness are shown in Figure 5; numerical values are in Appendix Table H. .
—8ince Tdiff for the differential prediction case used the same T value for the

majority subgroup, but a different value for the minority subgroup, results from
the two prediction situations directly show Xhe reduction in unfairness due to
differential prediction. A comparison of Figure 4 with Figure 5 thus shows' that

. oot

& _
Figure 5 ' R

T-Index as a function of item discrimination (a),
item bias, and test length, using differential predictior

® ™) A ‘ ()

- . .3 . Ttem - a=1.1
30 1 a=.30 a=.70 ‘ el
: '2.0\
' 3 . »
-20 4 ' \ . e .
1.0‘\ \-\.’,Jf -
.0 (
5 3
T
-}
i
-
e
0 <4
.5
1.0
Hor 2.08 . ’
: : O===0 Unifora (U)
@——=-@ Peaked(P)
20 L e—p——g - B e P P s e wnar
10 30 SO 70 IOO b ) 10 a0 S0 70 100 ) ?0 . 30 s0 70 . 100

No. Items ~ . No. Items No. Items

the main effect of using differential prediction was that a much larger percen— -
tage of minority applicants was predicted above average than was the case when
majority prediction was used. Consequently, the general level of unfairness was
reduced using differential prediction. - . '
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Figure 5 shows that with differential prediction, the minority subgroup
sometimes had a greater percentage of examinees above the mean than did the
majority subgroup. This is a situation which never.occurred in the majority
prediction case (Figure 4). For the most part, this overprediction féf the

minority subgroup occurred almost entirgly for the uniform test and téhded to
decrease as test length and item discrimination increased. Overprediction vir-

‘tually disappeared for test lengths greater, than 30, at item discriminations of

a=.70 and 1.1 (Figures 5b and 5c, respectively). On the average, both the
peaked and uniform tests tended to give higher negative values of Tdiff as item

discrimination increased, indicating increased unfairness, even using differ-
ential, prediction. This effect was particularly pronounced for the peaked
tests; the unfairness of uniform tests was less affected by iné’basingfitem

discrimination.
W

The uniform tests, with only one exception, produced values of Tdiff that

were less negatively biased than the peaked tests. This superiority of the
uniform tests increased as the degree of both bias and item,discrimination
increased. The difference was particularly large for tests of shorter length.
For a=1.1, bias=2.0 and test length=10, there was a difference-between the
uniform and peaked tests of 23.4% in the percentages of minority testees’
predicted to be above average. :

DISCUSSION

Effects of Item Characteristics on Validity

»

There has been considerable previous research (Brogden, 1946; Crombach &
Warrington, 1952; Gulliksen, 1945; Lord, 1952; Tucker, 1946) on the relation-
ship between item statistics and test validity.; It generally has been shown that
the best distribution of item difficulties for maximizing validity, i.e. s, COTTE"
lation with underlying true ability, depends on a number of factors including ‘
the level of item discrimination. However, other things being equal (e.g., the
ability distribution peaked near the difficulty level of the items), a higher
validity will be achieved with a peaked distribution of item difficulties than
with a uniform distribution of item difficulties, unless items with very high
discriminations are employed. This result has led many test censtructors to
recommend the general use of peaked tests, since the level of item discrimina-
tion at which the uniform test gives higher validity was generally thought to be
too high to occur in realistic testing situations.

However, most of the previous research was conducted using conventional item
statistics. It has been shown (Lord, 1975; Urry, 1974) that conventional item
statistics confound the effects of guessing with item difficulty. When guessing
effects are properly accounted for by using latent trait parameters, the level
og jtem digcrimination at which the uniform test produces higher validity is well
within theiiange which occurs in common practice. This result was first reported
by Urry (1969, p. 140; 1974) and was reaffirmed in the present study.

T At diécrimination levels of a=. 3 and .7 corresponding to point-biserial
correlations of item response and total score of .187.and .373, respectively,
the peaked test produced a higher validity, although its advantagg over the uni-

" form test tended to decrease with increasing test length. These results are
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'similar'to what has been.reported with conventional:item statistics. nawévef; at .
- the a=1.1 level of discrimination (corresponding to point-biserials of .48) and

- -

for tests of 50 items or more, the:uniform test produced higher validities than
the peaked tést. For a 100-item test at a=1.1, validity was .981 for the uniform
test compared to .967 for the peaked test. This represents a substantial in-
crease in validity at this high level of correlatiom. Therefore, it would appear
that the uniform test might be preferable in many, practical situations.

Effects of item bias. When test items were biased against the minority //
subgroup, validity generally decreased as item bias ingreased (except. at low item
discrimination levels) for both peaked and uniform tests. This effect produced.

validity differences between the minority and majority subgroups since items vere
'unb}ased relative to the majority subgrOup Furthermore, theselvalidity differ-

enﬁes increased at’ a given level of item bias as item discrimination increased.
The implication of these results is that if items are biased, increasing item
discrimination can decrease test fairness as reflected by subgroup validity
differences.

Different types of tests: produced different leveﬂ: of unfairness as measured‘
by the validity index. Where,item discrimination was @t least a=.7, the uniform
test was clearly superior to the peaked test. i producing a fair test. The
advantage of using the uniform test increased with increasing item discrimination
and ,test length. With a peaked test, at a=1.1 and a test length of 100, ‘the
minority subgroup had a validity .125 below that of the majority subgroup. Under
these conditions, there was only a .021 difference in subgroup validities when a

uniform test was used. .

. These results have several implications for the construction of tests and fpr:
the interpretation of existing test data. First, they offex a‘possible explan-
ation for the often-reported but controversial phenomenon of differential validity.
Several researchers (Campbell et al., 1973; Farr et al., 1971; Schmidt, Berner, &

- Hunter, 1973) have presented arguments, based on various analyses of empirical’ .-

-'data, - dﬁat differential validity does .not exist as a substantive phenomenon: The"’

and, in fact, can be expected when test items are biased 2gainst one of the sub-
groups being tested. The fact that validity differences are not often detected
in practice may be due to the problem of generating sufficidnt statistical power
to detect a difference when it exists (Bartlett Bobko, & Pine, in press).

results ‘of this study indicate that differential validitxéé: a definite possibility-

Thus, if test items are biased, differential validity is the expected result.
Furthermore, the usual practice of selecting items having the highest item dis-
criminatidns will have the effect of increasing subgroup validity differences,

‘particularly in peaked tests.

Other Models of Selection Fairness .

-In the context ofythis study, the C-Index, based on Cleary' s fairness model,
gave the degree of statistical bias in the estimation of a known criterion value.
The T-Index, based; ‘on Thorndike's definition of fairnmess, reflected the impact
of estimator bias on the percentage of applicants predicted to exceed some quali—
fying p01nt of abillty, in this case, the mean of the population. .

" The Cleary view of fairnesi tends to optimize selection from the vantage _
point of thé selecting institution since it assures that the ablest candidates -
_ RRRI " .

N o
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will be selected. The Thorndike model tends to be more liberal from the viewpoint
of the minority subgroup. Even in situations where the Cleary index indicates.a
perfectly fair test, it has been previously shown by Schmidt & Hunter (1974) that
the Thorndike index may still indicate unfairness. This result was replicated in
the present study. )

Furthermore, both models indicated that the nature of a test, in terms of its
spread-of item difficulties, can have a strong effect on fairness at some levels
of item discrimination and for some test lengths. For the levels of discrimina-
tion and test lengths most commonly found in practice, the general finding was

" - that the pedked test was fairer in terms of the C-Index, while the uniform test

was fairer in terms of the T-Index, when majority prediction was employed.

®  The differential prédictionvcondition indicated the conservative nature of
the C-Index. By definition, in this condition, all tests were perfectly fair by

‘the ‘Cleary model. Yet the T-Index indicated the presence of substantial unfair-

which- indicated an increase in validity with increasing test length.

.

Furthermore, h differential prediction of ability, the uniform distribution of
item difficulties predicted more minority testees to-be above average across
nearly all conditioqf than did the peaked distribution of item difficulties.

ness, particulg;ly for very short tests and for highly discriminating tests.

+ C-Index. One of the major trends in the data is shown in Figure 3; for .
both the peaked and uniform tests, the effect of item bias on the C-Index in-' ~
creased with test length. This implies that the shorter a test is, the more fair
it-will be in terms of producing a smaller under rediction of the minority ability
level. In other words, shorter tests are less sensitive (more robust) to the
presence of item bias than are 1onger tests. Unfortunately, this finding runs
contrary both to conventional wisdom and to the results from the validity index

The reason for this seemingly paradoxical result .is that the longer a test
is, the more chance there is for bias to -affect the final test score. For
example, if a test 'is only one item long, the only possible test scbres are 0 and
1. Therefore, there is not as much opportunity for bias to affect the test score.

the other hand, if a tést is very long, even a small degree of bias can be
?giifcted in the score. . . )

The influence of test length on fairness as measured by the C-Index was
reduced; however, by increasing the level of item discrimination. What this im-
plies is that the length of a test plays a much larger role in the ultimate fair-
ness of a test at the lower levels of discrimination than it does at the higher
levels.. For example, Figure 3 indicates that if item bias is relatively large
(2.0), the extent to which the minority subgroup is underpredicted will vary
from 1 to 1.5 standard deviations as test length increases from 30 to 100 items.
At the highest level of discrimination, however, theé increase in uriderprediction
is relatively constant between these test lengths. -Consequently, in order to
achieve -a high level of validity and the smallest possible underprediction of the
minority subgroup, the highest possible level of item discrimination should be

‘maintained, ~particularly for short tests.

If a test uses highly discriminating items, the distribution of item diffi-
culties will become an important factor in test fairness as measured by the
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C-Index. For highly discriminating items,‘if there is reason to suspect a
relatively high degree of. item bias, “the results of this study indicate that a
peaked test is to be‘preferred over a uniform test. Unfortunately, this con-
clusion conflicts with the findings based on ‘the validity data where it was:
found that a uniform test prodiced the smallest . difﬁerence in validities with
highly discriminating items.. Apparently, a decision\must be made as-to which
criterion is mbst important«dn ‘a given situation--reduction in the difference.
,between subgroup Validities, or. reduction ithhe underprediction of the minority

‘;

7 In making this decision, the| test constructor must carefully consider the
degree of precision which’ must be\sacrificed in order to reduce the relative
degree of unfairness to- a’minority subgroup. Some minimum degree of precision .,
‘must surely be maintained or one could €nd up with a perfectly fair, but totally '

useless selection instrument. This situation would, for example, be approached .- .
]

by employing very short tests using items with very low discriminatdfon. 5;

. T-Index. As was the case with the C-Index, increasing average item discrim-
ination had the overall effect of increasing unfairness as measured by the '
T-Index. Theg relationship between fairness as measured by the T-Index and test
length, however, was more complicated than it was when fairness was measured by
the C-Index. ' For some levels of item discrimination, T-fairness increased with

test length, while in other cases it decreased. Im general, however, the fairest-

tests were the’shortest tests using the least discriminating items. This is the
- same result found for the C-Index and was, again, probably due to the restriction
in the number of unique scores possible and the increased unreliabil y charac-
teristic of a short test.
: =

Results for the T-Index indicated’that the uniform test was consistently
less adversely affected by %tem bias than was the peaked test for the lower
levels of item discrimination. However, at higher item discriminations, neither

test design was obviously favorable.

. Implications. Qome generalizations about test design can be made based on
these results. Specifically, at moderate leﬁels of item discrimination and test
lengths above 50 items, uniform tests are clearly superior to peaked tests in
terms of reducing unfairness. This conclusion holds for all three fairnmess in-
dices. At high item discrimination levels (above a=1.1), where uniform and
peaked tests produced conflicting results in terms of validity and C-fairness,
the distinction between. distribution of item difficulties and fairness is less
clear. At these levels, the distribution of item difficulties does not seem to

make much difference as dong as the tests are at least moderately long (greater .

than 30 items). Also, at these high levels of item discrimination, the expected
loss in relative test validityjfor the. minority subgroup would be small. There- -
fore, in view of the superiority of peaked tests in terms of C-fairness under
these conditions, they would generally be preferable to the uniform tests.

Differential Prediction

When differential prediction is used, a test will always be fair'in terms
of Cleary's definition of fairmess. That is, there will be no overprediction or

31
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underprediction/of mean ability Ievel for that subgroup. Similarly, within the
model used in this study,- the use: of differential prediction will not be re-"

.. flected in the R-Index sidce it amounts to adding a constant ‘to the scores of

the minority subgroup.] Such,a constant will not change the correlation of test
scores with another vafflable. :

However, a test may be unfair according to the Thorndike definition of .un-—
fairness in the differential prediction condition. The degree of unfairness
will depend on *the item discrimination level, test length and digtribution of -
item difficulties. As was'the case for C-fairness and for .I-fairness using-

" majority prediction, differential prediction was accompanied by an overall de-

crease in fairness to the minority subgroup as average item discriminations :

_ increased. The relationship between T- fairness and test length, however, was

much more.pronounced in the differential prediction case. The distribution of
item difficulties also had a much 1arger ‘effect in the differential prediction
condition. , .
R - .
The most interesting éffect was due to distribution of item difficulties.
The uniform tests resulted in scores which were more fair to the minority sub-
group than were scores on the peaked tests for almost*sil test 1engths and
degrees of item bias. The differences in T-fairnefh beyween tﬁe uniform and
peaked tests were particularly large at the shortest ‘anfl longest test lengths.
At the highest level of item discrimination (a=1l. 1), the yniform tests showed a

clear and substantial advantage over the peaked tests.

The differences that occurred between the:.uniform and peaked testsil the
gifferential prediction condition were mainly due to the skewness and kurtosis
f thetpredicted score distributions .obtained in, the»respective conditions. As
can be seen in Table 2, the uniform tests produced a predicted score distribution
that was flatter and less skewed than that of the‘:peaked tests.. These differ-
ences in the shape of the predicted score distributions increased as item discrim-
inat}on was increased. '

The effect of the shape of,the predicted sgore distribution is much greater
in the differential prediction condition than in the majority prediction condi-
tion because of the relationships in the distribution between the mean of the
score distributions and the selection cutoff. These effects can 'be seen in
Figures 4 and 5. Figure 4 represents the case where majority prediction was used
and the test items were biased against the minority subgroup. This situation
will result in the mean & of the minority subgroup being below that of the major-
ity subgroup. Since, in this case, such a small percentage of the minority sub-
group 1s above the majority subgroup average, differences In the predicted
distributions as a function of spread in item dffficulties have a relatively,
small effect on T-fairness. However, with différgntial prediction (Figure 5)
there will be no bias in the predicted means for eitl,r/subgroup Consequently,
the effects of skewness and kurtosis on T—fairness are much 1arger.

When diffexential prediction was used, the uniform.test'qu fairer to
the minority subgroup .than was the peaked test. This result was observed across
test length and item discrimination conditions. For the higher\discrimination
levels, this result was consistent with the results -from the valddity data.
Therefore, uniform tests are clearly preferable when used in combination with

differential prediction. These results also imply that if differential predic-

it
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tion is employed it is possible to avoid the prob em, often encountered using
majority prediction, of trying to simultaneously minimize differential validity
‘and C- or T-fairmess.

~

SUMMARY AND CONCLUSIONS

' This study was concerned with how test fairmess, defined in terms of test
validity and the models pregented by Cleary and Thorndike, is infduenced by
test length, distribution gf item difficulties, level of item discrimination
and degree of item bias. /The methodology involved computer simulation in’ which
bias and fairness were represented in the context of latent trait theory. This
“approach eliminates many §f the criterion measurement problems often present. in-
empirical validation studies, and "allows direct observation of the influence of
item characteristics on tgst scores and on predictions made from those test _
scores. The situation,d8sumed in the present study was that a single test was
used to select an unrestricted sample of applicants from a hypothetical popula- A
tion consisting of a minority and a majority subgroup. The criterion on which
the selections were validated was a unidimensional variable on which the sub- '
groups had identical distributions : : -

‘

Validity )
o P . : ) :

) : The findings from the validity data indicated that contrary to the results
of previous research, a uniform test often led to-a higher validity for many
practical test applications than. did a peaked test. In fact, if item discrimina-
tions were relatively high, uniform tests resulted in substantially higher .
validities than did peaked- tests. More importantly, with respect to. the issue of
test fairness, the.difference between subgroup validities could be reduced by
using uniform rather than peaked tests. It was also found that validity differ-
ences such as those reported and often disputed in the testing 1iterature, are
to be expected when test items are biased against one of the applicant subgroups.
The fact that such validity differences are not always found ,in empirical valid-
ation studies is probably due to the lack of power in the statistical tests used.’
in these empirical investigationsr

Selection Fairness Models

‘The shapes of both the subgroup score distributions and the predicted ability
distributions were found to be very much affected by the characteristics of the.
items included in the selection instrument‘ Conclusions drawn from each of the

" models used for measuring selection fairness werea function 'of the predicted
ability distributions ConsequentlW, selection fairmess was found to be a
function of ‘a test's item characteristics as well. ' '

Perhaps the most relevant finding for test construction was that certain com-
binations of item characteristics were more robust in the presence of item bias
than were others. That is, item bias had less of an effect on fairness for some
combinations of item discrimination, test lengths, and distribution of item
difficulties, than for others.. The relationships among these variables were
very complex. In any practical application where it is necessary to know how a
particular set ‘of item characteristics will affect the fairness of a test, a
simulation study should be implemented in which the conditiomns of the application
are approximated as closely as possible
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« Nevertheless, certain generalizations can be made based on the present
results. If ap licants are to be selected in a siﬁpation similar to the condi-
tions assumed in this study, a gest having a uniform spread of item difficulties

‘will result in fairer predictions than will a peaked ‘fest, if a reasonably high
level of item discrimination can be maintained. Also, the differential predic-

tion model can be expected to provide fairer selection. than will sole reliance on

majority prediction equations. Furthermore, the advantages of using a uniform
test will be enhanced in -the differential prediction application.

The results from the differential prediction condition indicate the conser-
vative nature of Cleary's fairness model as compared to Thorndike's model. The
use of differential prediction results in tests that are perfectly fair according
to the Cleary definition, yet substantial amounts of unfairness were ihdicated
in terms of the Thorndike model. This/is a pheriomenon ‘often reported in the
literature on models of fairness; different models of fairness can sometimes lead
to divergent implications about the fairness. .of a test in a given selection-
situation. Particularly when peaked tests are employed, these two fairness
models will lead to different ‘conclusions.

.

Future Research

The ‘present study investigated only a limited class of test instruments.
The conventional tests used are characterized by their use of an identical fixed

sequence . of items for all testees. Recently, a number of adaptive testing models

have been developed as alternatives to the conventional model (see Weiss, 1974).
In adaptive tests, items are selected on an individual basis for each testee.
Research wWith adaptive tests (e.g., McBride & Weiss, 1976; Vale & Weiss, 1975)
has. shown that they result in different score  distributions than do conventional
tests, with true ability held constant. Consequently, adaptive testing methods
might result in different degrees of fairhess in test scores. Future research
should explore the fairness properties of adaptive testing models, and compare

them with those of conventional tests. .

+
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- | o APPENDIX ' . \

Table A '
. Means and Standard Deviations of
Item Difficulty Distributions of Item Banks

. PEAKED TEST R
Item Discrimination (a) .- :
Test .3 _ 7 v 1.1
Length - M S.D. M S.D. .M s.D.-,
10 .00 .09 .03 12 =007 .11
30 Y 4 -.01 .08 .02 s11 -.02+ .10
50 .00 .09 -0l 211 . .00 .10
70 .01 .09 .00 . - .11 .00 .10
100 .00 .09 .01 .11 . .00 .10 .
UNIFORM TEST .
' Item Discrimination (q) '
Test .3 ,7 1.1
Length ' M S.D. M S.D. . M S.D.
10 -.32 1.8 032 g8 =37 .82
30 -.02 1.79 -,02 " 1.79 -.02 -1.79
50 ' . -.07 1.71 -.07 1171 -.07 1.71
70 =17 1.70 .17 - 1.70 -.17  1.70
100 .13 1.77 ™13 1,77 =13 1.77
. . . . . M
v
A / L. .
. Table B % ¢ oot
Score Dintribution Characteristics for Conventiompl Tut. of ungth 10, as &
Function of Diacrinimtion.(a) Bias, and Group, for Uniform sand Peaked Testa
SnndlLAeviation ) ‘
Mean Uniform Peaked Sk Kurtosia
a ., Bias Group Uniform Peaked’ M.P. D.P./ M.P D.P. Uniform Pesked Uniform Peaked
True -.074 -.074 1.006 l.OQ6 l.OOGI 1.006 =,01 -.01 .22 .22
30 - . . .
ma) -.074 -.074 .496 .496 544,544 -.23 . ) -.22 -.24 .
.5 min -.198 -.198 .507 |, .495 .548 546 - -.24 -.05 -.08 -.26
1 min -.328 -.338 .507 -SIS-'.‘ . 554 .588 -.13 -.01 -.13 -.37
2 ain -.583 -.604 .500 +526 .528 .543 .09 .30 -. 16 -.28
.70 .
- maj -.074 -.074 .750~ " .750 .787 .787 ~.27 -.17 -.32 -.70
S5 min ~.357 -.393 .763 749 W777 .801 * -.21 .22 -.35 -.62
1 min -.875 '~ ~.697 .786 - .769. ' .751 ~ .806  -.01 .59 -.37 -.35
2 wnin -1.215  ~1.216 157 <777 .613., .761 .34 1.14 ~.27 .88
' ns) -.Q76  -.074 (/.a'z;‘ '.825. ,876  .B74  -.41  -.16 a2 -1.06
.5 min ~.435 -.485 .880 . .8 877 .88  -,22 32 ~-.30 -1.00
1 min -.813 -.854 | .920 " .849 .810 <858 -.14 .81 -.41 -.31
2 min ~1.554 ~1.372.-..869 ’%_, .570 .758 © .50 2.00 <.35 3.92
Note.. M.P. ia majority prediction equat P. 1s dit‘ferent'hl pudictim) aquation.
T\ ¢ o ’ i . . ,

.38 IR ‘.
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Table C N <
Score Distribution Chsrsctsriatics for Conventional Teets of Langth 30, se ¢ iy
Function of Discrimination (@), Bies, end Group, for Unifors end Peaked Tests Y

Standard Devistion

: 2 *_Meen . Uniform Peaked Skevness Kurtosis
a Biss Group Uniform Peaked M.P. D.P. ' M.P. ° D.P. Uniform "fﬁlﬂ_;,“““°" Pesked
True -.074 -.0 1.006 1.006 1.006 1.006 ° -.01. ~-.01 .22 .22
.30 : ) '
ne) ~.074 -.074 .729 729 .745 .745 .01 -.12" .16 -.18
- .5 nin -.332 -.329 L7461 746 . 746 .759 .04 -.06" .14 T ~.05
1 uin -.601 -.608 .738 . 748 745 - .767 060 . .07 .04 .02
2 ain -1.107 -1.097 . 745 .754 .721 .764 .18 .28 .06 .24
.70 ) . '
maj -.074 ~-.076 -~ .904 .904 .917 .917 -.12 -.13 -.05 " -.61
.5 min ~.451 -.508 .894 .904 .905 " - .923 .04 .23 =15 ~-.61
" 1 min . ~-.875 ~-.911 .896 .896 .873 .923 .22 .52 .14 -.26
2 ain -1.607 -1.598 .809.  .885 .715 .866 .57 1.13 .23 - 1.10
* .1 R
maj -.074 ~-.074 .938 .938 945 .945 -.15' -.12. .16 -~1.10
.5 uin -.507 . =-.526 .966 P2 .928 947 . .03 .34 -.07 . =95
1 min -.975 ~-.935 976 .937 847 .926 .12 .82 ~.37 7 -.07
2  omin ~1.834 - -1.544"  ,822 *.560 .920 .868 .65 2.09 . .06 - 4,79

- Note. “M.P. is majority prediction squation; D.P. is differential prcd{ction squstion.

i
[} 9

!

: . Teble D “
Score Distribution Charsctsriatics for Conventional Tssts of Length 70, ss &
Function  of Discrimination (a), Biss, and Group, for Uniform end Pesked Tests

Standard Devistion

Mean Uniform __Peaked _Skewness Kurtosis
a Bias Group Uniform Pesked M.P.. D-P:’, M.P. D.P. Uniforu Pesked Uniform Peaked
) Ttue -.074 ~.074 1.006 Ifﬁaz 1.006 1.006 -.01 -.01 - 22 .0 .22
.30 . . ) L. :
maj -.074 -.074 - .851 .851-  .853 .853 =-.00 -.10 -.13 -.04
.5 min -.429 =445 .876 .858 864 .865 .03 .04 -.21 - -.04
! . 1 min -.781 ~.810 .878 860 .872 .865 .09 .11 -.16 -.07
o 2 win ~-1.488 -1.480 .882 .861 .835 .860 .22 .34 -.09 .03
.7
- maj ~.074 -.074 .960 - .960 .960 .960 -.15 -.11 -.25 . -.67
.5 min - -.508 -.538 967 ~ .959 .953 .961 -.02 .22 -.32 -.64 ..
1 min =977 -.978 .966 .954 .908 .954 .20 .53 . =29 -.29
2 min ~-1,828 -1.732 .973 .938 w719 .916 .52 1.16 ~.03 1.17
1.1 . '
naj -.074 ~-.074 .979 .979 .967 .967 -.19 - 11 046  ~1,10
.5 ain  -.551,  -.541 °1.003 .977 .952 .963 ), -.15 .37 -.32 -.90
1 uin ~1.048 -.973. .988 .857 .857 942 «20 '.88 -.42 -.02
2 min -1.945 ~1.595 .879 .955 .551 °  .842 .68 2.13 . .16 4.86

Note. M.P. ies majority prediction lqﬁntion; D.P. 1s{diffeventisl prediction equegion.

El{lC . \ . A - -
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Teble E .
Score Distribution Charecteristice for Conventional Testa of Length 100, es @
B Function of Discriminetion (a), Biss, end Group, for Uniform and Pesked Tests
Standard Deviation .
. Masn Uniform Pesked Skewnesse Kurtosis
4 a Biss Group Uniform Pssked M.P. .D.P. M.P. D.P. Uniform Paaked Uniform Peaked
A True  -.074  -.074 1.006 1.006 1.006 1.006 -.01 =-.01 22 .22
.30
. »aj -.074 -.074 .889 .889 . ,893 .893 ~-.06 0.16. -.08 .07
.5 ain -.456 -.479 .903 .892 .918 .902 -.00 -.05 ' -3 -.02
1 ain -.837 -.880 .904 .893 .914 .898 .05 .08 ~-.04 -.05
2 min -1.606 -1.638 .911 .891 .875 .895 022 .28 -.09 -.03
.70 t L
aa) ~.074 -.074 .972 972 .972 .972 -.14 ~-.13 -. 24 .65
;5. ain -.526 -.553 .971 .971 +969 .973 »03 .19 -.24 -.64
1 T min -.993 -1.011 .962 .968 .922 .965 .19 .52 -.22 -.28
2 . ‘ain -1.871 ~-1.782 866 | .955 .727 .930 .53 1.14 .00 1.08
1.1 ' ‘
naj -:O7k ~-.074 .987 .987 972 .972 -.10 -.12 -.10 -1.07
3 min - =554 -.548 . 1.004 .985 .960 .968 . .06 .37 -.23 -.90
1 ain ~1.049 - -,985 .981 .981 .863 947 .19 .88 * =.36 -.05
2 ain . -1.958 ~-1.616 .875 .966 554 846 .63 2.16 Jdb 5.03
~ Note: M.P. is majority prediction equation; D.P. ie differential Prediction squation.
e ~ " v
. . Teble F -
. ’ C-Index for Uniform (U) end Peaked (P) Testes
Test Length : N
10 30 50 - 70 e 100
a Bias Group [1] P [1] P [1] P [1] P [1] P
+30 - .
0.0 maj .000 .000 . ,000 . 000 .000 .000 .000 .000 .000 .000
] min , =124 -.124 -.258, -.255 -.317 -.328 -.355 =-.371 -.382 -.405
R diff -.126 -.124 -.258 ° =.255 -.317 ~-.328 - =-.355 =-.371 =.382 -.405
. 1.0 min. o =.254 -.264 -.527 -<.534& -.,635 -.664 -.707 -.736 -.763 -.806
¢ aiff -.254 -.264 . -.527 =-.534 ~.635 ~.664 =707 -.736" ~-.763 -.806
: , 2.0 ain -.509 -.530 °-1.033 -1.023 -1.262 =-1.286 ~1:414 -1.406 -1.532 -1.564
[ diff -.5%09 -.530 -1.033 =1.023 -1.262- -1.286 <-1.414 =1.406‘~13532 -1.564
: .70 ‘ . ‘ N .
0.0 maj .000 .000 . 000 .000 .000 .000 - - .000 .000™% ~,000 .000
.5 min -.283 -.319 =377  -.434 -.422 =.461 ~.434 =464 -.452 -.479
diff -.283 -,319 -.377 -.434& =.422 -.46)1 ~,434 -.464  -.452 -.479
1.0 ain -.586 ~.623 ~-.801 -.837 -.879 -.894 -.903 -.904 . =.919 -.937
diff -.586 -.623 -.801 -.837 -.879 -.894 -.903 -.906'“ﬁ°.9l9 -.937
2.0 ain -1.141 -1.142 -1.533 -1.524 =-1.675 =-1.634 -1.754 =-1.658 -1.797 -1.708
diff -1.141 .-1.142 -1.533 -1.524 =1.675 -1.634 -1.754 -1.658 -1.797 -1.708
1.1 - - ’
: 0.0 »aj .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
.5 nin -.361 -.411 - 433 -,452 ~.462 ~.462 -,477 -.467 -.4B0 -.474
’ aiff -.361 =-.411 -.433  -.,452 -.462 =-.462 -.A77 -.467 -.4B0 -.474
1.0 ain . =739 ~,780 -.901 -.861 -.946 -.882 -.974 ~.899 ~-.975 -.911
aiff -.739 " -.780 -.901 -.861 -.946 -.882 -.974 -.899 -.975 -.911
2.0 ain -1.480 -1.298 -1.760 -1.470 =1.778 -1.499 -1.871 -1.521 -1.884 ~1.542
aiff -1.480  -1.298 -1.160 =1.470 -1.778 -1.499 -1.871 -1.521 -1.884 -1.542

.
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Table G
T-Index for Uniform (U) and Pasked (P) Tests, Using Majority Prediction
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Atlanta, GA 30329 '

1 Mr. Samuel Ball

Educational Testing Service
‘Princeton, NJ . 08540
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University of Rochester
College of Arts and Sciences .
River Campus Station
Rochester, NY 14627
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