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SUMMARY

Problem

The optimum weighting of variables to predict a dependent criterion
variable is an important problem in nearly all of the soecdial and natural
sciences. Although the predominant method, multiple regression analysis,
yields optimum weights for the sample at hand, these weights are not
generally optimum in the population from which the sample was drawn.
However, all other multivariate methods proposed to date have provided
poorer prediction in some samples and populations.

Objective

The objective was to develap and validate a multivariate method that
would provide better prediction weights than existing methods. The weights
would be more stable from sample to sample, and would predict the dependent/
eriterion variable more accurately in the population.

Approach

A method was developed that sacrifices some "prediction” in the sample
Multiple regression (MR) does the opposite, assuming completely reliable
and trustworthy data. The method developed, Factor Regression Analysis (FRA),
is based on the first principle component of the predictor intercorrelation
matrix with validities in the diagonal celis.

Two kinds of data were used to evaluate FRA: Navy data and Monte Carlo
data, Hundreds of samples were analyzed, and the wedlghts were applied to
the populations from which the samples were drawn. All predictor subset
gizes were analyzed for each sample.

Finding,

The new method, FRA, yielded very stable predictor composites and weights-—
the weights themselves varied less from sample to sample than did MR weights
from the same samples. These differences were marked for low sample sizes
(e.g., N = 25), regardless of the number of variables in regression. For large
sample sizes (e.g., N = 200), the differences were smaller but still fairly
consistent.

For small samples, FRA compoaites were much more valid in the population
than the MR composites based on the same samples., The number of predictors
in the subset did not turn out to be very Important. ZFYRA weights based on
samples of 25 were about as valid as MR weights based on samples of 100. With
pamples of 200 the two methods yielded roughly equivalent prediction.

vii



Conclus ions

The new method, FRA, is a very important improvement upon multiple regres-
sion for small samples. In addition, FRA does mot fail at the higher samples
sizes as previously proposed methods have done. Thus, it éan be used with
confidence for all samples sizes as they occur in applied settings.

viii
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INTRODUCTION
Problem

Since 1900, it has been commonly assumed that multiple-regrassion
welghts based on a sample are the best candidates for prediction weights
in the population (see Gullikson, 1950, & Walker, 1958). Evidence that
this is generally not true for small samples has been accumulating for
many vears (e.g., Horst, 1941; Guilford, 1954; Schmidt, 1971). Although
several multivariate methods have been advocated in recognition of this
fact (e.g., Horst, 1941; Kendall, Note 1; Rock, Linn, Evans, & Patrick,
1970), none have consistently excelled multiple regression, even with
rather small samples (e.g., N = 50). In fact, a recent study (Rock et al.,
1970) found that sample multiple-regression weights predicted Y in the .
population better than did weights computed by the other promising multi-
variate methods.

Multiple regression yields a predictor composite that is, for the
sample at hand, maximally related to the criterion. However, in the pro-
cess, multiple regression violates & principle for constructing a reliable
composite: the higher the intercorrelation among the components of the
composite, the higher the reliability of the composite (Moiser, 1943).
When multiple regression computes the optimum weights, it computesa the
welght for each predictor while all other predictors are held constant.
Thus, each predictor's weight is based on its validity after all the
criterion~related variance that the predictor shares with the other pre-
dictors has been removed. In effect, each weight is based on a residual
matrix or, equivalently, partial correlation. When two predictors are
highly correlated, the one with the larger validity will tend to rTeceive
a representative weight and the other a much lower, or even negative
weight, There 1s no overlap between any of the weights as far as account-
ing for criterion variance is concerned. Multiple-regression rulées out any
capitalization upon the redundancy that invariably exists among the pre-
dictors. 1In contrast, reliable composites tend to give great weight to
intercorrelation among the predictors.

This inconsistency between reliability of the predictor composite, and
optimum '"prediction"” in the sample a4t hand, can be seen in the formula for
the standard error of multiple-regression weights. Examination of that
formula leads to the unmistakable conclusion that the higher the correlations
among the predictors, the higher the standard errors of the weights. This
indicates an unreliable composite inm a situation that should yield a very
reliable composite. Beaton, Rubin, #nd Barone (1970) demomstrated this
empirically, showing that the higher the intercorrelation, the more unstable
the multiple-regression weights.

10
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Another inadequacy in multiple regressgion hus been referred to as t¢
"parcialling fallacy" (Gordon, 1968). As mentioned above, multiple regre
i1s based on partial-correlational techniques. 1t determines optimum welghts
by partialling--each predictor's optimum weight is determined by partialling
out association with the other predictors, Unfortunately, partial correlations
are based on the assumptions that the variahle being partialled out contains
no unique component 8nd is measured without arror (Burks, 1926; Monroe &

Stuic, 1935; Stephenson, 1935; Gordon, 1968). Few, if any, psychological

tests and measurements satisfy both of these assumptions. Unfortunately,

no publications could be found that demongtrated empirically how the fal-

lacious partial correlations affected, or did not affect, multiple-regres-
sion weights or their validity.

It would appear, tharefore, from several standpoints, that multiple
regression does not glve due consideration to tha unreliability and complexity
Gf the measures ugad thtaughaut most Df the behav;aral and sacjal SClEﬁEES.

validity in EHE Sample at hand, Wguld y;eld bectar welghts fDr p:edlctlgn in
the population,

Purpose

The purpose of this effort was to develop and validate a multivariate
method that would provide better predictor weights than existing methods.
These weights would be more stable from sample to sample and would predict
the dependent/criterion variable more accurately in the population.



PROCEDURE

The method developed 18 called Factor Regression Analysis (FRA). Only
the empirical steps in the actual procedure will be presented here. A
presentation of FRA and its relationship to multiple regression, principle
comp’ 1ents, and factor analysis will be found in the discussion section.

Starting with the intercorrelation matrix of predictors, the unities
in the main diagonal cells were replaced by validities--each predictor's
validicy was placed in the predictor's diagonal cell., The first principle
component of this matrix was computed (Gulliksen, 1950, p. 346), and the
loadings of the predictors on the first principle component were used as
predictor wedights.

Predictors were dropped in a step-wise manner by omitting the predic-
tor with the smallest loading. The dropped predictor was omitted from the
correlation matrix, and a new principle component was computed. This pro-
cedure was followed until only two predictors remained.

Multiple Regression

Step~wise multiple regression was used, since it was considered pre- .
ferable to the "forward" selection and the "backward" elimination procedures
(Kerlinger & Pedhazur, 1973). At each step, all possible combinations, of a
particular size, were compared. The selected subset was the one that cor-
related highest with Y.

Test Data

Two kinds of data were used to compare FRA and multiple regression (MR):
Navy data and Monte Carlo data. The Navy data consisted of 16,826 records
for enlisted men, obtained from the Naval Examination Center. A composite
variable, Final Multiple Score (FMS), which is used for the advancement
(promotion) decision, was the criterion variable (Robertson, James, &
Royle, 1972). Ten predictors were used: eight aptitude tests (the Navy
Baslc Test Battery), age, and amount of education (in years). The 16,826
records were placed in random order, and successive groups were used as
samples., All of the records were used as the population.

Monte Carlo data were generated from published correlation matrices
(Rock et al., 1970; McCornack, 1970). Predictors ranged in number from 11
to 15, A computer program (Moonan & Cohver, 1973, Note 2) was used to generate
Monte Carlo samples based on the published correlation matrices,

Population Valdidity

The weights for each predictor set or subset were applied to the popula-
tion through the use of the following formula: .

A
ZWi iY i

- 7z i
v’z:w l +zzrijwiwj:\ Aj



W, = sample welght for the i-th predictor,
ryy = population validity of the i-th predictor,

Ay = c:rpfcsgsst:he standard deviation in the popylation, over the standard
deviation in the sample, and
ry4 = population correlation between the i-th and j~th presdictor, .
This 1s called the "population validity." It indicates how well the sample
weights would work in the population. FRA and Mk weights were evaluated
using this formula.

Computer Program

4 computer program was developad for the GAl830 Computer to perform the
calculations,

13



RESULTS

The intercorrelation matrix for the "population" of Navy data (N = 16,826)
is presented in Table l. Multiple-regression welghts for these data were:

X vVariable: 1 2 3 4 5 6 7 8 9 10
MR Weight : .15 . 08 12 =.01 .01 =,05 .11 L11 .07 .09

The multiple correlation was .46. In the fixst sample (N = 25), the weights
were:

MR Weight : .10 -,55 .49 21 =, 49 04 .62 -.04 .28 =25
FRA Weight: .30 .28 .54 26,10 18 .55 .34 .08 .09
These welghts yilelded a population validity of .24 in the case of MR, and .42
in the case of FRA. Sample validitieg for these two sets of weights were .75
and .56, respectively.
Table 1

Intercorrelation Matrix for the Navy Data
(N = 16,826)

Y X1 X, X3 Xu Xs Xg Xy Xg X9  Xy9 .._

Y —_ 33 28 26 04 09 05 34 28 20 25
X3 -~ 56 14 16 21 30 6l 21 17 38
X -~ 07 21 09 24 58 12 19 33
X3 - =0h 18 02 22 68 03 00
Xy, -~ 08 28 15 =07 04 20
X5 ’ - 34 18 14 =03 07
Xe -~ 24 =01 02 1

X7 . -— 27 19 35
Xa -~ 04 05
Xq -— 57
X10 * -

Note: Decimal points have been omitted from correlations.
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Table 2 presents the avVerage fopulation validity im 10 samples, This
is given separately for four sample sizes (25, 50, 100, and 2040), as w.ell
as for predictor subsets of all possiple sizes. Of nost Incerest io the
table is the '"Mean Difference' column, It shows the d-ff erence, on thee
~average, in the population validities for MR am{ MRA weights given 4n the

first two columns., [Fach value refers 20 2 different pred locor swbset size
from 2 to 10. It can be seen that the FRA weights were mich more valid
than the MR weights, Except for very shall sudsels, e.g., thWo or thre.,
it mattered little how many preddictors We'le in the sibset .

The mean differences were quite lagBe i mahy instances, e.f., B3 o
g0 correlation points. Even with orzly four predictors in the subset amd
an N of 50, the mean difference wias 11. In gereral, FBA -eighs based on
samples of 25 were as valid as MR welights based ot simples of 1004

For the largest samples (N = 200), MR velgbts vere a lictle beteer for
the small subsets of two or three pred-dttors., Hovewver , FRA wedgh.ts achieved
an average validity of .43 with six predictors, a leved never achiewed by
MR wedights for any subset,

Standard deviations of the popilardon validir ies actoss 10 sampIes are
presented in the last two columns of Tabl-e 2, As can be seen, the popula-
tion validities differed greatly for MR bat nog for FRA. I fact, thew
vere nearly as consistent, in the tase of FRA, when N = 25 as when M= 200,
This was definitely not true for IR, B

"The standard deviations of the p redictor velghts, as opposed to the
gtandard deviations of the populatlon valddities, are presented im Tabie 3.
These standard deviations pertain only to the weights whem all pr.edictors
vere 1n regression. The variabll ity of esfch: preddetor Vs weight a<toss 1D
samples is indicated for MR and FFA. Et can be seem thie the FRA velghts
vere much more stable on the averae. Thds Is agpecilally trte fox smail
sanples. However, even when N = 200, the MR welght for prediccors four, six,
and ten varied much more than the FRA weight .

Before proceeding to other popilationg, the selection of preddetirs for
inclusion in the subsets should be examined. Table 4 shows the percentage
of predictors in common for the MR axd FRA stbsers whem ¥ = 50. dt is clear
that MR and FRA did not use the sale predder ors. Results for the other sample
slzes were almost identical and axe, therefore, not glven hete, Hample sdze
wvas sinply not important in this xespect, I1n m0 case, evel for large smples,
was there complete overlap in the ®mall subs.ets, Futtluer , there were miany
cases in which only one-third are torimet, Tle last lunr shows the: awerzge
percent for each subset size. :

Three other '"populations” were used to evaluage TRA, =28 vas done above
using Navy data. There is one lmporgamt dif ference, however . Instedd of
us ing whatever data were avallable, published dita thac had Deen a2na lyzed
in journal articles were usSed. This entbded tise compar-ison of results, ard
the cholce of widely differing popilations.

g
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rable 2
population Vallditias of MR and FRA Composites £or Navy Data

Hu!‘-?s?:r o ' 7 Average Mean Standard
Erad litewre opuila 11 Difference Deviat ot
21 kegresion - MR FRA - MR TRA
T ) o M~ 25
2 17 32 05 13 07
3 16 37 11 i3 04
4 17 k| 11 13 03
5 15 40 15 11 03
6 16 40 14 11 03
7 15 41 16 11 43
8 25 41 16 10 0
9 15 42 17 10 o2
0 5 42 17 10 03
i N =50
2 3z 34 _ 02 11 o
3 0 37 07 10 03
4 18 a9 11 1 o
5 8 a8 10 11 o
é 18 a8 10 1L 05
7 17 40 13 12 o5
8 ¥4 40 13 1L o4
9 17 41 14 12 03
10 17 431 14 12 03
e _ _ e _ e -
N = 100
— . _ _ e ] _ R e e
2 35 a3 =02 06 ©5
3 18 k1] <02 06 02
4 18 39 01 7 05 @2
.5 18 40 02 06 03
6 17 41 04 05 o4
7 6 41 05 06  O4
(] 36 41 05 05 O3
9 6 42 06 05 03
i0 1) 42 06 05 o2
- ) o § - 200 i _
H 18 4 =04 oL o
3 40 e =04 0z o2
. 4 i1 40 i 0z ol
5 42 42 00 02 o3
6 42 43 01 02 03
7 0 43 01 0z o3
8 41 4z 01 0z
9 41 42 01 0z o2
10 401 4z 01 0z 0l

e =

otz Depclnam) point.s pave been nitted,
T
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Table 3

Standard Deviation of Wedghts Across 10 Sampies of Navy.Data
) o Predictor T
2 3 4 5 6 7 8 9 10
o ) R ";éi = 25 - -
30 .20 .31 .23 .21 .21 .25 .29
.08 .12 .08 .21

06

03 .06

50

.06 ,09 .12 .15 .15 ,13

16 .11

.08 .15

.09

8 .10 .16 .10
07 .15 .06

ios iDE »

= 100

4

.11 .19 .12 .13 .05 .06

iD

5 FDE

iOS

‘!O

200

04 .04 05

IOE

.11

.06 .09 ,10 .10 .03 ,10 .07 .08 .08 .1l
07 .06 .04

.i 03 & Wr

!02
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Table 4

Percentage of Predictors in Common for the MR and FRA Subsets

Number of
Predictors ———nno o Sample - Average
in Regression 1 2 3 4 5 6 7 g 9 Percentage

50 50 50 50 50 50 00 50 -50 43
67 33 33 33 33 67 00 33 67 38
75 50 75 75 50 50 25 25 50 50
60 40 80 60 40 40 40 20 60 60 50
67 67 83 67 50 50 67 33 50 67 60
71 71 8 71 71 71 86 57 71 71 73
75 87 87 87 75 87 87 75 75 387 82
89 89 89 89 89 89 100 89 B89 89 - 90

100 100 100 100 100 100 100 100 100 100 100

e b O (7

[ T T

Lo RN o T o T N o)

Two of the populations used were analyzed im a journpal article (Rock et al.,
1970) that compared several predictor weilghting and selectilon techniques-—in-
cluding multiple regression. In that study, multiple-regression weights were
shown to be better than weights derived by any of the other techniques, 1If
FRA weights are more valid on these data, it would be very strong evidence,
indeed, for the method"s utility. Furthermore, the two populations were
originally chosen by Rock et al. (1970) because they differed greatly in terms
of level of validities and level of predictor intercorxelation,

The intercorrelation matrices of the two Rock et al,, (L970) populations
are presented in Tables 5 and 6, and average populatiom validities for 10
Monte Carlo samples are presented in Tables 7 and 8. 3By and large, the
results substantiate the results for Navy data, The FRA welights were much
more valid for N = 25 and mearly ddentical to MR weight validities for N = 200.
As in the case of Navy data, FRA welghts based on samples of 25 were about as
valid as MR weights based on samples of 100. Even when the subset contained
only two predictors, FRA weights were as valid as MR weights.

Sample-to-sample fluctuations of the population validities for FRA were
very small, as indicated by the standard deviations given in the last c¢olumn
of the tables. Tor example, in Table 7;~when N = 25 and when 12 predictors
were in regression, the standard deviation of population validities were .01
for FRA, compared to .15 for MR. This is for an average validity of ,71 for
FRA and .52 for MR, Comparing this with N = 100 and 12 predictors, the
average population validity for MR is now .71 also, but its standard deviation
is .02-~still not as low as the standard deviation for F¥RA when N = 25.
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Table 5

Intercorrelation Matrix for Rock I

YoX X X X X X X, Xy Xy X
Y -~ 55 58 64 61 S6 64 62 61 4O 41
X, -~ 58 66 66 66 64 65 73 49 45
X, ~—— 70 66 &4 65 68 57 45 52
Xy | —~ 79 76 73 80 65 52 60
X, ~~ 75 79 80 63 54 56
Xg -~ 70 76 61 51 54
Xg -~ 78 65 56 56
X, -~ 65 63 67 66 66
-— 47 43 Gk 47
-~ 56 51 54
-~ 59 62
-~ 55
X2 B . -

Note: Decimal points have been omitted from correlations,
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Table 6

Intercorrelation Matrix for Rock II

X1 X X3 X, X5 Xgo Xy Xg X9 Xyg Xy Xy
Y 15 -05 36 19 24 26 20 09 12 31 22 16
Xl -~ 26 30 23 15 19 11.-.06 05 18 13 9
X5 -- =05 09 10 11 -03 -03 01  -02 05 43
XB == 56 47 40 34 13 10 51 33 22
Xy, -= 50 42 24 15 12 42 24 27
X5 -- 35 192 01 15 28 16 20
XS -- 2L 13 909 28 28 23
17 -— 13 06 29 15 14
Xg -= 06 22 i3 07
Kg - 10 01 12
xlO = 36 22
Xll - 26
%12 ==
Note: Decimal points have been Dmitggd from correlations.
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Table 7

Pupulation Valldicles of MR and FRA Composites For Rock I

Mrmber . Average
Predivtoers Population Yalldfity Mean
=40 Repreuston MR FRA Difference

e e P S

N = 25

&5 68 03 04 0z
3 63 &9 06 06 03
4 60 71 11 10 03
5 57 71 14 13 03
[ 55 71 ] 15 02
7 55 71 L6 15 0z
A
9
)]

ol

53 71 18 15 02
53 71 18 16 01
51 71 18 15 01
1! 52 71 19 15 01
i2 52 N 19 15 o1

N = 50
2 70 70 00 on o1
3 BE 70 0 04 01
4 67 71 0% 04 o1
5 67 7 06 03 ot
6 66 7 06 04 01
7 &6 72 o7 04 01
8 65 72 08 04 oL
9 64 72 08 04 o1
10 64 72 08 04 o1
11 63 71 ) 05 o1
12 &3 ral 08 05 00
N+ 100
2 70 6 -0l o1 01
3 71 70 -o1 02 o1
4 7 71 a0 02 01
5 7 72 o1 02 o1
6 n 72 al 02 o1
7 n 72 Ul 0z 00
8 7 72 o1 0z 00
b 71 72 ol 0z 00
10 n 72 o1 02 00
11 7 72 ol 02 o0
12 71 71 00 02 00
N * 200
70 70 oo oL 01
72 71 -ol o1 00
72 72 o o ol
72 72 oo oL 00
73 72 -0 c© 01
73 72 -ol oc o1
73 72 -o1 o1 00
9 : 72 72 oo o1 00
10 72 72 o) o1 00
' 73 72 -01 o 00
73 71 -0 o 00

Note: Decimil polntm have been omftted. -
Q 2 L 12
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Tabla 8
Population Validities of MR and FRA Compositas for Rock I1

Nunbar of ;v:}:;-’ Standard
Fradictorn Population Validicy Haan Daviacion
m E{‘S?‘“ﬂ‘,‘ i:m ) - - T Diffarence MR FRA
- N = 25
T T R % o5 - 16 07
i 30 38 o8 08 04
A 31 k1) 08 o] 03
5 29 40 11 07 01
6 29 40 11 o7 02
? 27 40 13 08 0z
8 27 40 13 0% 02
9 27 i i3 09 02
10 27 40 13 09 02
11 27 40 13 09 02
12 17 i 13 09 02
N = 50
’ 2 4% 16 02 o8 07
3 4% 39 05 o8 05
A 5 9 04 07 02
5 i5 40 05 08 01
L ia 40 06 09 01
7 35 31 06 09 01
8 kI 41 o7 08 01
9 15 41 06 08 01
1] 4 41 07 08 01
11 4 41 07 a9 o1
12 4 41 07 09 01
¥ = 100
2 356 32 03 04 02
3 36 39 03 o8 01
é 36 k-3 03 08 02
5 37 9 02 o4 o1
@ 37 ki3 02 04 ao
7 8 39 o1 04 00
B 3a 39 01 04 6o
9 8 kL3 01 04 oo
10 39 38 -01 04 01
1 39 8 =01 04 0o
12 kl:] 37 -02 04 00
¥ = 200
2 18 k(- 01 02 02
3 37 9 02 02 02
4 is 19 01 02 02
5 ki=} 19 00 02 01
é s ] 39 -01 02 o1
7 Lo 39 -01 02 0o
L 40 8 =02 02 00
9 40 19 -0} 02 00
10 40 k! =02 02 01
11 g 37 =02 o2 00
12 19 kI =01 02 00
o Notm: Dwcinml points hava basn omicted.

ERIC

Aruitoxt provided by Eic:

22 33



Similar resulcs are presented in Table 8 for the other population from
Rock et al., (1970). FRA performed even better than in previous populations
for small (two or three) predictor subsets. The average population validity
for FRA with two predictors was higher than it was for MR in every sample
size. True, the differences are small for the larger sample sizes. VWhen
N = 100, however, there was much less fluctuation from sample-to-sanmple for
FRA validities. When N = 200, the FRA validities were still more stable, in
general, than the MR validities.

The fourth population—-like the second and third populations~—alse had
been analyzed in a previous journal article=-one devoted to comparing popula-
tion validities of predictor selection techniques (McCornack, 1970)., Table 9
containg the intercorrelation matrix, and Table 10, the comparitive results.
Since these tables include 15 predictors, the samples of 25 are dangerously
close to total instability for multiple regression purposes. However, FRA
performad very well, dndeed. It gave a high and very stable population
validity at all subset sdizes. 1Its average population validity wich 15 pre-
dictors in ragression was ,81--16 correlation points above the one for MR,
and its standard deviation was only .02 across the 10 samples.

With sample sizes of 50, MR achieved high population validities, but they
were less stable than the FRA validities. Except for small subsets, MR and
FRA performed equally welil in the larger samples. In the small subsets, e.g.,
when only two or three predictors were in regression, FRA excelled. Even
when N = 200, FRA gave a higher and more stable population validity foxr the
two—predictor subset,

Population validities for unit weights were also computed for all four
populations, Various studies have shown that unit weights often yield higher
cross=validation than MR weights when small samples are used (e.g., Perloff,
1951, Note 3; Schmidt, 1971). With all predictors in regression, and N = 25,
the population validities for FRA were larger than the population validities
for unit weights—--,07, .03, .03, and .26 correlation points in the four popula~
tions, respectively.

Additional analyses were also conducted in order to test the feasibility
and desirabflity of using the second principle component te enhance prediction.
The mathematical procedure for combining the second component with the first
component %0 as to optimally predict Y was formulated.} Basically, it in—
volved the computation of the best least square weighting vector forxr estimating
the sample Y from the first two princivle components. This proceduzre did not
enhance prediction of Y dn any of the populations. In fact, in general there
was a slight attenuation (.01) of the prediction provided by the £ixst component

alone.

IThe author is indebted to Paul Horst for his assistance.
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Table 9

Intercorrelation Matrix from McGornack

Y .- 45 7279 33 09 =09 02 07 <03 17 06
X| - 5235 17 -9 <01 02 =09 06 00 -2
-~ 66 27 -1 -0] 03 <01 <04 13 -0
- 30 <03 <06 02 02 05 L& 06

S /L O S { I
— 0901 -y -0

ST
]
.

X | — 35l -2 O

—— e — e S

Note: Decimal points have been omitted from correlations,




Table 10

a
Componites for McCornack Data

Number of T " Average T o Standard
Pred{ tuFa Population Valldicden Mean Deviation
[ Hugression MR FRA Difference MR  FRA
N o= 25
ety T T T - - ) 78 BO 02 - 03 0z
3 78 12 S 03 03 01
A 78 81 03 04 G1
5 71 81 04 Gh 01
b 76 81 [ 06 01
7 ‘ ’ 75 81 05 07 02
a 74 a1 07 09 0z
] 74 81 07 09 02
10 72 gl 09 09 02
il 70 a1 i1 09 02
12 69 gl 12 09 02
13 67 81 14 09 02
14 68 81 13 09 02
15 65 -81 16 10 0z
N = 50
2 B 80 a3 o 03 - 03 ao
3 8] a3 02 03 00
A 82 84 02 03 01
5 82 84 02 04 01
[} 82 " B4 02 04 01
7 a2 84 02 04 ol:
8 81 B4 03 a5 01
9 B 84 03 06 01
10 81 84 03 06 01
il Bl 84 03 06 01
12 ’ Al B4 03 06 01
13 81 84 03 05 01
14 81 84 03 05 01
15 ' a1 84 03 06 01
N =100
z ar a3 02 01 00
3 83 84 01 o1 00
4 a3 84 ol 01 00
5 a3 a4 01 01 0o
] B4 84 00 3} 01
7 84 85 01 0l 01
a 84 a4 00 ol 01
9 1A 85 )1 ’ 1]} 01
10 B4 85 01 ol 01
11 B4 a4 00 01 01
12 as a5 00 ol 01
13 a5 85 90 ol 01
S ¥ as 85 01 o1 00
15 84 85 01 01 00
N = 200
2 8o 83 03 01 oo
3 83 B4 01 01 0o
4 84 84 0o - 01 oy
5 a3 B84 01 01 00
3 a1 84 o1 01 00
7 84 84 00 01 0o
-3 84 a4 00 o1 01
9 84 a4 00 01 01
10 84 84 ao 01 01
11 :1A 84 00 01 01
12 B4 B4 0o 01 01
13 B4 85 . 01 o1 01
14 B4 as 01 01 01
15 a4 a5 01 o1 02
Note: Uecimul polnia have been omitted, 26
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Factor Regression Analysis (FRA) went through a long developmental
process. Thus, as presented above, it does not greatly resemble its earlier
self. Nevertheless, judging from the reactions of colleagues to whom the
author has presented FRA, its earlier forms and developments are very in-
structive and meaningful. Some years ago the author had become convinced
that the mathematical process called multiple regression (MR) was far toco
precise for most of our samples—=that it assumed far more stability and
reliability than was present in our data. Therefore, it capitalized on
chance to such an extent that welghts based on sample were likely to be
very poor in the population from which the sample was drawn. It was felt
determination by eliminating the actual Y scores while retaining the subjects’
order on the Y scale. This was done by pairing subjects adjacent on the Y
scale=—the highest with the next highest, the third highest with the fourth
highest, etc., until N/2 pairs were obtained.

The author suspeciod that these pairs could be used to compute '"'regres-
sion coefficients" for predicting Y, without directly using the Y scores,
Obviously, the intrapair correlation on Y would be very high--it proved to
be about .99, even with rather small samples (e.g., N = 50), (This is an
intraclass correlation--both axes of the response surface refer to the same
variable, and a plotted point represents one subject-pair.)

What would the intrapair correlation be for a given predictor after
matching on Y? The author felt this correlation would be, to some extent,
dependent upon the predictor's validity, i.e., its correlation with Y.
Conversations with other research psychologists and statisticians, however,
revealed that the dependency, if it existed, was certainly not obvious.
Consequently, the empirical path was chosen temporarily. A small subsample
from a large sample of Navy data was used. All intrapair correlations were
computed. The correlations were generally much smaller than the respective
validities, but were rather obviously correlated with them. So, the pos-~
sibility still remained that there was some dependency.

Simultaneously, & computer program was written that would compute an
intrapair correlation for all the predictors combined, weighting them so as
to maximize this correlation., (One can conceive of this as an "intraclass
canonical" correlation--a battery of variables is optimally weighted to cor-
relate with itself, each plotted point of the response surface representing
a subject pair.) These weights were then applied to the large sample from
which the subsample was drawn. It was discovered that they predicted Y quite
well--better than the multiple-regression weights from the same subsample,.

The computer program 1s based on Thomson's application (1940) of Hottelling's
"most predictable criterion" solution (1935). Thomson showed how one could
obtain the composite that is maximally reliable by computing the first
principle component of a correlation matrix with reliabilities in the diagonal.
In the present case, the correlation matrix for the predictors was used, with
each predictor's diagonal cell containing its intrapair correlation. The first
principle component of this correlation matrix yielded the weights that proved
to predict Y in the population so well.
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Meanwhile, a search of the literature revealed an article by McNemar
(1940) which indicated that the expected value of the intrapair correla-
tion for a given predictor might be its validity squared. A mathematical
proof was developed and is presented in the appendix, Armed with this
proof, it was no longer necessary to pair-off the subjects on the basis
of their Y scores. The computer program was simply modified to use the
squared validity instead of the intrapair correlation, in the respective
diagonal cell., 5Subsequent experience revealed that the validicy itself
worked as well, or even better for some populations, than the validity
squared.,

Thus, the correlation matrix used in the computer program is the
predictor matrix, with each predictor's validity in the diagonal cell for
that predictor. Each and every element in the matrix is based on the entire
sample of N subjects., The first-principle component of this matrix yields
the FRA welights, This component has the greatest varilance that is possible,
representing the best-fitcing line through the predictor space after the
predictor scales have been transformed by their validities. 7Two predictors
that are highly correlated can, and often do, have the same weight. This
enhances the reliability of the composites.

It may be of interest to compare FRA and MR in matrix-algebra form,
Weight computation involves the solving of the Lagrange multiplier, A,
through a set of simultaneous linear equations of the form:

letr e - M|

i}
=

in the case of MR, and

[e]

IR7lc - a1] =

in the case of FRA, where
r 1g the vector of validities,

R 1s the intercorrelation matrix of predictors with
ones in the main diagonal, ’

I 1s the identity matrix, and

C is the intercorrelation matrix of predictors with
validities in the main diagonal.

The equation for FRA yields predictor weights that maximize the expected
vaiue of the intrapalr correlation discussed above.

It can be seen that the equations for MR and FRA differ only in the
first term. In the case of MR, R-inverse is pre- and postmultiplied by the
vector of validities. And in the case of FRA, it is postmultiplied by C,
which is the same as R except for the diagonal elements——unities in R, and
validicies in C. It 1s of interest to note that the FRA equation is equivalent
to the one used by Thomson (1940) to maximize the reliability of a composite,
except that the diagonal elements of matrix C were the reliabilities of the
respective predictors (see Gulliksen, 1950, p. 346).
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For completeness, we should note that cﬂ ﬂmbgrable equar4iof! for factor
analysis is |C = AI| = O where C is the inty ﬂaibélaﬁi n matriy ¥ith com-
munalities in the diagonal. When reliablllﬂ eg . ubed, as tpey often are
as communality estimates, the C matrix is tp? Mg ae the matyix YSed by
Thomson (1940). The remaining difference béﬁw N facfOr analygif and maximiz-
ing the reliability of a composite is that ¢ ig mhltl?llad by Rslnvefse
in the latter case.

The new method 1s a very important impry Eﬁﬁ“t upf? multipje Tegression
for small samples. In addition, FRA does qaﬂ £41] at the higher Samples
sizes as previously proposed mathads have d§ €. Thus’ it can pe Ysed with
confidence for all samples sizes as they ocg Ay ih éppllEd settinfS.
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FROOY THAT THE VALIDITY SQUARED IS THE EXPECTED VALUE OF THE
CORRELATION BETWEEN TWO SUBSETS5 MATCHED ON THE CRITERION

The sample members are ranked on the basis of their criterion (Y) scores.
Then, the sample member with the highest Y score is paired with the second
highest, the third highest is paired with the fourth highest, etec., In this
way, the sample is divided into two sets, A and B, which correlate as high
as possible on the criterion, ¥. Set A contains all the odd rank numbers
and set B contains all the even rank numbers.

If we assume standard scores, the variance of the differences on a
predictor, X, is
2 245 2 4 2 - g
o} =g, % + - 2r, 0.0,
(A-B) A "% aBA%8’
where r,g 1s the correlation between sets A and B on X.

But since Eg,2 = EGBZ = 1.0,

). (2)

Eo 'Ej'z = 2(1-1,p.

Now, if we return to the original bivariate distribution X and Y for
this sample, the standard error of estimate is

(3)
and for a given Y score

N 2 o . 2
Gf 2= 1Er,f . (4)

For the same Y score, the variance of the difference between the pair groups,
sets A and B, is

2 _ 2 2 .0 :
G(AEB) 9 + g + 0, (5)

where the zero arises from the fact that EEAE = 0 for a given Y score.

But since, for a given Y acore,

EGA = EEB = Eéx, (6)

Equation 5 can be written
- 2 o 9 2 7
Eg(g B) 20, D)

or, following Equation 4,

_ 2
B0 (a-B)




Notice that Equations 2 and 8 are both based on a CDﬁLEpEuElly fixed
Y. In Equation 2, Y was fixed for each difference by matching. In Equa-
tion 8, Y was fixed statistically. Therefore, Equations 2 and 8 ace
equivalent, and

2(1-r _
%[-(1 T3
Er,

(St
I
[
—,
'_._I
m

&

H
<
5

. [

Thus, the validity squared is the expected value of the E@rralatlaﬁ between
two subsets matched on the criterion.
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