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QUANTIFICATION AS LANGUAGE

The relgtion between quantitative énd qualitative analyses requires
an understanding of quantification in a very specific sense: how can
figures be used to express ideas? Quantification as a language, and not
as a philosophical nor as a mathematical problem, is the topic. In this
paper, quantification will be exemplified through tabular displays of

numerical data. A language consists of words and of rules or grammars by

" which they are combined into meaningful sentences. In the language of

quantificafion, classificatory instruments correspond to words, tables take

the place of sentences, and rules for constructing and interpreting tables

constitute its grammar. |
Classificatory instruﬁents are the tools whereby concepts or objects

In the world aré translated into meaningful numerical representations.

The term ''variable" will come to mind for many readers; but for our pur~

poses, thgiword is too reminiscent of the natural sciences where properties

ofrobjects are measured oﬁ a continuous nu;bér scale. The social scientist

often deals with quite simple distinctions, e.g., dichotomies such as male-

bVl -
female and high school graduate or not; ; often he deals with ratings or rank

orders established on a very intu1tive basis -- grading of essays, ranKing
7
of applicants for jobs. Rarely does he deal with variables in the strict

sense: income in dollars, or age in years and months. All these class-

ificatory devices will be called "variates",‘and variables are only one

specific kind of variate. The general term is. somewhat unusual but it is

used rather consistently in the following pages to give it greater cur-

rency. Sometimes to ease the language, terms like "index"l or 'measure"

1 Strictly speaking, an index is a combination of variates forming a new
"higher order'" variate. For example, variates for education, income, o
and occupational status may be combined to make an index of SES (socio—l'iﬁw

economic status), a new variate.
4
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are also used; but such terms are always meant to be synonymous with the
notion of variate.

Variates cross~classified under certain rules form a table. Tables
and variates are introduced here simultaneously. A table combines variates
in such a way as to display information about their contingent properties.
But a series of tables, if they are to be compared with each other, leads
in turn to new variates. This increasing complexity is paralleled by the
complexity of the objects which have to be studied: people, some homo-~
geneous groups, large organizations. These comp%exities are introduced
stepwise although we stop at a quite elementary 1evéi. More intriéate
material is relegated to the exercise book, but even there, quantification

is always approached as a language which doesn't require any formal épparatus.

Aspects of Quantification

We have identified three components of quantification as a'language -
variates, tables and rules. Within each component we can identify more

detailed aspects of quantification as follows:

I. Aspects of Variates

With regard to the cbnstruction and analysis of variates we can
identify several principal aspects. Of special interest to us in the dis-
cussion which follows‘are units of analysis, data ;ources, elements and
indices, and time.
II. Aspects of Tables

The aspects of tables to be diécuésed are listed below. We shall

examine tables which differ with regard to their dimensionality and the

types of number displayed.
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Dimensionality (number of variates)
Numericai Representation
.raw figures
.percentages
.scores
..index scores
..correlation coefficients
ITI. Aspects of Rules
Finally, two aspects of rules are shown below. We shall be less
concerned with rules here than in the exercise book. For the most part,

relevant rules will be implied in the examples, although we shall deal

explicitly with tabular representations of dependence relationships

among princiﬁal variates and ways of controlling fof the influences of
extraneous variates.

Dependence Structure (Causal Imagery)

Controlling with Stratifieré
In the remainder of this ﬁaper these selected aspects of quantification

are exemplified in tables from various studies.

We begin with a table taken from V.0. Key's book, Public Opinion and

American Democracy. Table 1 is intended to show that people who identify

strongly with unions also feel a strong involvement with party politics.
The whole table can be described in at least eight ways in accordance with
the preceding discussion. These eight aspects will provide the map for my

discussion.»
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TABLE 1
SENSE OF UNION IDENTIFICATION

IN RELATION TO LEVEL OF
POLITICAL INVOLVEMENT

Union Identification

I Least Most
Identified Identified
1 2 3 4
High 4 17% 14% 26% 34%
3 19 29 24 23
Political
Involvement 2 36 33 26 31
Low 1 28 24 24 12
100% 100% 100% - 100%
N 83 126 109 110

1. Its basic EBiEi are 428 individuals. Similar tables could be
constructed by taking eggs as the unit and tabulating their length against
their width. Of special interest for social scientists are units which we
shall hereafter call collectives: organizations, communities, countries,
nations, etc;

2. The sources of data is another basic aspect of the measurement

problem. The variates by which.the units are characterized cbme from
queéfions answered by requndents. Instead of asking questions, Key could
have observed their behavior, although this wouldAhave been more complicated.
In other studies, existing records have been used for the formation of
Qariates.

3. To describe "union identification" two questions were used: whether
the respondent felt "pretty close to labor union members in gener;l" and

how much he or she cared about "how union people as a whole are getting

7
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along in this country." The respondents could say that they cared ver:-
much, somewhat, or not at all. A similar procedure was vsed for the var:
iate of political involvement.2 We shall call the answer to each question
au element (sometimes called an indicator). Other types of elements could
be interactions »bserved in a field study, price; exhibited in food stores,
entriés taken from office files, etc.

4. When different elements are combined into one variate as in Table
1 we shall call it a scale or an index. The way such combinations of elements
-are performed can vary considerably. The choice of elements and their con-
'struction translate conceptual ideas into cla;sificatory instruments. They
form the vocabulary of the variate language. The tables are equivalent to
propositions. A -

5. The information on which the table .is based was obtained at one
specific moment in time, the time before the presidential election of 1956,
Had he been interested inféHange in either of the variates.or their rela-
tionship, Key might have interviewed each person twice in order. to see
what changgs come about; for instance, at the times before and after the
nominating conventions. o

6. Table 1 cross-tabulates only two variates. Tt is obvious that
we could have tabies with multiple variates by distinguishing, for
instance, the sex of the respondents and their party affiliation or by
adding more attitudeé. How to handle many variates is a central problem

of multivariate analysis.

The elements constituting political involvement were a) whether or not

the person cares "a great deal which party wins the presidential election

this fall" and b) the degree to which the person is "interested in follow-
ing the political campaigns so far this year."” :

8
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7. Each cell of the table originally contained a figure which was

- simply the number of individuals who had bcth some level of union identi-
fication and some degree of political involvement. For example,- the top
left-hand cell containing "17%" originally held the "raw" number 14 - the
number of people who identified least with the union and who had high pol-
itical involvement. Key chose tc compute percentages from the raw data

in order to make comparisons on which to base statements about the relation-—
ship between the variates. As is, the table shows, for each level of union
identification, the percentages of the total with eacﬁ degree of political
. involvement. One can find tables from other studies that are percentaged
in different ways or which are not percentaged at all. We.shall examine
tables iate; which contain other sorts of numeric data (index %Fg?LS or
correlation coefficients) as cell entries.

8. The table in the form reported by Key implies a dependence relation

or causal structure: it indicates that the more people identify with the

union the more they are politically involved. This is also paralleled by
the text where the author speaks of "a hard COEEAOf members who are closely
identified with the group and who in turn are most active and most involved
in political matters.'" The relationship is demonstrated numericall& by
comparing percentages in each row. The percentages of people who are

highly involved increase as one reads from least to most identification;
conversely, the percentages of people with low involvement decreases from
least to most union identification. Obviously one could interpret the table
in a differen; way: the more politically involved people are, the

more likely are they to involve themselves with a relevant political group:

unions, women's liberation, civil rights movements. If that had been the

author's hypothesis, he would have tabulated the raw figures so that the

9
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rows, and not the columms, add to 100%.
By looking at a table in this way we can exemplify the main aspects

of quantification in the social sciences. To fix the meaning of the eight

points more clearly, let uS“Subjecé anothé¥ table to the same scrutiny.

The table comes from a study by David Sills (1957) done for the Polio
Foundation at ‘the time the Salk vaccine was invented. The foundation was
wondering whether the network of volunteers and contributors it had built
up could be transferred to other social causes. One of the problems Sills
wanted to study was quite similar to V. 0. Key's concermn. To what extent
did awareness of the polio problem contribute to involvement with foundation
activities? Following Key's example, one might construct two scales, one
of which asked people what they kﬁow about polio and the other, how willing
they were to support the foundation's work. For a variety of reasonms,
however, the author proceeded quite differently.

Sills wanted to show that the awareness of polio in a county together
with average per capita income would determine the amount of per capiira
contributions to the Foﬁndation. Several different aspects of quantification
arise under ;his conceptualization of the problem. For one, his unit of
analysis waé not individuals but counties of the U.S. (point 1), and he
collected data on counties from Foundation recoFds (point 2)., These as-
pects are in contrast to Key's study where individuals were studied using
questionnaire responses. Other differences pertain to the indicators
employed-.

-
Sills argued that people would be aware of polio in. counties where w#ﬂ
the incidence of this illness was high. Accordingly, he chose to use the

incidence of polio in a county as an indicator of awareness. The other

necessary indicators were median family income and per capita contributions

10
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for each county. Thus, for each concept, only one indicator was used a=
a variate, not a scale built from many items as in Rey®’s study (points 3
and 4). The relationship among these variates is displayed in Table 2.
Notice that "Family Income" and "Polio Incidence" have been reduced to
three categories (high, medium, and low) while "Contributions" has been
divided into two categories on the basis of whether or not the chapter
recejved more than 34.cents per capita on their Maréh of Dimes drive. To
simpiify the table I have included percentages for only one category of
the latter variate - those chapters obtaining per capita contributions in

excess of 34 cents (for this reason, none of the percentages adds to 100%).-

"+ 3LE 2
PERCENT OF COUNTIES RAISING OVER 34 CENTS PER CAPITA
FOR POLIO
Median Family Polio
Income of Incidence
County of County*
High" Medium Low
75% 57% 547
High (253) (384) (8:)
647 357 25%
Medium (484) (793) (298)
Low 29% 4% 3%
(54) (406) (318)

*Figures in parentheses indicate the total number of counties
on which percentages are based.
Table 2 shows the relationship between Polio Incidence, Contributioms,
and Family Income. The author might have simply considered the relation-
ship between Polio Incidence and Contributions in order to test whether

higher contributions were more frequent where the incidence of polio was

11
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greater. Such an approach would have been consistent with the research
problem, but any causal implications made from the relationship would not
be persuasive. Counties differ with respect to median family incomes;
obviously, richer counties are likely to yield more contributions to the
March of Dimes. Therefore it was necessary to "control" for the economic
level of the counties to demonstrate that the relationship between Polio
Incidence and Contributions obtains regardless of Median Family Income
level. ' This was done by classifying the counties once more into three
groups according to the median family income. Consequently, we now deal
with three variates instead of two (point 6). In each.of the nine cells

of Table 2 we now have the number of counties as the so~called base figures
the incidence of polio, and the percentage of chapters where the per capita
Mérch of Dimes contribution was over 34¢ (point 7).

As a result, the causal imagery is also more complex (poiﬁf 8).
Reading across the rows, we do indeed find that higher -contributions are
consistently more frequent when polio occurs more frequently; this
answers the original question on the relation between involvement and con-
cern. But we can also read Table 2 down each column; we are not surprised
to find thét richer counties make higher contributions. It is a worth-
while by-prbduct of such a three-variate analysis to see that the median
income of a county has a greater effect on contributions than does the
frequency of polio.

In seven respects then, the measurement aspects of Table 2 are dif-
ferent from Table 1, in spite of the fact that their substantive character
is duite similar. But in one respect the two tables are alike; they both
deal with cross-sectional data at onc point in time. Of course, Sills

could have studied whether in specific eounties the annual changes in

12
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\

contributions paralleled the annual variations in polio frequency. Hc:u:-
ever in the present example; the matter of time does not erter the picture
{point 5).

We shall now discqés in more detail two of our eight points, the
sources of quantific;fion (poiﬁE;Z) and the combination of elements

(point 4).

Data Sources

Rey got his material from interviews where the respondents kne6>fhey
were involved in a study. There has recently been an increased emphasis
on so—calléd unobtrusive measurements. The idea is not new. During Pro-
hibition ybu couldn't ask people Hoé.much they drank; but you could count
the number of botfles they had discarded in trash cans. A volume on the
use of such indirect indicators has been published by a group of social
scientists from Northwestern University (Webb, et al., 1966). The methods
proposed suggest a variety of data sources: Which pages in én encyclopedia
show an unusuélly large number of fingerpfints? Where in an exhibition is
the carpet especially worn.out? What possessions are people least willing
to forego in times of depression? What is fhe ratio of ministers to lawyers
iﬁhyarious American communities? In the United States, business tycoons
have unlisted telephone numbers, while in France it is the professors who
use this device to avoid the horror of contact with students.

Such "unobtrusivé measures'' are at the moment also of practical
importance. Government agencies wﬁo give grants often request that no
direct interviews be made. This puts a special load on the ingenuity'of
the investigator. It also increases the role of informants, the person

who supposedly knows what's going on in the community and is a reliable
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source of information. The early studies done in Europe during the nine-
teenth century on the situation of industrial and agricultural labor were
mostly based on information obtained froﬁ local officials or professionals.
it was assumed that the poor people themselves could not answer questions,
Informants, we, also remained the main source of data for the
anthropol« ~lem, sociologists convinced them < *they should use
sampiing procedures and direct confact with the population. Today the
tables are turned and sociologists have to WOTTYy more about the systematic
use of informants, This makes. it desirable to stﬁdy what biasgs_ipformants

might introduce. Here is an example from The Academic Mind (Lazarsfeld

aimehielens, 1958), a nationwide study df university faculty members' at-
titudes during the McCarthy era. The professors interviewed were partly used
as informants in order to detefmiﬁe.what incidents hapﬁéﬂded in tﬁe 150
colleges sampled, how the administrétionsvbehaved, and so on. A lengthy
appendix to the publication analyzes how the pérsonal attitudes of the
professors affected the information they gavé.. It was found that their
reports were more consistent the smaller their college was. Their appraisals
of the academic sitﬁafion in their colleges were, of course, affected by
their own attitudes. The more apprehensive they were, the more critical
were they of the administration, and the more tokené of danger they re-~
ported. Comparing informationvacross schools, the correlation between the
reports of more or less apprehensive teachers was very high indeed. The
two groups of informants singled out the same colleges as tranquil and tur-
bulent respectively.

An interesting version of the informant problem is what one might c;ll
"seémented informatioﬁ.“ It comes about when, in a study of groups, we

confront differences in data obtained from different subgroups. Stouffer,

11
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in The American Soldier, wanted to know whether the morale of army pla-

toons.is related to the kind of food the soldiers get. In such an inquiry,
there is obviously danger of a halo effect with the direction of the féi'“
lationship reversed -~ soldiers of low morale would also describe the food
as bad. To guard against this, Stouffer spiit his information. The
enlisted men fille: onut - ”qionnaire'describing their own state of mind.
The rating of the food *n= done by the non-commissioned officers.b A gize-
able positive correlation between morale and quality of the food was found
using platooné as the units of the statistical computation.3
Archives and documents are paramount sources of data; The training of
historians has always included criticism of such material. In contrast,
soéiologists have been more concerned with matefial they collected themselves
and relatively non-critical of documents. They felt they were on safe ground
with archival data and could use them without too much scrutiny; but this
position is becoming more and more questionable. One of the sacrédlbooks
in sociology is Durkheim's study of suicide based on official record.
It found that Catholics commit suicide less frequently than Protestants,
...and -this Durkheim explained by the greater cohesion and moral integration
of Catholic groups. But this might be a.fallacious finding attributable
to a non-critical acceptance of the data. 'That is, in groups where suicide
is considered especially sinful or shameful, the family of a deceased person
makes every effort to conceal the fact of suicide. (0f course, one can

counter that this very fact of concealment is an indicator of group senti-

ment and that basically the Durkheimian interpretation would not be altered.)

3 This type of finding will be discussed further in the section on organ-
~ization measurement.

15
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One may check the reliability of data by comparing different sources
for the same information. The field of public health provides examples
of this method. In sampling surveys people tell us about their health
vpfoblems; their stories can often be checked by hospital records. In the
case of death, a reported cause can often be matched by autopsies.
Haberman (1964) reports 10% to 30% disagreements in studies matching
reported cause of death with autopsy findings. In political sociology
pen . ' '7g claims can be checked against the registration list to.
sho.. r they voted at all. Here it is not only the facf of a
discrepancy but the question of who deceives which is important. It seems,
for instance, that people who are especially interested in politics but who
were, for some reason, kept from voting on election day claim to actually
have voted. From some poiﬁts of view their '"cheating" might not be a
distorting factor.4
. Occasionally authors may use rather ingenious methods to combine
different data sources. Two examples rather similar in kind but distinct
in type come to mind. |
Robert Angell (1951) developed an index of moral integration based on
two kinds of regionalidata:_'thg amount of per capita philanthropic con-
tributions and the crime rate. But this information waé not available on
all cities under study. He therefore wanted to find information which was
available for all cities and could be used to "predict" his integration index
in cities where the data was missing. He found that residential mobility
and ethnic heterogeneity were highly'éorrelated with his integration index.
He therefore used a weighted index of these two census data as a substituza
for the index, the weights having been déveloped by regression analysis fo—

those cities where all information was availabie.

16
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About ten years later, Otis Duncan (1961) used the same method to
classify all occupations in the American labor market according to their
prestige. On a few scores of occupations, direct prestige ratings from
public opinion surveys were available. For these occupations he computed

how well the actual prestige rating could be inferred from what was known

'~ about the average education and salary level. TFor those occupations‘not

included in the opinion survey he used the ratings as substitute measures
of -stige —- thus greatly i.. .easing the number of occupations on which

lie _vuld base further studies.

The Combination of Elements

The simplest combination occurs when we deal with a set of dichotomies
and add up "positive" answers -~ the meaning of "positive" depending upon
the subject matter under investigation. A typical example is an examination
scored according to the number o 4t'iestions answered corractly. Sometrmes
attitude zests take this form.

Rosanberg (1957) developed a aith in people" scale conszsr=mg of five
questions.4 One of his results w@ar :hat the higher studenté =rored an this
scale, the less 1ikel§ were they t choose profitabie occupatZoms. TThe

respondents were given a list of "occupationmal values" which cor-ained

4 The five-items were:

i. Some people say tkat most people can be trusted. Others
say you can't be too careful im your dealings with people. How do you
feel abour *t? ]

2. Would you say that =ost people are more inclined to help
others, or-more inclined to look out for themselves?

3. 1If you don't watch yourself, people will take advantage
of you.

4. No one is going to care much what happens to you. when you °
get right down to it.

5. Human nature is fundamentally cooperative.

17



"chance to earn a good deal of money" as one of a number of desirable
aspects of a job. Table 3 shows the percentage who give this as their

first choice for each of the six categories of the "faith in people" scale:

TABLE 3

RELATION BETWEEN "FAITH IN PEOPLE" AND
MONEY AS A TOP OCCUPATIONAL VALUE

Faith in People

Low High
Percent 1 2 3 4 5 6
Scoring money i
as top value 197 167 127 7% 6% 2%
Number of cases 72 162 245 356 427 213

A scale can also be applied to collectives. 1In The Academic Mind,

coli=pss were classified according to their quality. The following items
of Information were available;: books per students in the library; budget
pexr szmudent; proportion of Ph.D.'s on the faculty; proporticn of graduates
7ar went on to graduate or professional schools. The distrifutions of
ZhEme i:emé for all colleges were obtained and eaéh was cut imto five parts
wth about equal frequencies. Each college was correspondingly rated from
ome o five on every chafacteristic.. The five ratings were then averaged
amd used to classify schools into one of four quality levels (=s shown din
Treble 4). The procedure migh- zppear primitive but it can be msefdl.

=a Talle 4 the colleges are alsc :lassified according to the number of in-
=xents which occurred there -- :ccusations, investigationms, dismissals,
ezc. It can be seen that the higher the quality of the college the more

Iike . was it that a faculty member was attacked for "subversive" activities.

18
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TABLE 4
PERCENTAGES OF ACADEMIC FREEDOM INCIDENTS

IN COLLEGES OF DIFFERENT QUALITY

Medium Medium

High High Low Low
0 incidents 3% -7 23% 267
1-9 incidents 49 62 67 74
10+ incidents 48 38 10 -
100% 100% 100% 100%
Total number

of cases (3L (39) (64) (31)

A major objection to this simplest type of combination of elements
is this: are not éome of these elements more important than others? This
matter can pe handled in a variety of ways using "weights". In forming
the "score' we can say that certain elements shoﬁld count, say, twice as
much as others; the decision can be made by the judgment of the invest-
igator or by statistical procedﬁres, the basis for which goes beyond the
scope of this presentation. Another possibility is to let the respendent
make an implicitly weighted decision. In the score of "people mindedness"
we could, for example, ask whether he agrees strongly, somewhat or not at
all; the variates in Table 1 were based on this idea. In other cases the
elements themselves suggest weights. The famous Coleman Report (1966)
describes the quality of high schools by elements like the existence
of a chemical laboratory; the objection has Eeen made that the 1abofatories
themselves should be weighted by their quality.

A final aspect of combining elements concerns the distinction between
individuéls and collectives. We have so far treated collectives aad in-

dividuals as if they did not lead to different problems; actually they do,

19
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as we shall see. But one more similarity deserves emphasis. Suppose

we are interested in characterizing individuals according to their "mood
pattern." We might start with a simple rating scale asking them to locate
their mood at the moment somewhere between very happy (+3) or desperate
(-3). 1If we repeat this inquiry, say, every six hours, we could charac-
terize each person according to his average mood, his mood swings aréund,
the average, whether the range of the negative extremes arenlarger than
the positive ones, etc,

We have a similar choice if we deal with a collective ~ a set of
people selected for some purpose. We can ascertain for each person, say
his income; then the group can be characterized by the average income
of its-members. We can ask whether income differences are large or small,
whether there are some superrich people included and so on. Thus, similar
averaging methods can give rise to both individual andrcollective vafiates.
But nav we have to be more precise about the relation between "individual"

5
and "coll=ctive" wariates.

The Structural Classification of Variates

Sociologists often emphasize their independence from psychology.
While it is true that social psychology is a contested buffer state, at
the extremes, the difference between sociologv and psychology can be -
readily described. Both disciplines want to explain human behavior, and

their common goal is to locate underlwing forces which take them beyond

We introduce a linguistic barbarism in order to distinguish variates
‘which characterize fndividuals from those which pertain to collectives.
An individual variate is a variate representing characteristics of
individuals; a collective variate is one characterizing collectives.

PR
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folk-knowledge explanations. But the psychologist sees mén pushed abouv*
from within by his unconscious motives or the reflexes to which he is
conditioned. The sociolégist sees man controlled from without, and for
this invisible social force, he likes to use the term "social structure."
There are many definitions for this term, but the function of the notion
is to carry explanations of individual behavior by referernce tr social
units of higher complexity. “ore .aL iiv... .ce affected by bureaucratic
organizations, by the density of the city life, etc.

In the ear}y phases of quantification, the tendency was to create
collective variates by aggregating information from individuals: average
income, avermge years of schooling. This seeméd rathgr,far éway from the
sociologist’s professed concern with social structure. (Someone commented

when qugffez’s American Soldier appeared tha*t it couldn't be true sociol-

ogy ofwit wauld have been called The Aﬁericaﬂ Army.) In recent years
studies int=oduced variates of ever greater social complexity. Individuals
"were characterized in relation to a larger collective; and collectives,
once they enter=d a quantitative propo§ition, required the development
of what we call=d "collective variatesﬁ. This development stimﬁlated
many convergences between traditional social theory and the interest in
quantification.6

For "individual variates'" the consequences have been analyzed else-
where in considerable detail, so that a brief summary of the main ideas
should suffice here. First, we can characterize people through direct

individual variates - their income, age, etc. But often variates require

h

The word "collective" is used to cover face to face groups as well as
larger units like a city or even the Polish voters in a city. For the
context of the present discussion tlese substantive differences are ir-
relevant; later on we shall make finer distinctions between collectivas.

Q . 2:1
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information about a group member's relation to the rest of the group; a
popular pupil is one who is liked by his peers. Here, we are dealing with

relational individual veriates. Finally, people can be characterized by

the collectives to which they belong. T  pre-sch. »1 boy - he organ-
ization man are wcll «.own stersotypes. ... . these or,unizational char-
acteristics are more carefully spelled out we shall talk of contextwal

individual variates,

An example covering all thr=s types can be found in Coleman's Adilescent

' Society. The units in Table 5 z=re boys in a number of high schools. The

boys are divided according to whether they attend high échools which
emphagize academic matters or schools where sports, rather than learming
characterize the social climate. (The classification was baséd on
yearbooks and reports of informants.) This climate is clearly a contextual
variate. The boys are further classified according to their popularity.
This is a relational variate, because the choices of all other boys are
involved in the determimation of the popularity rating. Lastly, each boy
was asked whether he wanted to be admired for his scholastic achieVémeﬁt.

His response involves only himself, so this is a direct individual variate.

TABLE 5

PERCENT OF BOYS WANTING TO BE REMEMBERED
AS A BRILLIANT STUDENT IN SCHOOLS WHERE THE
REWARDS FOR ACADEMIC ACHIEVEMENT ARE HIGHER AND IN
THOSE WHERE THESE REWARDS ARE LOWER

Those Mentioned 10 Times
or more as Members of

All Boys Leading Crowd
"High'" Schools 35.1% 24.0%

(2,781) (108)
"Low" Schools 27.2% ' 9.5%

(1,578) (74)
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The substantive finding of the table is twofold. First, by comparing

the ms, we find that ¢ leaders a- le~" scholarly-minded. In

bot. - .7 “~hools if you w. it to be popular, vou should not be too

much of a 'greasy grind." But secondly, the difference between leaders and
followers is much greater in what Coleman calls the "low quality" high
schools.

We now tufn to collective variates. Collectives consist of "members"
as subunits. Members might be people 1ike the professors at a college;
they might be collectives themselves like departments; or they might be

functional subdivisions like teaching staff, administration, clerical

and maintenance personnel. Also, we will sometimes have to distiﬁguish

"levels of membership” -- a city is a collective of districts which them-
selves are a collective of citizens. We shall for the moment think only

of collectives as a set of people. We can then form aggregate collective

variates by combining information taken from each individual member. This

important type of variate was seen in Table 2 where counties were classified

by the median income of the inhabitants. Likewise, in The Academic Mind

colleges were sometimes classified as conservative or progressive by using
the average attitude score of the faculty members. These two examples
used averages. Other measures such as ratios may be employed. Thus,
Lipset (1956) classifies the locals of the printer's union according to
the consensus of members about certain polotical issues a local is in
disagreement if the members vote about 50-50 on an issue; a local with
great consensus would be indicated, for example, by a 90-10 split.
Somewhat more complicated statistics may be appropriate. The dis-
persion of a distribution curve in each of a number of counties might per-

mit us to classify them along time collective variate of economic homogeneity

23



Page 21

or disparity. We have alluded to this possibility before and can now see
its widar implications. We could have two variates for each member and
then the collective variate could be the correlatioﬁ between these two
elements.

We have so far used a rather broad notion of collectives: classes of
people with a common characteristic. A more strict definition of?z;oups
would require sume mutual contact between meﬁbers. Experiments with small
groups provide examples, especially in the sense of Moreno's sociometry.7
Assume that in a group of seven children each child is asked to choose two -

other children as partners in some activity. Now put the choices in the

form of a matrix treating the children once as choosers and once as chasen.

1 2 3 4 5 6 7
T !
1 X X ! ‘ i
1] ]
e ] 2 . [ L R ' i
2 X X ;
Fm.,, o R EE Y TP b .
3 X X t i i )
Chooser T prT N0 DU S R Tt T
2BO0SEL 4 : : X X
e AREEE . .: ........... e ' ...... :
L5 i X : X
.- b ooy o P ;. P i .;..!.. .
6 X ' : X ! !
! ,' AR : {
B T S S RS R B
7 , X : X
TTRY IR AR B G0 4 < s o o s S vt it S 1o W 0 Py T P <O v w0t v e omrn mverd o s o r——
Chosen - i

7 The term "sociometry" is associated historically with the work of J. L.

Moreno (1934). His sociometric method was characterized by the collection
of data on the affective relationships among group members and subsequent
description of the relational patterns in charts known as soclograms.
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The first three children form a kind of clique where all members chuose
each other. The next four children do not select in this fashion. School
classes with larger numbers of children could be classified according to the
number of cliques they are divided into.

In addition to classes and groups of people, quantification h§§’in
recent yeafs considergd collectives which are structured by formal rules
and division of labor. The idea of "organizational measurement" will be
taken up later in this text.

Iﬁ contrast to this aggregate type of collective variate, we find, in

many studies, what one could call global collective variates. They are

essentially based on the output of a collective which cannot be related
anymore to its individual members; sometimes the term "emergent" charac~

teristics is used. We can characterize the wealth of a city not by the

i3

average income of its inhabitants but by the amount of space we find de-
voFed to non-productive activities (recreation, culture, etc.). The bel-
1igerenc§ of a country can be indicated by the proportion of its budget
devoted to '"defense." Most of the elements we used to construct the
quaiity score of collegeéwhéd this global character as long as one thought
 ;£ a college as a collective of students.

McClelland (1961) has developed a score of "need for achievement"
which can be applied to stories created by individual people as well as to
stories traditionally told to children in a given society, Bradburn, one
of McClelland's students, has even correlated need-achievement scores based
on British popular literature with the 6utput of coal mines over a few

hundred years. This scoring of literature is clearly a global variate as

compared to the aggregate variate when the score of individual respondents
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is averaged, as McClelland did himself.

The formal nature of these global ‘variates has in no way been fully
explored. The most detailed review can be found in a paper by Coleman
(1970) . He also discusses the formal brocesses which are used, often
implicitly, to make inference from the global indicators to underlying
structural characteristics.

In recent years macrosociological studiegﬂhave brought new attention
to this type of quantification. Dahrendorf wrote a book trying to under-
stand why democracy hés always had such a weak hold on German society
(1965). One of his arguments is that Germans put much more.emphasis on
their private rather than on their public role. When they are asked to
describe their best quality they stress that they are good family men,
which hardly happens with American respondents. For the German, being
lonely is heroic; for the American, it is a sign of poor mental health.
School aé the guardian of "public values" and family as the matrix of
"private values" have a very different wéight in the institutional systems
of the two countries. The forming of '""macrosociological variates'" of this
type has been discussed in an unpublished Columbia dissertation by Helga
Nowotny (1969). A summary of her work can be found in Lazarsfeld's report

for UNESCO, Main Trends in Sociology. Just for the historical record, one

should notice that these global indicators correspond closely to Durkheim's'.
notion of a "social fact." A typical example is his distinction between
systems of law which stress the punishment of the culprit vs. those which
mainly require restitution of the damage he has done.

The distinction between aggregate and global collective variates is

not always obvious, and classification depends on the substantive context.
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The audience rating of a TV program is a collective variate in that it
characterizes a collective prefereace —- it is ascertained by asking a
random sample of people in the TV—Viewing population whether they watched.
The rating is a global collective variate because it is a rate and not.a
mere aggregation of individual preferences. Likewise, Durkheim's suici&e
rate is more than a simple aggregation of data on individuals; it is a
global colleétive variate used to describe whole societies. The main
point is to understand the use-of rates as global variates in social
research.

The following famous example is an appropriate énding-of this part of
our discussion. Stouffer had available paper and pencil tests by which
.he had gauged the "willingness for co@bat" among soldiers who were in
training in a northwestern camp.8 After the invasion of Norﬁandy his
staff had access to the same men. The question was whether the soldier's
subseqent performance in combat was predictable from the scores established
in the United States. The performance was established by field work
where officers and non-coms were requested to categorize every gsoldier
whom they had observed- into one of three groups: average, below, or
above. (The rating procedure is carefully described on pp. 54-58 of
Stouffer, 1949). Taking just one element of the "willingness for combat"

score, the relation to the combat rating was shown in Table 6.

The question read: If you were sent into actual fighting, after. finishing
one year of trainlng, how do you think you would do?
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TABLE 6

RELATION BETWEEN ATTITUDE TESTS
TAKEN DURING TRAINING ON ACTUAL
PERFORMANCE IN BATTLE

s

Actual Combat Performance

Answers to questions Below Above
asked during training Average Average Average

I think I would do all :
right. 23% 297 31%

I think I would have
trouble at first but
after awhile I would

do OK. 42 39 55
I haven't any idea how I
would do. 17 20 9
I don't think I would do
very well, 18 12 5
1007 100% 100%
number of cases (94) (120) (95)

The differences are clear but not very strong, and Stouffer decided

to. strengthen his result by a second approach. He shifted from individual

| *soldiers to companies as the unit of investigation. The average test score
was-the aggregate collective vafiate by which "willingness for combat" was
e;tablished for'each company. But for battle performance Stouffer wanted
to have a global variate; this would permit him to use a much larger v
number of cases, because the individual follow-up was expensive and dif-
ficult. He constructed the "non-battle casualf} rate'" -~ an index based
on the:cases where soldiers had to be withdrawn because of nervous breakdowns,
'psychosomatic symptoms, excesslive fatigue or other reasons not related to

wounds or battle injuries. (The intellectual and :dministrative efforts

o - . 928
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in developing this rate are described on pp. 6-10 cf Stouffer, 1949),

For a large number of companies Stouffer was able to establish these

rates of non-battle casualties and relate them to the average score of
combat willingness ascertained for the same group of soldiers when they
were still in training. Table 7 gives the non-battle casualty rate during
the invasion of Europe for nine rifle compunies according to whether they
had the very highest, very lowest or medium score before 1eaving the United

States.

TABLE 7

TEST SCORE AND NON-BATTLE CASUALTY RATE (NCR)

Willingness for

Combat Score Average NCR
Very High 17.3
Medium 25.1
Very Low 28.2

The last two tables given equivalent results in two languages; one in

terms of individual and the other in terms of collective variates.9

Organizational Variates

Organizations are collectives of special complegity. The number of
functions their members perform are of great variety, their activity is
largely regulated by explicit rules, and they usually work in various
well-specified subdivisions related to each other by flows of communication

and other services. Variates necessary to describe organizations are

9 .
It is not always true that the two approaches give the same result;

but this is a topic which we shall not discuss in this section.

29




Page 27

subject to all the distinctions we have made so far and réquire additional
qualification. We shall review only a few of them.

From a formél point of view, an organization is segmentalized in at
least two respects: _it has hierarchies and it has divisions - either
regional or functional. This alone gives rise to collective character] stire
obtained by simple counts: number of supervisory levels; number of, s=zy,
departments; the mere number of employees which is often called the size
of the organization is, of course, the outcome of a simple count. In
each segment, peoplé are working and this leads to secondary counts: the
"span of control" tells how many people on the average work undar the super-
vision of the next higher level; aA"concentration index" tells whether
people are or are not evenly distributed into the various segments; An
organiiation also adds an impbrtant type of variate to what we have called
direct individual characteristic : the type of work people are doing. This,
in turn, permits the formation of new variates describing the complexity
of an organization in terms of the number of job categories it contains;
and it leads to aggregate collective variates, e.g., in a hospital, the;
proportion of employees who are not engaged in direct patient care. Ulti-
mately, a combination o% divisional énd personal characteristics can en-
gender more complex conceptualizations, including such global variates as
the administrative ratio of an organization or a "discrimination index"
based.on the distribution of black employees among divisions.10

Hierarchical and divisi;nal segmentalization with type of work added
to the conventional individual variates account for a large amount of

"organizational measurement." Let us analyze a number of characteristic

)

10 Under the title of "segregation indices" this variate has also been
applied in community studies. For an instructive discussion, see
Duncans' paper on this topic (1955).
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tables so that the distiﬁction made so far:-becomes more vivid; s we go
along some additionali ideas wil® be signalled.

Example 1. W. Evan (1962) shows that in an industrial resemch labir-
atory, »eonie Ir the basi:c research <ir—ision and in the dswvelcpme: it division
are fai—ir sz—i=-fied becmuse they do ti= work they are trained fer (Tabie
85. This is mu: the case in the =Zppiiled division which is a wfiddle ground
between basic experimentation and: .:insering. The findimg com=s from a
simple two-variate relation wh;ch,'hﬁaewer,:haSttwo tnusuzl fez—ures.

For one, discontent is inferred f:-r behaviaral items; and secomdly, we
deal here wir— a "salient scale" formr different indicators r=inforcing
each other im:'expressing a single concept. Not= that "disconten=" here is
represented by a series of rates not attributed to individuals bumit the

the three collectives,

TABLE 8

INDICATION OF MORALE IN THREE
DEPARTMENTS OF A FACTORY
(1958 means)

Indicator . Department
Basic Applied Development
Accidents ;06 .23 14
Absence (dayé) 4$.33 6.53 o 6.17
Late arrivals 14.44 19.68  15.03
Early departures 2.05 9.06 . 1.77
N = 18 31 35

Example 2. A much more complex case deals with the question of

whether the "span of control" increases with the size of an organization.
P g
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M= and Schoedherr (1971) studied this in 53 emplovment zmer-ies and came

‘x> @ rather suprising result =hi.:n is expressed i= 7 'able §.

CORRELATION OF SZ”E AND SPAN OF CONTROL

:{iddle  Fromt Ibine
Level of Supervisor: Division Head Mamager Supervisor

.07 .22 40

tice first that the tabl= covers three variazes. Two are: needed to
=eyr-iime correlation coefficients: the size of the agency and, *he average
+mimec” of employees working under one supervisor (span of contrl). A
infre variate serves as qualifier: the hierarchical level of e supervisor.
The -correlations between size and span of control clearly incremsse the lower
the lavel. A division head has need for a limited number of st=ff services
wizich.-seem to be the same, irrespective of the size of the orgamization. On
tie Ipwest level, work is probably rather homogeneous and the size of the
uzit under one supervisor more flexible; economic efficiency makes it
urmarsszzndable that it is larger, the larger the total organization. The
crrr=iarion between size and span of control on the:middie management lewel
fir=w=11 into this whole pictufe.

Ezzmmple 3. Here, too, we deal with three variates; two of them in
themselves quite complex. Patricia Kendall (1963) studied 150 hospitals to
describe the learning environments of different types. In one portion of
== sturdy resld=nts weré asked how friendly or competitive their relation

"wird other residents is. A scale was developed based on questioms reported
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below.11 It measured how cooperatime t== respami=rrs felt toward eéch

other (higher scores indicate greatexr cocperatiwe=ness).

TABLE 7

COOPERATIVENESS OF RESTZXTTS ACCORDING
TO "SHAPE' OF RESIDIZ ~ PROGRAMS

Department Pyramid Lpwni—Pyramidl Parallelogram
Medicine 2.66 (387) . - (202) 2.86 (160)
Obstetrics-~Gynecology 2.36 ( 22) 2.3C (100) 2.55 (211)
Pediatrics 2.47 (108) .75 ( 49) 2.51 ( 83)
Surgery 2503 ( 86) 2.iL (488) 2.57 (164)

(Figures in parenthesis are the number of residemts in each configuration.)

At’the’same time, the table of organiéatiom in the various hospital
divisions was classified accor&iﬁg to thé chances>an intern had to be
refained and promoted to higher levels of a residency. The author speake
of a "pyramid" structure if the orgamization chart provided fewer resi-
dents on eéch level of seniority. If many residents can be retained from
year to year, she talks of a "parallelogram" structurte.12 The question
is whether this formal structure is reflected in the‘attitude‘of the interns.
As Table 10 shows, this is indeed the case for all but the third row.

(The differences are all statistically sigmificant.) The spirit of coop-
eration is higher the less threatening the obiectiwe situation, as can be

seen from reading every row from left to rigirc.

11 The index of cooperativeness is based om he following questions

answered by each resident: "How many of womr mplleagues are open
and. free about exchanging information?" "Are willling to help out
when a fellow resident has a lot of work t= dm?"™ "Are trying to
"beat the other fellow out?" "Get along togetiher socially?"

12 For a more detailed discussion of the variate "organizational shape"

see the paper by Kaufman and Seidman (1970).
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Kendiall ~2roduced a =mird variate ras a qualifier. She studied thka
interns im 4= .rent r -=rments - clearly : d: visional segmentation.
Reading the ~Hg ires of TZ&ile 16 along columms. we see what this wariate

~adds te the hierarchizzl :egmentation. Wit~ ::ach promotiona’ "shape"
the sg=cialiszs in inrerpz=:]l medicime are tie =it cooperative :nd the
future surgeoms the Iemst cooperative - witn twe other speciali‘sts in
between. A folklorisz willmot be surprised ==~ surgeons have rather
harsh attitudes. But in fmrt the regularity of ~he figures is remarkable
and the whole result far from obvious.

Example 4, 1In Lipset's Union Democracy eighry local printing shops

involved in the study were classified by siz= and by the political con-
sensus of the members (over 63% of the shop wezx ‘or one party in the 1951
laral election). In T=ble 11 we learm what propoction of members are

active in union politics, within each type of larel.

TABLE 11

STZE OF PRINTTNG SHOPS AS A CONDITIOWING FuCTOR IN THE
RELATIONSHIP OF CONSENSUS TO MEMBER ACTIVITY

Percentage of membsrs active in union polities

Shops with high Shops with low
political consensus political consensus
Shops witn under 29% Riat
39 members (125) (&
Shops wiz= 30 or 43% 427
mo== members (105) a1=o

The unit= == this tzble then are unzion _ocels. Comp=—ing the first
and the--second wow of percent figures, w= find that in smz'll ‘=zhops there

is altogether less political activity. Eut Furthermore, t== two shop sizes-
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differ as tc the -=#fect of consensus on the extent of this zctivity. .IU
small shops wit ‘ow poli+ical consensus there is hardly any owert polit=cal |
activity. Ther - -rhe memberz are afraid that a visible lack of 3agreement
would endanger -~ cohesion of the local. Active politicking is not likely
to be a menace .:- the occup=tional importance of the large uniem local ke~
‘cause @ach membes can joiz = subgroup of equal sentiment. In large locals.,
the lewel of: poilizical activity is high, irrespective of whetﬁer th= local

1s homogenecus t:r*not.l3

Organizatizms provilde two additional features for quantificatzon:

the activities =f{ the mewmbexs and the interrelations bétween timem.

Wotiting new needs to be added to the gemeral ideas presented in this papery

but wany new comtinations emerge. Sociometric ideas can be combip=r with

the: notiom of hierarchical segmentalizaticn to form variates implicated

in more complex “ssues: to what extent is the rank and file repres=nted

on higher level committees? How far down have management peopls periodic

cont=cts? The notion of "close supervision" can be quantified in two ways:

W%:zanbuse z zuestionnaire asking employees whether the organization leaves

thesy opport::imy'for initiative, or we ~=m count the number of rules which

are 2odifisa 1n organizational documencs. Supervisory style can be approached

by askirg sup=rvisors what they think thev are doing =nd asking the:= subor-

diizates tc d=scribe their view of the same situation. Segmentalizzr—-on

also lends to new ideas on quantificétion. Alone, the problem of decentral-

izatior bed Ied to a great deal of literagure dealing with the flow of

communication, the storage of information, etec.

13 The base figures in parentheses themselves—-form-a two variats reliation:

smaller shops show high consensus more often.
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The “ield of "mrganizational measuremeat” is developing very quickly -~
no one has yet —xi=d a comprehensive =ystematic classification and this
in not the plaz:: to try it. If one iz sngaged in educational research,
he would be esm:ciz’y inte—esteé in Bartom's monograph (1961) on the study
of college =anviromme—ts which is one of the earlier efforts of systematization.

For more recen: dew=ispments., The Adminisscative Science Ouarterly should be

consulted. Im nez—iy every issme 2 new variate is proposed, applied, and
discussed. For zuick orientatimn, a coll&::ﬁion of empirical studies edited
by Heydebrand (1973) is especiaTly useful. His materfal is organized along
concmptual ideas zmnd would deserve cross—-snalysis to see whether specific
Substantive probi=ms require the use of specific types of wariates. Some
of this litsrat—= is not ea=y to follow. The reader is therefore urged to
work through thes .additional Findings “rom organizational studiss discussed

in our ex==rcise -wnk.

“ardatips on the Theme of Vardates

1. 7 gocial science we almost aiways try o order the abjects of

our inves: ¢=tdion along cne or mmre int=nded or lat=nt &imemsioms. The

items we purr tewmethe~ in an index are wsually mot importemt =n themselves —
They  =re ir licatoss of somethinmg else. <t is like a doc.-or who doesn't
have =zirec: acrtess to the lungs of his patient; he uses :- wariety of
‘symptvms and tests to decide how great tie probability is that his patient
‘has T.B. If a psychologist wants to know whether people -are anxious he
:asks them whether they have trouble sleepimgz, bit= thedir mails, worry

about extinguishing cigarettes, etc. The logic of su—h disposition conc=pts

and therr-translztion into classificate—- inctruments fo— Jdndividuals has

been explored by-many writers. It is izmortant to realiz= that the same
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’ logic applies to collective varfates. The imagery behind the notion of
college quality, for exampi=, 3= the idea th=t it has a considerable ca-
pacity to prowvide emcellent eduration. The inveszigator asks himself by
what instrumen-ss this capacity is exercised and the choice of the items
in the quality is made acco=iZmgly.

One more word about simzi= indicators. Sometimes they can be extended
into an index %y using what ome might call imtensifiers. For example,

. [ 4
certain etlmic ar religiious chsmacteristics are strongly related with

party vote. Gnas always worries about whether there are spurious factors
involved. So dnrimg a 1948 election study people were asked not only their
ethnicity bwt whether it was imwortant for them (Suchman and Menzel, 1955).
All minorities had a tendemcy = vote for the Demecratic Party, but when
they were very Jewishk or ery Ita’lian tneir rrepensity to vote this way

was especially =atfromg, as shown :n Table 2.

ZABLE 1T
PEIRCENTAGE DEMICRXTIC OF TWE-ZLET7Y VOTE

Cathalics ziwo:
Chose reiimipus g—up as

"partiryizmrly importanc” 56% (129)
Did not ~rmse it : 38% ( 31)
Jews who:
Chose the religious gwoup as
"particudarly immorrtamt" 2% ( 69)
Did mor choose it 3672 ( 39)

Negree= @up:
Thimk Whizms are 'mor endly"

or "Hairly frzenclr" —p Negroes 84% ( 71)
Think Whites ar= "very friendly"
tr Negroes 61% ( 13)

Italizn—Americans- who:
Have "'quite a lat" «of imrerest in

wiat 3§ going -on in I=:ly today 90% ( 18)
Have "not very-much”™ or ''no"
inrerest 79% € 75)
i
e

ERIC ‘
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The table does not expiain the main finding, but it establishes it morec

firmly by demonstrating that the percent Democratic vote increases with

degree of ethnicity. Simple ethnic identity was extended into an index

of ethnic intensity using indicators of its importance. The result

was a stronger demonstration of its relationship with other variates.
The use of single demographic terms as variates raises problems

of specification. One finds that older people have more strict attitudes

regarding sexual morality. What does age mean here? Having been bfbught
up at a time éf strict standards? Having become wiser as to the later
consequences of early sex experiences? Having become insensitive to
the importance of emotional experiences? For many cases the answer
comes from techniques of interpretation which we shall discuss presently,
2, A typical use of multidimensional inférmation is the "profile."
A student who has taken three tests: one on verbal facility, one on
utilization of symbols and one on visual dexterity, can rate differently
on eaéh of them. One might not want to rank the students but prefer to
distinguish different types. Literatuve exists on how to reduce large
numbers of such profiles into a small number of types and how to assign
"mixed" cases to the nearest t}pe. Inversely, intuitive typologies pro-
posed by authors can be better understood by "substructing” the multi-
dimensional classification from which they might have been derived —-- often
without the author being clearly aware of his reasoning. Profiles have been
applied to collectives as weli as to individuals. Much work has been done
on describing the climatg of a college: its traditions, its goals, its
administrative practices, and so on. The categories in which such des~

.criptions are made reflect the demands the college makes on its students.

i
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At the same time there is an old tradition of personality measurements
which describes the values, interests and working habits of students.
Séholars have been interested in developing counseling techniques by
matching the profile of the college with the profile of a candidate.

The relation between profiles and typologies has been discussed by
Barton (1971). The more matﬁematical procedures to derive dimensions
from all the interrelations between a set of items ~ factor analysis,
multidimensional scaling, latent structure analysis ~ are not included
in our discussion.

3. The choice of indicators is closely related‘to what is usually
called the validity of a scale. Does it measure what the investigator
wanted to measure? In.this form the question cannot be answered. As
the scale represents an intended classification, one would have to compare
it with the intention of the investigator for which there is, of course,
no direct measure. There are only indirect ways by which a scale can be
tested in this sense, and this leads to the notion of construct validity.
1f, for instance, a new personality test is developed, one wants to be
sure that this scale does not have a high correlation with cther scales
intended to measure a trait which goes under a different name. We also
would want to see whether the scale leads to an expected result in a well
examined fjeld so that we can trust its use in unexplored areas. -The
literature on validity is very extensive; two characteristic references
are Cronbach and Meehl (1955) and Campbell and Fiske (1959).

| There seems to be é difference in the scaling tradition of various
disciplines. Psychologists usually concentrate on a few scales and develop
and exteqded tradition to standardize them. They look for the best ways

to measure basic concepts like anxiety or aggressiveness. Sociologists are

-

39



Page 37

nach more willing to take chances on non-standarized instruments because
they need so many scales and know that their content has to be changed often.
Suppose we want to study whether a voter is more concerned with domestic
affairs than with issues of foreign policy. Obviously, the indicators for
two such scales have to change as the political scene changes.

The greater "carelessness" of the sociologist is related to the fact
that his correlations are to begin with much lower than those a psychometri-
cian is uysed to. It can be shown that this leads statistically to a rather

useful and safe rule of thumb called the interchangeability of indices.

In The Academic Mind the "eminence" of a social scientist was measured by

two variates. One was a combination 6f elements consisting of the honors
he received (prizes, election to professional office, etc). The other was
based on the number or type of_his publications. The two variates
classified a social science professor in very different ways. Their

interrelation is given in Table 13.

TABLE 13
INTERRELATION BETWEEN TWO INDICES OF EMINENCE
Productivity Score Honors Score

4,3 (High) 2 0,1 (Low) Total

4,3 (High) 789 261 64 1114
2 196 214 201 : 611
0,1 (Low) 20 134 535 689
Total 1005 609 800 2414

One could easily worry about which variate is "better." But when it comes
to establishing an empirical proposition, it seems to make little difference
which one is used. The problem was whether eminence leads to earlier pro-

motion to full professorship. Obviously, age had to be considered because

40



Page 38

it increases the probability of the top academic position. Tables 14 and
15 test the pfbﬁositon, using two different variates for eminence, which

are themselves not highly related.

TABLE 14

- PERCENTAGES WHO ARE FULL PROFESSORS ACCORDING TO AGE
AND EMINENCE (PRODUCTIVITY INDEX) —

Eminence in Terms of

Productivity Score ‘ Age
Under 40 41-50 51 or More
4,3 (High) 15% (324) 63%Z (358) 877 (421)
o2 7% (349) 39% (131) 657 (122)
0,1 (Low) 2% (439) 237 (126) 457 (108)
TABLE 15

TABLE 14 REPEATED USING THE HONORS INDEX OF EMINENCE

Eminence in Terms of

Honors Score Age
Under 40 41-50 51 or More
v4,3-(High) 18% (312) 657% (308) 887% (368) -
2 - 6% (298) 287 (149) 73% (148)
0,1 (Low) 2% (488) 227 (150) 447 (132) g

The two tables provide practically the same result. Eminence, héwever
measured, is conducive to promotion and so, incidentally, is age. (Tye_
critic of academic life might compare the first line and the last columns:
sitting it out seems more succeséful than effort.)

Closely related to the problem of validity is another decision which
an investigator may have to make at his own risk. Take again the example
of college quality. Should cne include in the scale the test scores

obtained by seniors who take the graduate entrance examination? From one
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point of view the answer is negative. One would be inclined to con-
"strue college quality in such 'a way that one can qbtain as a substantive
result the relation between the quality of the college and the perfornance
of the.students. For other purposes one might want to .include the students'
test scores in the description of the college, for instance, if one wants
to compare private and public institutions. Such a decision is not always
ensy and can affect the validity of the index. A famous exampie of this
is provided by the "authoritarian persnnality."l The F-scale (Adorno, 1950)
somehow measures people's "meanness." .The score is highly related to anti-
Semitism. FWhen would one make ethnic or religious discrimination part of
an enlarged F-scale? These are substantive decisions which have to be left
to the intuition of the investigator.

4. Judgment may also bg necessary in the construction of indices.
The measurement of effect exemplifies confounding issues, Suppose a
political party offers a prize for the distriqt leader who shows the
biggest improvement in voting record. Two leaders compete for the prize,
one who increased his party's vgte‘from 70%Z to 86% and tke other who
increased it from 20% to 30%. The first one says his 16% is remarkable
because he nad only 307 of the original voters among whom he could make
converts. So his improvement is one-third.(10%/30%) while the other man
had only an improvement of one-eighth (10%/80%). "No," says his compet-
itor. The earlier vote in his district was a sign that it was hardlto
make any‘inrdad into the other pa;ty’s strength; the fact that he increased
the vote by one-half while his competitor increased it only by one-seventh
should give him the prize. At issue is the appropriate baseline for

measuring effect.
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Hovland (1949) gives an interesting example pertinent to evaluating the
effect of educational material. During World War II, a group of American
soldiers were shown a film "The Battle qf Britain,"‘ﬁhiéh contained some
information on the British Navy. Affer the showing this group and a matched
group not exposed to the film were asked one inform;tion question.14 The
two samples we;e'divided into four groups according to their educational
backgrounds. Table 16 shows in the first two lines the proportion of re-
spondents who gave the correct answer. The last two lines give the “effect"

established by the two ways just discussed.

TABLE 16
PERCENTAGE ANSWERING CORRECTLY ON ITEM EXPLAINED IN A FILM

Grade School Some High  High.School College

Men School Grad. Men
A) Exposed Group: A = 32% 57% 607 787
"B) Control Group: B = 31% 29% 38% 55%
Effect 1: E = A-B _ o3 .97 .58 42
; —
)
Effect 2: E, = A-B .01 .39 .35 .51
1-B

- The educated soldiers are, to begin with, better informed. But Effect 1
seems to indicate that soldiers with some high school education learn most

from the film (El = .97). Hovland rejects this conclusion in favor of Effect 2

14 The soldiers were asked whether they believed that the British'Navy could

not operate in the Channel because of the danger of air attacks.
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‘which indicates that collegg edﬁcated people also learn most (E2 = ,51),

He feels that El is affected by a "ceiling effect," the coilege people have
little chancg'of,improvement as a group because SUch_a large proportion is
alré&dy informed.15

The difference between the méasures may be stated in another way:
E1 measures improvement relative to the percentage who already know the
. correct answer, while E2 measures improvement relétive to the percentage
who do not know the answer. Thus El is a percentage increase in the
knowledgeable proportion of the sample,-while E2 is a percentage decrease
in the uninformed sector. Both cases must be interpreted with consideration
for initial'leve;s.

5. We have discussed, above, the most elementary ways to combine
elements into variates. More complicéted questions can be raised. Is it
possible, on statisticallgrounds; to exclude items because they "don't
belong" in the scale? Do we need mathematical models like factor analysis
. or latent structure analysis to combine items? This is not the proper
place to go iﬁto these. I only want to comment on the question of whether
it is sometimes justified not to combipe elements at all? Almond and
Verba (1965) used the Rosenberg-"Faith in People" quéstions to compare:

a number of countries. Each country was characterized by the proportion
of people in a public opiqion poll who gave positive replies to each

individual question --- an aggregate multidimensional collective variate.

Clearly, an average of the six step séale for each country would have been

15 An additional shortcoming of E, is that it cannot be applied to cases

where everyone is initially un%hformed —-- one cannot divide by 0.
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quite unrevealing. On phe other hand, for individual respondents, a
separate listing of five answers would not have been as useful as an index,
such as used in Table 3. The reader is invited to sketch a profile for each
country in Table 17. Obviously,.the United States and Germany come out .
very differently; Mexico's profile is a strange mixture, which may be .

characteristic for a peasant society.

TABLE 17
SOCIAL TRUST AND DISTRUCT, BY NATION

Percentage Who
Agree That U.S. U.K. Germany Italy Mexico

Statements of Distrust:

"No one is going to

care much what ‘happens

to you, when you get right - .
right down to it." 38 45 72 61 78

"If you don't watch
yourself, people will .
take advantage of you.' 68 75 81 73 94

Statements of Trust:

'""Most people can be
trusted." 55 49 19 7 30

'""Most people are more
inclined to help others
than to think of them-

selves first," 31 28 15 5 15
"Human nature is

fundamentally .

cooperative." 80 84 58 55 82

Total Number of
Respondents (970) (963) (955) (995) (1,007)
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One might call this the use of "silent scales:" the separate reporting
of items with the implication that the reader has all the information
necessary to visualize the result if the items were combined. Lipset, in

chapter 2 of his book, Political Man, compares a large number of countries

according to whether they.have or do not have a democratic political system.
His thesis is that the probability of such a system is greater if & country
is wealthy, has a high level of education, is industrially: developed, etc.
He records a score»of such items and invariably finds that on each of them '
the democratic countries fare better than the undemocratic ones. Obviously
for his main thesis this is a very persuasive procedure. It might have its
shortcomings if Lipset had introduced additional "outside' Qariates of the
kind which have been asked in other studies: 1Is a stable democracy com-
patible with frequent changes ef government? Is it compatible with -an
authoritarian form of schools or factory management? He might then have
needed some index of‘prosperity to use as a specifying variate in a more
complex:type of multivariate analysis.

Type of Multivariate Propositions:

Every table reported so far implied some factual proposition stating
the interrelation between variates. To see the "grammar" involved in this
kind of language, a number of distinctions are helpful.

We begin with a finding from the study of hospital interns mentioned
before. Ekperts classified colleges, medical schools and hospitals into
high and low categories according to their quality. Tabulations for 2,62§
respondents showed that attendence at a superior institution increased

the chances of acceptance at a superior place at the next educational ievel, .
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The cross-tabulation for unaergraduate college quality and medical school
atgended is shown in Table 18a. The difference in the chance'for attending
.a good medical school is 20% in favor of students from a high quality
college. The relationship between medical school quality and hospital

of internship is given in Table 18b. The difference in the chance for a

TABLE 18a TABLE 18b
QUALITY OF COLLEGE RELATED TO- QUALITY OF MEDICAL SCHOOL RELATED TO
QUALITY 0? MEDICAL SCHOOL QUALITY OF HOSPITAL OF INTERNSHIP ‘
College Quality Medical School
High Low Quality
Medical High 56% 36% High Low
School
. [/ qﬂ
Quality Low 447 647 Hospital High 667 4~A
Quality . . .
1061 1568 Low 347 577
1168 1461

good internship is 23% in favor of students frm~ a superior medical school.
But the effect over two steps —- from college to hospital -~ is much smaller,

as can be seen in Table 18c.

TABLE 18c

QUALITY OF COLLEGE RELATED TO QUALITY
OF HOSPITAL OF INTERNSHIP

College Quality

High ~ Low

Hospital High 56% 51%
Quality Low 442 497
) ‘1061 1568

It is apparent that the effect of college quality on eventual placement

in a high quality hospital is indirecct: college quality has an effect on

Q ' ‘4:7
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acceptance at a superior medical school'&hich, in turn, has an effect on
acceptance as an intern at a superior hospital. But the direct effect —-—

college quality on hospital quality -~ is small. However, it can be

demonstrated with greater formality that even the apparent direct effect

of college quality is simply a reflection of its indirect influence:

if one controls for medical school quality, the relationship between

college quality and hospital internship quality virtually disappears,

as demonstrated in Table 18d.

TABLE 18d

T=Z' RELATIONSET® BETWEEN COLLEGE QUALITY AND HOSETITAL
QUALITY CONTROLLING FOR MEDICAL. SCHOOL QUALITY

Medical Schoo’ Quality ;i}

High ' Low

College Quality -

High Low ~ High Low

Hosﬁital High 67%2 657 427 447

Quality o~ 332 35% 587  56%
596 572 465 996

We experience the role of the medical school as an interpretation

of the college-internship relation because it is clearly "intervening,"
it comes iIn time between college and internship. If medical school
were antec=dent to college we would rather talk of an explanation and test

for a spurious16 relation.

16 '
A relationship can be demonstrated to be spurious if when the effects

of one or more antecedent variates (related to the principal variates)
are controlled, the relationship becomes negligible. Thus the initial
observed effect is shown to have been produced by antecedent variates.
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- Concern over the temporal position of a qualifying variate is essential
to making causal inferences, as shown in the following example where
qualifying variates assume either of two positions. It is found that in
densely populated areas the crime rate is higher than in sparsely populated
areas.  Some authors state that this could not be considered a true causal
relationship; but such a remark if often used in two very different wa&s.
It could suggest an intervening variable: for instance, the increased
irritation wirich is the result of crowded conditions. This does not de-
tract from the causal character of the original relationship. On the
other hand, ::he argument might go this way: low-rent areas attract poor
people who camnot afford spacious housing, and whose poverty syndrome
is associated with higher criminality than in other populations. Here
the character of the inhabitaﬁts is antecedent to the crowding. TIn this
case the original relationship is indeed explained as a spurious one and
should not be viewed as a causal chain.

Probably‘the most fruitful mode of analysis are the so;called

specifications. During World War II, absenteeism in the factories was

a national concern. One large~scale study showed 567 of .all male workers
and 637 of éll female workers had been absent at least once during a
recent period of observation (Katz and Hyman, 1947). Was this a sign that
women take their work less seriously? A more convincing explanation came

from a cross-tabulation reported in Table 19.

TABLE 19

PERCENTAGE ABSENTEES AMONG 4 GROUPS OF WORKERS

Married Unmarried
Male _ Female Male . Female
517 697 57% 57%

49
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The original sex difference is now reduced to the left side of Table
19. Only among married workers are women more absent than men -~ and there
the difference is considerably greater (69% - 51% = 18%) than fhe one with
which we started (63% - 567 = 7%). Inversely, there is no sex difference
in the absentee rate of unmarried workers. In view of the traditiomal
family recoconsibilities of married women the interpretation will row be
quite obvious. In a formal way the variate "marital status" has been used
as the goalifier of the original result. (The reader is invited to'single
out the natufe and role of qualifiers in examples 1 and 4 of the preceding
section on organizational analysis.)

Two -versions of specified propositions are noteworthy. Sometimes we
are investigating the relation between two indi%idual char;cteristics. If
this relation is different from one context to another, we can talk of
contextual proposition. A good example comes from a very interesting paper
by David Nasatir (1972) who studied academic failure of students living
in Berkeley dormitovies He divided his students into academic and non-
academic types, according to whether they thought of college as a way to
obtain a basic general education or as the road to vocational advancement,
For both types he figufed the failure rate as the proportion of students
who dropped out ‘before graduation. As would be expected, the failure rate
for the academic type was lower (107%) than for the non-academic (20%). He
tﬁen introduced a characteristic of the dormitories as a collective variate
of the aggregative kind. The academic dormitories were those with a ma-
jority of académic'students; the non-academic dormitories were the others.
The finding due to this refinement of the analysis was as follows: 1in

non-academic settings the failure rate of the two types of students was
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about the same. The difference between academic and non-academic in-

‘dividuals was concentrat=d and very large inte=ed in the academic residences.

TABLE 20

FATLURE RATE BY TYPE OF RESIODENCE
FOR TYPES OF INDIVIDUALS

Type of.tw~ . Type of Resid=nce
Individuals Academic Non-Acadenic
Academic 7% ( 42) 127 ( 42)
Non-Academic . 26% (120) 14% (106)

To put it in somewhat sharpened terminology, the relation bétween motivation
and success is very small in one environment and very strong in another.
CA further intereéting spécification might refer to the road by which the
two types. of students were distributed to the two types of dormitories.
No datg seem to have been available on this padint.)

Contextnal propositions: then show how a :collective variate affects
the relation berween two indfividual variates. As such, they are especially
close to the interest of the:sociologist who wants to know how psychological
patterns are affected by a social structure. But the general mode of
specifying propositions is also closely related =o a psychologicalltradition.
The literature on tests often discmsses notions like moderator and suppressor
variables. In the frame of the present discussion these are all qualifiers
which affect an originally undifferentiated prediction. Ann Pasanella
has discussed this matter in a comparative analysis of "Stratifying

Devices" (1972).
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INTRODUCTORY EXERCISES .
--David A. Ford

Exercise Set 1

The purpose of this exercise set is to make certain that you understand basic
skills needed to work with tables. If you have any experience at all with reading
or constructing percentage tables you might want to skim part A and proceed to

part B where you can check your skills.

Part A

Table ; is ?;:tended to show the relationship between political involvement
and identification with a labor union for 428 individuals. What does it tell us?
Is there a relationship between the variates? First, to facilitate our under-
standing of the table, we should determine intuitively what we expect to find.
For exampie, one might hypothesize a relationship of the form "the greater the
union identification, the higher the political involvement.'" That is, if we
select an individual from the sample who identifies with the union to a great
extent, we would also expect him to have a relatively high political involve-
ment. Conversely, if the person selected does not identify strongly with the
union, we would expect him to have low political jnvolvement.

In terms of the aggregate of individuals, we expect the percentage exhibiting
high political involvement to be greater for those with high identification than
for those ﬁitﬁ low identification.. Such is the case in Table 1.

Suppose our hypothesis stated a reversed dependence structure: "The higher

the political involvement, the greater the union identification." Let us see if

Key's data substantiate that hypothesis.

1) According to our discussion above, we should expect a greater/lesser
percentage of individuals with high involvement to have high union
identification. Is this true for Key's data? We cannot answer the
question with the present form of the table because it is not percen-
taged by political involvement. That is, the figures in the rows
‘rather than the columns should add to 100%.

We can retabulate and percentage the data under the following steps:

1. convert all table entries to raw figures.
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2, sum the raw data across each row to get the total number of
persons with each category of involvement.

3. compute percentages by political involvement.

Let's try it.

1. The number of persons with high involvement and least identi-
fication is found by taking 17% of the total who are least
identified:

83 %..17 = 14
2) Thus persons have high involvement and least identification. The
number of persons with political involvement level 3 and least identifi-

cation is 19% of 83 or . Similarly, the number of members with iden-
tification level 2 and high involvement is 14% of 126, or .

2. The row totals are found by simply adding up the number in
each row.

3) Complete the remainder of the table below:

Table 1.1 Sense of Union Identification in Relation
to Level of Political Involvement

Union Identification

Least Most
Identified Identified
1 2 3 3 Total
Political High 4 14 18 29 38 - 99
“nvolvement 3 16 36 26 )
2 30 42
Low 1 23
Total 83 126 109 110 428

You can check your work by first making certain that the figures in the columns
sum té the correct totals, and then by making certain that both the column
totals and the row totals add to 428.

Note: If you happened to check the figures already given, you discovered that
they were "doctored" to insure that they sum to the proper totals. Convertiﬂg
to raw‘figures from percentages often produces fractions which mﬁst be rounded
to whole numbers (we can't have 3.33 people!). This typically results in skight
errors, but in this exercise it need not bhe éf great concern to you, because we

have insured that your rounded results will be correct. But in the absence of

further checks on the data, you should recognize that your answers are approxi-
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-

mations which may not be perféctly consistent with the original data.
3. Finally, to determine the relationship of union identifica-
tion by political involvement, you must compute the percen-—

tages across the rows.

4) Fi11ll in the following percentage table:

Table 1.2 Level of Political Involvement
in Relation to Sense of Union Identification

Union Identification

Least Most
Identified Identified
1 2 3 4 Total
Political High 4 147 18 30 38 99
Involvement 3 16% 35 25. 103
2 23% 31 134
Low 1 25% 92

Check your work by making certain that the rows sum to 100%. (See Note
abové concerning rounding error).

It is customary to present tables in such a way that the column totals
are the bases for percentaging. Accordingly, your new table might be inverted
and displayed as follows:

Table 1.2 Level of Political Involvement in Relation to
Sense of Union Identification

Political Involvement

High Low
4 "3 2 1
Least ‘
Union Identified 1 147 16% 237% 25%
Identification 2 18 - 35 31 33
3 30 25 21 28
Most 4 38 24 25 14
Identified

100% 100% 100% 100%
N 29 103 134 92
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-We can now return to our primary concern: is it true that the higher the
levei of political involvement, the greater the sense of union identification?
Apparently "yes", although the relationship is not very strong. Reading across
the bottom row from High Involvement to Low Involvement, we see that the percen-
tages of those who identified most decrease, although there is essentially no
difference between involvement levels 3 and 4 iﬁ the Most Identified category.
Conversely, looking at the top row, as involvement decreases, the percentages.
with the least identification increase.

Notice that, fof the most part, the differences are clearest and most con-
siétent between the highest and lowest categories of both variates. The middle
categeries are not especially sensitive indicators for demonstrating the expec-
ted relationships.

Key might have simplified the table while simultaneousiy highiighting the
relationships by collapsing the variates into simple "high" and "low" (or "least"
and "most") categories. Thus, for each variate, persons with levels 1 or 2 would
be combined into a single "low" ‘category, and those with levels 3 or 4 would con-
stitute a single "high" category. Under this collapsing procedure, we would have
209 persons classified as having low union identification and 210 as having

identification.

5) Similarly, there would be 226 persons with low political involvement and
with high involvement.

6) Cross—classifying these simplified variates yields a‘fourfold table. Fill

in the following table using the raw figures you computed for Table 1.
Table 1.3

Union Identification

Low High Total
Political _
Involvement High 84
Low 226
Total 209 219 428

08
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7) Determine the relationship between union identification and political
involvement by computing the percentages for the following two tables:

Political High Z %
Involvement
Low L
1007% 100%
N 209 219
High Low
Union '
Identification Low % %
High
100% 1007
N 202 226

You can see from these two tables that the relationships hypothesized are
symmetfical, i.e., political involvement tends to increase with high union
identification and union identification tends to increase with high political
involvement. You should realize that it is not necessarily true that variates
related in one direction will be related invefsely. A case in point is pre-~
sented subsequently.

The terms 'independent' and 'dependent' will be used henceforth tc describe
variates in relation to one another. An independeﬁt variate is assumed to cause
or in some other way influence the &alues of anothwer variate - the dependent
§ariate. In a hypothesis of the form '"the greater X, the greater V," X is the
independent variate and Y is the dependent variate. If you encounter a percen-

tage table demonstrating a relationship, you can expecf the percentages to be
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computed by categories of the independent variate; if the table follows the
convention of percentaging down colvmns, you will find that categories of the
independent variate form the columns while those of the dejendent variate
form the rows.

In Table 1 Union Identification is the independent variate and Politicai
Involvement is dependent. The exercise you just completed reversed that assign-
ment, assuming instead that Political Involvement is independent. Exercises
1a£er in this book will ask you to describe the dependence structure of a given

table. You may do so using this terminology.

Part B

Generally a table contains much more information than was principally
intended. We have just seen how the data from one table can be computed to
yield another table describing a different relationship between the variétes.
What additional information of general interest can be derived? What other
questions might be answered by the data in a table?

Two rather simple yuestions are often of interest (and probably would
have been answered by the researcher in the process of constructing a table
such as Table 1). The first concerns the simple percentage distributions of
iadividﬁals under the categories of each separate variate; the second concerns
the overall percentage distribution of the combined variates.

What percentage of Key's respondents identified least (level 1) with a
union? Table 1 already provides thc necessary data to determine this. We see
at the bottom of the first column that 83 persons are classified as "ig;st
identified.”" Also, we know that we are dealing with a total of 428 individuals
(this can be verified by adding the column totals). Thus, we can find the pro-
portion of those 428 individuals who identify least by dividing 83 by 428
(83/428 = .19). Multiplying by 100 gives us the percentage who identify least,
i.e., 19%. Following this procedure for each category of the variéte we can

compute a percentage distribution for union identification, displayed as follows:
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Union Identification

N 4
Least
Identified 1 83 19.4
2 126 29.4
3 109 25.5
Most 4 119 25.7
Identified -
428
1) We can construct a percentage distribution for political involvement in

the same way using the raw data you entered in Table 1,1. Fill in the
missing information:

Political Involvement
N Z

High

BN W e

428

VSometimes you may want to know the percentages of the total units within
contingent categories of the variatgs. You might ask, '"what percentage of |
persons had both the least union identification and the highest political
involvement?" Table 1.1 aéain provides data for answering the questioﬁ.

2) The upper left hand entry in the table shows that persons satisfy
the specifications.

3) Dividing by 428 and multiplying by 100 results in , the per-
centage with both the least identification and high involvement.
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Part C

To give you more practice in working with tables of the sort just
described, the next set of exercises will be based on z table which we
have not discussed hefore.

The relationship between performance variates and social-psychological
variates is an important concern of education researcherst Morris Rosenberg
and Roberta Simmons have examined the relationship between grades and self-
esteem for a sample of children from grades 3-12 in twenty-six Baltimore
schools. Table 1.4 shows data for secondary school children.

Table 1.4
Self~Esteem of Secondary School Children by Marks in School

Marks in School

Self-Esteem A B c D
High 71% 43% 39% 39%
Medium 12 32 35 22
Low 17 25 26 39

N (24) (279) (387) (87)

'1) What are the units of Table 1.47?

a) individuals )

b) collectives (non-organized aggregates;

c¢) collectives (organized groups)
2) How many points in time are represented by the data in the table?
3) What is the nature of the numbers displayed in the table?

a) raw data (frequencies)

b) percentages

c) scale scores

d) averages (means)

4) How many variates make up the tcable?
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5) VWhich (if any) variate in Table 1.4 is an independent variate?

6) Which (if any) variate in Table 1.4 is a dependent variate?

7) Table 1.4 supports the proposition that:
a) the lower a pupil's marks in school the higher his self-esteem
b) the lower a pupil's self-esteem, the higher his marks in school
c¢) the higher a pupil's marks in school, the higher his self-esteem
d) the higher a pupil's self-esteem, the higher his marks in school

e) the variates are unrelated

8) Complete the following table of frequencies using the data from Table 1.4:

Table 1.5

-

Self-esteem of Secondary School Children by Marks in School (frequencies)

Marks in School

Self-esteem A B c D
Highl 17 120 34
Medium ' 3 19
Low _ 0 101 _

N (24) ¢ ) (387) (87)

9) What percentage of the secondary school children had B marks in school?

10) ~What percentage of the secondary school children had low self-esteem?

Now consider the possibility that the relationship between marks and
self-esteem is symmetrical; i.e., that self-esteem influences schnol achieve~-

ment. Table 1.6 is set up to test for this possibility.

11) Fill in the missing information in Table 1.6.
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Table 1.6
Marks of Secondéry School Children by Self-Esteem

Marks in Self-Esteem

School High Medium Low

A 5% Z A

B 37 36

C 48

D _ _8 16

N (322) ( ) ¢ )

12) Table 1.6 shows that
a) the higher a pupil's marks in school, the higher his self-esteem
b) the higher a pupil's self-esteem, the higher his marks in. school
c) the lower a pupil's marks in school, the higher his self-esteem

d) the lower a pupil's self-esteem, the higher his marks in school
e) marks in school are unaffected by self-esteem

It is always possible that the relationship (or lack of a relationship)
between two variates may be influenced by other variates. Exercise Set 2

deals with multivariate tables displaying such influerices.
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Exercise Sct 2
Part A

Let us now examine ?able 2, a quantitative display of findings from Sill's
study on contributions to the March of Dimes. As was demonstrated in the text,
Sill's table differs from Key's table in most of the aspects of quantification
discussed. For now we shall concentrate on one of these - the nuwber of vari-~
ates, or the dimensionality, of thke table.

Table 2 deals with three variates: 1) x»edian family income of a county,
2) polio incidence rate of a county, and 3) the per capita centributions
(proceeds) for a county March of Dimes. The table is actually abstracted
from a more obvious three~dimensional table. Let's try reconstructing that
table (to the extent possible with the data on hand).

First, what data is missing that can be inferred from the table? We see
that only the percent raising over 34 cents per capita is given. The percent
raising 34 cents or less is not displayed. If you want to show both high and

low contributions, you might construct a table with the structure of Table 2.1

1) Fill in Table 2.1
Table 2.1 Per Capita March of Dimes Proc~eds in Counties
Served by Foundation Chapters
Mzdian Income of County
High Medium Low
Polio Incidence Rate of County
Per Capita
Proceeds High Medium Low High Medium Low High Medium Low
High - .
(Above 34¢) 757 57% % % % pA % % %
Low
(34¢ or less) 25

1007 100% 1007 100% 160Z 100% 1007 100% 100%

N 253 384
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Tables 2 ani 2.1 illustrate two different ways of presenting the same
data. The choice between them is often a matter of style, although not nec-
essarily arbitrary. Table 2.1 presents at a glance much more data than Table
2, even though the data were derived from the simpler table. But in a sense,
the extra information is redundant since any relationship observed among the
percentages of high contributions will obtain for the low contributions. This
is true in general when there are only two categories within a variate. Since
such is the case here, Table 2 is more parsimonious.

Actually, Sills presented his data in an even larger table as reproduced
in Table 2.2.

Table 2.2 | 1953 Per Capita Mrrch of Dimes Proceeds in Counties

: Served by Foundation Chapters

MEDIAN FAMILY INCOME OF COUNTY

High Medium Low
POLIO INCIDENCE RATE OF COUNTY#

1953 per capita

proceeds High Medium Low High Medium Low High Medium Low
$.47 and over 48% 27%  18% 39% 137% 8% 13% 1% %
<35-.46 27 30 36 25 22 17 16 3 2
« 26,34 16 30 22 18 28 19 18 12 10
.25 and less 9 13 24 18 37 56 53 84 .87

100z  100% 100% 100% 100% 100% 100% 100% 100%

N (253) (384) (83) (484) (793) (298) (54) (406) (318)
*1950-1952 weighted average.

2) Verify for yourself that Table 2 is derived from Table 2.2

The exercisaes which follow deal with relationships among the variables
of Table 2. You might find the data easier to work with when it is displayed as
in Table 2.1.

3) In preparation for subsequent exercises, reconstruct a table of raw figures
from Table 2.1 by filling in Table 2.3.

Q | 6(3
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Table 2.3 Per Capita March of Dimes Proceeds in Counties
Served by Foundation Chapters (in raw figures)
MEDIAN FAMILY INCOME OF COUNTY

High Low
POLIO INCIDENCE RATE OF COUNTY*

Per Capita
Proceeds High Medium Low-=High Medium Low High Medium Low
High (above 34¢) 190 219 45 278 75 16 16 9
Low (34¢ or less) 63 515 223 38 390 309
TOTAL : 253 384 298 54 406 318

Using the raw data of Table 2;3 we car reconstruct those parts of Sill's
thinking, through tables, which led to the final display of Table 2.

As discussed in the text, Sills expected per capita contributions of a
county to be related to the medizn family income. Verify that there was a
relationship in the absence ef the polio incidence variate. What is the re-
lationship between thé median family income of the counties and the per capita
March of Dimes proceeds? We can determine this by constructing a table with
the structure of Table 2.4. The table can be filled in using data extracted
from Table 2.1. It will first be necessary to determine the appropriate raw

data for each entry and then to percentage by family income.

4) Fill in the following table with the correct raw data:
Table 2.4
Median Family Income of County
o)
Per Capita High Medium Low
proceeds
above 34¢ " 454 663
34¢ or less 266
N 720 1575

Check your work by making certain that you have entered the correct column
totals obtained from Table 2 or Table 2.1. Then see that your raw figures

sum to those column totals. (Be alert to possible rounding errors.)

Q 5) Now complete the percentage table from the raw gata in order to show
[ERJ!: the relationship between the variates.
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Table 2.5 Median Family Income of County

Per Capita  yy.h Median Low

Proceeds :

over 34¢ 63% % A

34¢ or less 37 58

100% 100% 100%
N 720 1575

6) Are county per capita proceeds related to median family income?

It was not immediately obvious to Sills that the incidence of polio, un-
like family income, would be related to contributions. He had already found
only a week relationship between the polio incidence of a county and the per-
centage of March of Dimes contributors in its population. Oﬁ the other hand,
if the incidence of polio were related to median family income, one would
expect polio incidence to be related to contributions, if only spuriously.

Do Sills'" data show a relationshjip between family income and incidence?
7) Using the precedures of the previous exercise, complete the following

percentage table. [Note: the raw data for this table are taken di-
rectly from the figures in parentheses in Table 2.]

Table 2.6 . :
Median Family Income of County
High Median Low
Polio Incidence
in county
High 35% 31% %
Medium 53 50 52
Low 12
100% 100% 100%
N 720 1575 778
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Quite clearly, there is a moderate relationship shown in Table 2.6. Then

what about the relationship between polio incidence and contributions?

8) Complete Table 2.7.

Table 2.7 . Polio Incidence Rate

Per Capita

contributions High Medium Low
Over 3b¢ . 65 32% K
34¢ or less 35

1007% 1007 100%

"N . 791 1583 699

Having discovered"these relationéhips, what reasons could Sills have had
for constructing‘a table such as Table 2.2? ' One obvious reason is that it
presents a considerable améunt of data in a very simple form~-just look at all
the tables you were able to préduce from it. But perhaps more iﬁportant; it
shows that the relationship between the incidence of polio and per capita
contributions holds despite the influence of family income on contributions.

This type of procedure for analyzing relationships among variates is
essential for understanding causal structure. You will have other opportunities

for this type of analysis later.
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The following set of exercises is intended to give you more practice
with identifying aspects of quantification and with representing relation-
ships among multiple variates. The exercises should also serv; to intrqu
duce you to methods of multivariate analysis.

David Nasatir has studied selected influences on students' success
or failure in college. His work is of particular interest for its use of
variates relating individuals to the social contexts in which they function--
an approach known as contextual analysis,

Nasatir examined data onvglb"male dormitory students from the entering
class of 1959 at Berkeley. His principal variates‘were i) the academic
status of each student (having passed or failed), ii) a classification of
yesidences-into academic or non-academic types, 1iii) a similar classifica-
tion of the studénts, and 1iv) the degree to which a student was integrated
into the social context of his dormitory. Data were obtained from records
on student residences and from questionnaires administered to the subjects.
A student was classified as having failed if, after two academic years in
residence, he had been dismissed because of academic failure:. He was
further classified according to his academic (or non-academic) or.entation,
indicated by expressed "agreement with a statement that the most important
reason for attending college is to obtain a basic general education and
appreciation of ideas.” The same indicator served as a basis for labeling
residences. A dormitory was "academic" if the proportion of its fesidents»
agreeing with ;he education statement was greater than the mean of“such

proportions for all dormitories.

«3
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Nasatir's initial findings on the effects of individual type and
residence type on failure are presented in Table 2.8. Examine‘the table
closely. The questions that follow deal with both the overall relation-
ship and the more detailed pairwise relationships between the variates.

Table 2.8 Failure Rate by Type of
Residence for Types of Individuals

Type of Residence

Type of
Individual Academic Non-academic
Academic (percent) 7 12
Bases of percentages 42) (42)
Non-academic ’ 26 14
Bases of percentages (120) (106)

1) What are the units of Table 2.87

a) individuals .
b) collectives (non-~organized aggregates)
c) collectives (organized groups) =~

2) How many points in time are represented by the data in the table?

3) What is the nature of the numbers displayed in the table?

a) raw data (frequencies)
b} percentages

c) scale scores

4) averages (means)

4) How many variates make up the table?
5) Which (if any) variates in Table 2.8 are jndependent variates?
6) Which (if any) variates in Table 2.8 are dependent variates?

7) Which one of the following propositions is not supported by Table 2.8:

a) Academic student types in non-academic residences are more likely
to pass than are non-academic students in academic residences.

b) Academic students in academic residences are less likely to fail
than are academic students in non-~academic residences.

. - : 7:1
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¢) Non-academic students in non-academic residences are more
likely to fail than are non—academic students in academic
residences.

d) Differences in the failure rates of academic aud ncn-“:alen o
students in non-academic residences are negligibic.

The following questions concern quallFled relationships among the

variates. You will probably find it necessary to reconstruct simple bi-

variate tables to help you interpret the data.

Indicate whether each of the following propositions is true or false:

8) A greater proportion of students in academic residences failed than
did students in non-academic residences.

9) A greater proportion of academic studehts failed than did non-acadenmic
students.

10) The greatest proportion of failures were non-academic students in non-
academic residences.

11) A greater number of students in non-academic residences failed than
did students in academic residences.

12) The greatest number of students who passed were academic types in
academic residences.

13) Most of the academic students lived in non-academic residences.

As you have Jjust seen, several of Nasatir's findings are quite surprising.
Principal among these was that the proportion of non-academic students who
failed was greater for those in academic residences than for those in non-
academic residences. However, you discovered that, in gensral, the Eeilure
rate was higher in academic residences. Since this was not true for academic
students, there is clearly interaction between student type and residence in
determining failure. What else might contribute to explaining the discrepancies

Nasatir proposed that while residence itself is important, it is especially

important to know the extent to which a resident is integrated into the life

12
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of the dérmitory. Accordingly, he measured'a student's integration using
the proportion of time the student spent in the company of others in his
residence. Relating degree of integration to both failure rate and failure
by type of individuai, Nasatir found that non-integrated students were more
likely to fail, but that this relationship was reversed for academic types,
What - then was the effect of integration on the three-variate relation-

ship of Table 2.8? Table 2.9 provides the evidence.

Table 2.9 Failure Rate by Type of Individual
Degree of Integration and Context

INTEGRATED  NON-INTEGRATED

INDIVIDUALS INCIVIDUALS
Non- Non-
TYPE OF INDIVIDUAL Academic academic Academic academic
' Context Context Context Context
Academic (per cent) 0 19 11 29
Bases of percentages (14) (16) (28) (26)
Non-academic (per cent) 16 7 10 17
Bases of jercentages (38) 29 (82) (77)

Are the following statements, according to the evidence presented in

_ Table 2.9, true or false?

14) 1In an academic context, a greater proportion of non-integrated academic
students passed than did integrated academic students.

15) When degree of integration is controlled, academic students in non-
‘academic residences are more likely to pass than are non-academic
students in academic residences.

16) In a non-academic context, the differences in the failure rates of

academic and non-academic students are negligible when degree of inte-
‘gration is controlled.
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17) The failure rate of non-integrated students is higher than that of
integrated students.

18) The failure rate of academic students is higher among those who are
integrated than among.those who are not integrated.

Perhaps the most interesting pofnt made evident by Table 2.9 is that,
controlling for degree’of integration, the failure rate is apparently a
function of the inconsistencies between types of individuals and their
social contexts.

19) Try to clarify this finding by stating it in your own words and
indicating how it is supported by Table 2.9.
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INDICES

Indices are critical aspects of duantification as language. Often the
concepts and relationships one wants toc describe are rnot amenabie to simple
verbal analysis, generally because they canﬁot be articulated uéihgfa word
vocabulary or because they are too complek to‘be analyzed parsimoniously.
Indices attempt to synthésize and simplify multidiﬁensional phenomena so as
to incofporate them into a vocabulary of figures.

;wYoﬁ undoubtedly use indices in your e;;ryday conversatibns, perhaps with-
out even realizing it. Economic indices aré ubiquitcus-GNP, the wholesale and
retail price indices, the cost of living index, the rate of inflation, and the
Dow Jones average are typicél. In baseball we use indices such as batting
averages, runs~batted-in (RBI's), and earned run averages (ERA) to indicate
étheletic performance and to facilitate our conversing about otherwise com-
plicated dimensions of ‘the sport. Beauty contests, gymnastic events, and
diving contests likewise use indices in judging winners. 3chool performance
is indicated by GPA, and knowledge is indoxed by devices such as GRE scores.

' At a more abstract level, we describe intelligence by an index of IQ and so~
cial class by a measure of SES. 1Indices may be constructed in a number of
ways. This section will introduce you to several techniques illustrating
the diversity.

We begin with a very simple procedure for measuring socio-economic status
(SES). There is no standard index of SES, but there is consensus on its com~
ponent indicators-income, educational level, occupational prestige, or a sub-
set of these. Suppose we want to index SES using income and education. If
each component variate has high, medium, and low categories, their cross-

classification yields the following table:
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Income
H M L

Education M

L

The cross~classification determines a five-category SES index for the differ-

ent combinations of categories that follow:

SES:
249 U UM M LM L
Ao A =
// 7/ 4 // /1
- 4 s s P 7
H // //. // 7 P
7 7
Education M | P i ’ -, s
“'v /, P2 Ve
L Ve 7 Vd
v
E M L
Income

Thus, an ;ndividual with high income and higﬁ'éducation is classified under
upper SES, while an individuval with high income and low education is cléssi—
fied under middle SES. ?his procedure exemplifies a relatlvely unambiguous
profiling method. -

1) As an aside, consider the outcome of this procedure had the arrows of
Table run perpendicular to those shown (i.e., in the direction of
the main diagoral).

a) Construct the table with this configuration of arrows.

b) What is the name of the index constructed through your table? (You
may not be familiar with the common label, but you can see what it
indicates by eramining the category-pairs).

Beyond profiling, the procedure discussed above gives a structure for a

simple summated index--a type of index constructed by adding the variates:
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where,
Y is the computed index yzlue
X, is the value of the i~ component variate,
k'is the total number of component variates,
Let us assign numbers to the categories as follows: L >0, M+ 1, H+ 2,
Then filling the table cells with the sum of contingent category codes results

in Table -1, a table containing index scores for SES as follows: L + 1, M + 2,

M -+ 3, U+ 4. Thus a person with medium education level (XE = 1) and low in-~

come (XI = 0) is assigned an SES score equal to 1 (i.e., SES = X, + XI =1+4+0
= l)o
H 2 4 3 2
Education-1 3 2 1 )
7 0 2 1 0
z 1 0
H L
Income

2) C(Compute the mean SES score (using a simple summated index as described
above) for a group of families distributed by Income and Education as

follows:
Income
L H
i0 |15 |
Education
- 10 5

40

. More complex indices of SES are typically formed undor regression analy-
ses and may be viewed simply as weighted indices ~ indices constructed by
summing numerical values of the ccmponent iandicators, each adjusted by a
weighting factor to reflect its relative contribution to the index. Of in-

terest here are adjustments made by multiplying raw indicator values by num-
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bers which will either increase or decrease an indicator's magnitude.

The details of constructing weighted indices involve theoretical issues
and measurement problems far beyond the scope of our interests here. How~
ever, to give you a feeling for how weighted indices may complement your un-
derstanding of an intricate phenomenon, we shall work here with a trivialized
méasure of SES.

Suppose your research requires a measure of family social class and you
have available data on families which include the highest level of education
attained by the most educated member, the combined income of all members, and
an index of prestige for the most esteemed of the members"occupations. For
each of the three dimensions, assume that the indicatoy values vange from 0
to 5 with higher scores corresponding té higher status. Let us assume fur-
ther that, regardless of the specific values any of the indicators may take,
each contributes a fixed proportion of the overall index of SES.

For example, if you believe that education, income, and éccupation con-
tribute equally to SES, then you would say that each contributes .33 of the
final SES index value. But if you feel that occupation contributes a great
deal more than income, and income somewhat more than education, you might

 regard the proportionate input of occupation as, say,‘145; of income as ,30;
and of education as .25. In the first case you apparently have no use for a
welghted index; in the second case, you have already suggested a weighting
schema--each of the indicatcrs can be multiplied by its proportionate weight
to adjust its contribution to the SES index.

A general formula for a weighted summated index is

k
Y =izlwixi’

where, :

Y is the index value th

X; is the value of the 1 .1dicator

w, is the weighting factor ror the i indicafbr
k'is the total number of indicators
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Using the Lypothetical weights suggested above, a family'with very high oc=~
cupational prestige (Xl (occupation) = 5), with medium income (X2 (income)
= 3), and with moderately high education (X3 (education) = 4) would have an

SES score of 4.15, computed as follows:

Cateéory % Weighting _ Partial
Indicator Value Factor Score
Xl occupation 5 .45 . 2.25
XZAincome . 3 .30 .90
X3 education 4 .25 l_O_(_)
SES = 4.15

or, using the computing formula,:

SES

i}

lel -+ w2X2 + w3X3

i}

<4595 + ,3003 + .25+4

)

2.25 + .90 + 1.00
= 4.15

3) Another family has medium occupational prestige (X, = 3), but very high
income and education (X, = X, = 5). 1Is this family's SES higher or lower
than the family in our exampie?

4) Suppose the category values for each component indicator ranged from 0 to
2 (rather than 0 to 5) but the weighting factors are those used above.
Construct a table showing all possible SES scores which may be generated
under the procedure discussed in this unit.
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Sociometric Indices

Sociomatrices, such as ;hat on p. 24 in the text, represent essentially
qualitative relationships in a form amenable to quantification. In what
follows we shall examine some indices used to indicate selected facets of
those relationships. The examples used here focus on sociometric studies of
the sort which request spbjecté‘fo choose others in a group according.to some

specified criterion.: Fbr_instance,'in Coleman's Adolescent Society, the "as-

sociation structures” of each school were depicted in sociograms constructed

from the studénts' reports.of who they ﬁgo around with most often''. Bear in

mind that sociometric methods are not limited to unweighted affective vela-
tionships; they may be applied to a wid= range of relationships including
those among whole groups as might be done in analyzing the functioﬁal de~
pendencies of organization departments.

‘As you work.with these indices, try to evaluate them for your own pur-
poses on the Basis.of your intuitions ahout small groups. The first exer-
cise is intended to facilitate your articulating thcge intuitions.

1) 7Tf you are not faﬁiliar withvsociomatrices, you may find it useful to
draw a picture (cocilogram) of the relations described. Complete the
sociogram of figure _ .1 by drawing an arrow indicating the relation-
ships summarized in the sociomatrix. (Each unit is represented by a

circle; an arrow from one circle to another indicates that the first
"ghose” the second; a double arrow indicates reciprocal choices.)

(6)

(1)
(2)‘// K\} )(5)

Figure .1
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Zeisel has suggested eight indices which may be used to describe socio-
metric data and thus elements of group structure. Each of these measures is
discussed briefly below. Study each methcd and be prepared to compute the
index for the data in the sociomatrix that follows.

Index 1 - Mean score received - This index measures an individual's ac-
ceptance by the group using the mean of the scores he is giyen by other
group members. It is computed for each individual by summing the scores he
received and dividing by the total number of other persons in the group {i.e.,
N-1).

Index 2 Average Deviation from the mean score--received - This measures
the mean deviation for Index 1 as an indication of the unanimity with which
each individual was chosen. Unanimous selection is reflected in a mean de-
viation score of zero. Index 2 is computed for an individual by summing the
absoluﬁe values of the difference between a score received and the mean score
received (Index 1) and then dividing by N-1.

Index 3 Mean score expressed ~ In contrast to Index 1, this index meas-
ures the extent to which an individual accepts other group members by select-
ing them. It is the total of the ‘Scores he gives divided by the total number
of others.

Index 4 Average deviation from the mean score expressed - This is the
mean deviation from Index 3. It expresses the degree to which an individual
discriminates in selecting other members of the group.

Zeisel's fifth and sixth indices involve correlations. Computational
procedures for these will .<t concern us ﬁere, but you should be certain to
understand their ‘irposes.

Index 5 A measure of rank correlation between the scores expressed by one
individual towards the other members of the group, and the score he received

from each of them. This indicates the degree to which a given individual
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reciprocates being chosen by selecting others. (Correlation coefficients
vary from -1.00 to +1.00. The strength of the relationship is indicated by
a value other than zero such that the greater its diétanée from zero, the
stronger the association. The sign of the coefficient corresponds to the
direction (positive.or negafive,of the relationship).

Index 6 A measure of correlation between the scores expressed for each
individual and the general mean score (Index 1) of acceptance of each fndi-
vidual. The higter the correlation, the greater the conformity of the scores
expressed by each individual with the group opinion,

Index 7 -The mear of the score given and the score rececived between any
pair of individuals. This is an index of pairwise affinity.

Index 8 The mean of all scores. This is a measure of group cohesive-
ness. . : Q

The sociomatrix in the text simply indicates the preéence or absence of
an association between individuals. Now let us assume that each 'X' ig a
measure of degree of association, ranging from 0.0.(n0 asscciation) to 1.0
(strong association),~as might have been found by asking subjects not only
who they chose but how much they liked each other. Table .1 is the corre-

sponding valued sociomatrix.

Chosen

Chooser 1 2 3 4 5 6 7
1 —-—— 1.0 .5 0. a. 0. 0.
2 1.0 - .5 C. 0. 0. 0.
3 1.0 1.0 - . . a. 0.
4 0. 0 0. - .5 1.0 0.
5 0. 0. .5 0. ~—= ¢. 1.0
6 1.0 0. 0. .5 Q. —_— 0.
7 C. 0. .5 0. 0. .5 —_—

2) Complete the tables by computing the appropriate sociometric index for
each blank using data from Table .1. '
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Individual
1 2 3 4 5 6 7
Indey 1
Acceptance : .50 .33 .08 .08 .17
Index 2
Unanimity of Acceptance . G4 220 140 14 .28
Index 3 »
Active Sociability .25 .25 .33 .25 .25
Index 4
Discrimination in Sociability .33 A4 .33 .33 .22
Index 5
Reciprocity 77 .99 .66 .86 .26 WAA .27
Index 6
Choice Conformity .86 .87 .86 -.30 0.0 .39 .27
. Tndividual 2 1.0
......... 5 s

4 0.0 0.0

5 0.0 .25 .25

6 50 0.0 0.0 0.0

7 0.0 0.0 .25 0.0 50

1 2 3 4 5 6
Individual

Index 7 Pairwise Affinity
Index 8 Group Cohesiveness =

Answer each of the following questions, #nd cite evidence for your respoﬁse

by giving the supporting index value.

3) 'Whiéh individual(s) shows the greatest readiness to accept others in the
group? :

4) Which individual(s) is(are) most selective in accepting others?
5) Who is most unpopular?
6) Whose popularity has the greatest consensus?

Q 7) Which individuals have the most affinity'for one another (lis: the pairs)?
. L.
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. 8)
9)
10)

11)

Page 30

Who is least conforming in choices of others?

Who is most co;fgrming in choices of others?

Wﬁo is 1éast reciprocating in choosing others?

Describe the group's cohesiveness in terms of quantitative evidence, and

discuss that «<idence in light of your qualitative knowledge of the group
(i.e., with reference to the sociogram).

The measures introduced here are by no means exhaustive of the possible

sociometric indices. Some fairly sophisticated indices have been developed

for studying cliq. - structures and hierarchical relationships. The interested

reader will find it most worthwhile to explore such possibilities for analy-

zing groups.
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The Language of Matrices

In expressing ideas about pairs of units or pairs of attributes, It is
often necessary to summarize a great deal of information in some simple, in-
terpretable fashion. If you are studying a class of 20 students to describe
the ﬁature of friendship relation between each possible pair (as, for exam-
ple, in determining if one student likes another), you wi“: have to work
with 20 x 20 = 400 possible relationships. Rather than listing so many pairs,
you.can construgt a table cross-classifying the 20 students, i.e. a 20 x 20
matrix.

You are already familiar with the fourfold tables summarizing bivariate
distributions of dichotomies, and with how the table facilitates the inter-
pretation of relacionships between the variates. The fourfold table is a
2x2 matrix;-the simplast manifestatica of matrices in the language of
quantification.

Information about pairs may be displayed by employing matrices, which
appear as tables to describe the relationship between two variates-~the
pairs being the cross-classification of one variate's categories with the
other's. Matrices are used to display sociometric data (e.g., friendship,
deferenge, authority, comnunication, etc.), as in the sociomatrix of the
text. Matrices also facilitzte analysis of data over‘time, as in panel

analyses, and studies of tur::sier and mobility.

Table ___.l1 is the gencral form of a matrix with r rows and c columns
(an r x ¢ matrix). Its typical entry, mij’ is the value appearing at the
: .th .th . .
intersection of the 7 row and the j column. A matrix with the same num-
ber of rows and columns (r=c) is called a square matrix. An obvious feature

of a square matrix is that all entries, mii’ form a diagonzl from the upper

left-hand corner to the lower right-hand corner--the main diagonal.

8H



Page 32

Table .1 A General r x ¢ Matrix
columns

1 3 L jeore o1

* 11 12 "13 ™13 ™ (e~1)

2 ™1 ™22 X T T E R YOS
Tows 3 maa T32 M,a m3j m3(c~l) .
‘ : ;

¢ M1 m'iz Miz 0 T By Tt Bie-1)
' . _' :
e menr "Dz "3 e (e-1)(e-1)

»a n e o=
r M1 B2 T3 mrj mr(c—l)

m

1c
2¢c

3c

ic

(;—l)c

m

rc

Suppose you want to display differences in school absent<e rates for five

schools. Tabie

.th
tation n, stands for the absentees in the <

the difference in absentee rates between the 7

Table
o 1
1 n, -0y
2 n,-n;
3 n,-ng
4 n,-n;
5 ng-n,

.2 gives a general matrix set up for this problem.

school; accordingly, n,

th and the jthschool.

.2 A General Matrix for

School
2 3 4 5
n,-n, n,-n, n,-m, n,-ng
n,-n, n,-ng n,-n, n,-ng
n,-n, n,-n, n,-m, n,-ng
n,-n, n,-n, n,-n, n,-ng
ng-n, ng-n n'—n4 Ng-ng

3 5
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1) The absentee rates for five schools are as follows: n,=5; n,~8; n,=7;

n,=12; n_=10. Construct a matrix showing the differences in ratesBamong
tﬁe schodls.

2) What is the mean difference in rates for the schools?

In a later unit we shall see how matrix informat‘on similar to what

you just computed contriputes to the construction of some highly sophis-~

ticzted indices.
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The Conceptual Interpretation of Fourfold Tables

A fourfold table (FFT) provides an ahbundance of numerical inforr *ion--
the cell entries represent a bivariate distribution of units under each com-
bination of categories from two dichotomous variates; the marginals are the
totals of units under each category of the variates considered separately;
the grand total is the tot-1l number of units under study. But in spite of
this abundance of numeric: ' I“;rmation, it will véry often hapnen tha.
FFT is treated as a numerice. ' .. presentation of one single concept. TFor ex-
ample, if the two dichotomies are the answer to the same question asked at
two different periois of time, the FFT indicates the stability of the reply
(this is usually "measured" by the so-called phi-coefficient). A typical
example is the following turnover table from a study of intentions to go to
college (Pasaiella, 1974).

Table 1: The Stability of College Plans from 10th to 12th Grade

10th Grade

th Plan to Go - Not Plan to
12" Grade to College 5o :0 Collage
Plan to Go
to College 847 20%
Do Not Plan
to Go to Colleg= 16 "_d§g
4360 4042

In.this unit we shall analyze tables representing two different concepts--
effect and bias. The nc:iou of effect was discussed in the main text for Hov-
- Jand's study of 2 movie's influence on soldiers' attitudes. Another concept
which may be wepresented by a FFT is the notion of "bias". It should be re-
membered that tﬁe term bias has two different uses. One refers to discrimina~
tion; and the other a perception culored by one's own attitude. The typical
" example here is the tendency of peévle to expect the vi:tory of a political

candidate whom they themsslvzs [.vor. This is exemplified in Table 2.

Eadn
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Table 2: The Relationship Between Pclitical Preferences and Expectations
For Victory

Candidate You Want to Win:

Republican Democrat

Candidate You Expect to Win:
republican X
Democrat X

Once a FFT is chosen to represent a specific couacept, say the notion of
political bias; it is then possible to compare various subgroups of a sample
according to their degree of bias. This was done :in a study of an elec—.' -
tion poll taken in 1948 in Elmira. The respondents were first classified by
two variates: their own vote intention (only the two main parties are iaclu-
ded) and whether respondents grew up in a city or in a rural area (the precise
distinction is irrelevant here). The sample divided itself according to the
following FFT.

Table 3: Bivaviate Frequency Distribution
of Respondents in the Elmira Voting Study

Region of Origin

Tarty Farm Town or City
Republicans 80 71 151
Democrats 24 123 147

104 194 298

The respondents were further asked how the majority of fsrmers inm their
county are likely to vote in the fo0 thcoming election. Table 4 shows the
percentage of respondents in each quadrant of Table 3 who think that the

majority of farmers will vote Republican.

- 39
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Table 4: Percentages of Respondents from Different Regions and
Political Parties who Believe Farmers Will Vote Republican

Region of Origin

Party Farm Town or City
Republicans 907% 71%
Democrats 427, 58%

It is easily seen that the perceptions of both country and city people
are politically biased. The respondents estimate a larger proportion of Re-
publican farmers if they are themselves Republican.

1) Reflect on the parts of Table 4 which represent this result. Construct
a "conditional" fourfold table to demonstrate the finding.

2) Table &4 also shows the ifect of the area in which people grew up. Here
the FFT represents a concept similar to the cne discussed in the main
text. Compare the differences in the influence of Region for Republicans
and Democrats by computing an effectiveness index for each.

Now that we have established two conceptual ideas - effeir and biased
perception - we can ask how background effect and biased perception are re-
lated. The result is rather surprising. People ar more biased in the es-
timation of their own group than in the estimation of the "other" group.
This requires a rather careful study of Table 4.> The differences between
the percentages ir the upper row are larger than those in the lower row.

3) Try to explain this result. Xeep in mind that, as shown in many elec-
tion studies, groups of personal friends are very likely to have the
same vote intention; this is usually established by asking respondents
how their friends intend to vote. In social theory this matter is dis-
cussed under the concept of homophyly. How would this concept be re-
ported by a FFT?

One might understandably ask whether this whole result is just a coinci-

dence. Table 6 was cunstructed to test the possibility. It gives in very con~

densed form the same type of result, but .nstead of dividing the sample by

. the area in which they grew up, they.arc classified according to their socio-

economic status (SES) (only the highest znd lowest categories are stown Qere).
The question the respondents had to anwwer was "how do you think the majority

of poor people will vote?" 90
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Table 5: Percentages of Réspondents of Different Sscioeconomic Status and
Political Party Who Believe Poor People Will Vote Republican

Socioecononmic Status (SES)

Political
-__Party - Low High
Republican 67% 37%
(165) (89)
Democrats 87% 82%
- (81) (11)

4) Reconstruct the sféps which led to Table 5 (as was done for Table 4).

5) a) 1Is the same numerical device used to obtain the result in Table 5 as
was used in Table 4? Explain. '

b) Can you find a new result by comparing the quadrants of Tables 4 and 5°?

The tables discussed above 1éad to the following generalization: people
are more biased in judging the intention of an ingroup to which they belong
rather than an outgroup. -
6) The generalization sounds like a relation between two concepts.

a) How many variates were involved in estatlishing the result?

b) One of the variates is not a dichotomy--which one?

Notice that this general result is independentkof whether the guesses of
the respondents are correct. Actually, in that Upstate New York election,
rural people voted more Republican than city people and most higher SES peo-

ple voted more Republican than lower SES groups.
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An Tndex of Degree of Associaticn

I. Very often one wants a measure of the strength of the relationship
between variates in a taonle. Any textbook in statistics will contain
measures of association appropriate for the data under study. Here we
shall be zontent to examine a very simple measure which is readily com-
puted from percentage tables. In our ea-.ier discussion of the relation-
ship between union identification and political involvement (Table 1), the
relationship was described through a comparison of the percentages for
categories of the independent variate. wévsimply looked at the difference
between thom to form an intuitive judgement about the direction and strength
of the relationship. A measure of the difference between percentages (call
it D) is computed for a given category of the dependent variate by sub-
tracting the percentages under a pair of independent variate categories:

D = P2 ~ Pl’ Thus, D is simply a number describiggﬁwhét we look for
intuitively when reading a percentage table. Tt ism;;nerally used with
f;urfold tables, but may be épplied to any percentage table.

The direction of the relationship is indicated by the sign of D (cof
course the direction inferred from the sign is determined from the set-up
of the table). D is positive:if the relati. aship is positive; D is
negative if Epg“:elationship is negative. For the sake of consistency and
under the convention of percentaging by columns, Déié‘computed by sub-
tracting the percentage on the right from the one on the left.

Referring back to Table 1, we can compute a different D for each pair
of figures in each row. Let us do this for the first row (High Political

Involvement). There are six ways of pairing categorie: of Union Identifi-

cation, and thus six D's.

Y
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1) Complete the following table of D’s for the first row of Table 1;

Pair D
1,2 3
2,3 -12
3,4
1,3 -9
2,4
1,4

Normally, the D's of most interest are those for adjacent ¢ :.gories -
pairs (1,2), (2,3), (3,4) iv the above problem - and those for the lowest
and highest categories - pair (1,4) above. The signs of pairs in the
former group indicate tie consistency of the relationship for the deﬁendent
variate category examined. In the-first row of Table 1 we expect each D
to be negative; such is true for all but the first pair where there 1is a
small positive difference.

The percentage difference for the highest ard lowest catesories of a
row indicates the overall strength and direction of the relationship for
that réw. If you compute such a D for each row you canvdetermine the over-
all consistency of the relationship while‘gaining further insight into the
strength of the relationship as a whole. A consistent relationship milll
be refiected in a table whose most positive and most negative D's are
measures on the extreme categories of the dependent variable. The
percentage differences for the remaining rows (if any) should-be consis-~
tently ordered in between.

Computing D for the "least' and "most identified" pair of each row in
Table 1 yields (from "High to Low Political Involvement"): b, = -17,

= -4, D, =5, D, =16. This is evidence of a reasonably strong, con-

Dy 2 1

sistent relationship.
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2) Refer to Table 1.4 (Self-Esteem of Seconcary School Children). Fill
in the following table with D's for the pairs indicated:

Pairwise Differences in Marks

Self-Esteen A,B B,C c,D A,D
High 28

Medium -3
Low -12

3) Use your table of D's to “escribe the consistency of the relationship
between Self-Esteem and Marks in School.

4) Explain your findings for D s D » and D » in the Medium Self-
A,B* “B,C C,D
Esteem category.

5) Describe the overall strength and consistency of the relationship in
terms of D's.
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II. McDill and Coleman (1963) studied the interrelaticuships among the
Social Status, Achievement Orientation, and College Plans of a cohort of
students from six high schools in northern Illinois during their freshman
and senior years (1957 and 1961). A student's Social Status in the
adolescent social system was indicated by his being perceived as a member
of the leading crowd by other studeats. Perceptions . both times were
recorded under a sociomeiric procedure whereby a student treceiving no
choice or cue choice was classified as having low social status, and those
with more choices were high in social status. Ccllege Plans were as~
certained by simply asking whethef or not a student planned to go to
college after !.igh school. Achievement Orientation was indicated by a
student Qanting to be remembered at school as a "brilliant student."

Tables .la and .1b" show the relationships between High School Qlas§
and Celiege Plans, and between Class and Achievement Orientatior.

Table .la The Relationship Retween High School Class
and College Plans

Class
Freshmen Seniors
College
Plans
Yes 487% : 443
No 52 56
(602> (602)

Table .1t The Relationship Between High School Class
and Achievement Orientation ’

Class
Freshmen Seniors
Achievement
Orientation
High 33% 297% )
Low 67 : - 71
(554) (554)
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1) Use D to describe the relationship between High Schooi Class and
Coilege Plans.

2) Use D to describe the relationship between ngh School Class and
Achievement Orientation.

Notice that in describing the relationships in Taoles .la and .1b
it would be impfoper to infer that the cggregated relationship holds for
individuals, i.e., that individuals are unaffected by high school. It is
2iways possible that individuals have cha:ged considerably but that the
aggregated c«:tcome of those changes leaves the overall relationship unaltered.
The obv. .us way to test such a possibility is to analyze the "turnover" in
plans and orientations from 1957 to 1967, i.e., zo study the seniors given
their plans and orientations as freshmen. If there was little c. m:ge, then
nearly 100 percent of the students with a particular plan or crientation
as freshmen should have the same plan or orientation as seniors. Tadbles
.2a and .2b present data relevant to this concern. Study the tables
carefully, thinking about their possible interpretations. ' They suggest a

few special uses of D.
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4)

5)

6)
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Page 43

Table .2a The Effect of High School on College Plans

College Plans College Plans in 1957

in 1961 Yes No
Yes 75% 27%

No 25 73
(267) (335)

Table .2b The Effect of High School on Achievement Orientation

Achievement Orientation in 1957

Achievement
Orientation High Low
in 1961
High- 587% - 23%
Low - 42 77

(161) (393)

For students who planned on college as freshmen, what is the
percentage difference between them as freshmen and as seniors who
still planned on college, i.e., what percentage changed their plans?

What is D for the percentage of those students planning on college
in 1957 who did not change and the percentage of those not planning
on college in 1957 who did not change?

What is the difference between the percentage of those students who
had planned on college as freshmen and did not change and the percent-
age of the students who did not plan on college as freshmen but did

as seniors? .

¢

Which of the aboﬁe measures most directly indicates the effect of
high school on plans or orientation?

Which indicates the uniformity of effects on plans or orientations?
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8) Discuss the third application of D in light of your- responses to
the above two questions.

9) Evaluate and discuss the effect of high school on Achievement
Orientation as represented in Table .2b.

Finally, using D may facilitate discussion of changes in relationships

over time. For example, McDill and Coleman were concerned with changes

&

from freshman to senior years in the relationship between College Plans and
Social Status and between Achievement Orientation and Social Status.

Tables .3a and .3b present their findings. —% -

94



Page 45

Table .3a The Relationship Between Social Status and College
Plans for a Cohort of Students as Freshmen and Seniors

Freshmen Seniors
High Low High Low
Social Status Social Status Social Status Social Status
College :
Plans
Yes 597 . 45% 667% A 36%
. No 41 55 34 64
(144) (458) (169) (433)

Table .3b The Relationship Between Social Status and Achievement
Orientation for a Cohort of Students as Freshmen and
as Seniors
Freshmen Seniors.

-High Low High Low
Social Status Social Status Social Status Social Status
Achievement i »
Orientation
High 257 57% 22%- 32%
Low 75 64 78 68

(136) (418) (160) (394)

Answer the following questions about Tables .3a and .3b making
reference to relevant percentage differences: .

10) Describe the relationship between social status and intentions to
going to college for freshmen and seniors.
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11) How did the relationship between social status and college plans
change between the students' freshman and senior years?

12) Describe the relationship between gocial status and achievement
orientation for freshmen and seniors.

13) How did the relationship between gocial status and achievement
orientation change over four years?
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Organizational Variatcs

Tnis scction deals with organizational measurcrent - the ways in whkich
organizations can be described using variates. Several cxamples vere descriﬁed
in the text. Ticse included measurcs of morale, numbcrs of supervisory levels -
or departments, size, span of control, organizational suanc, tyres of individual
activities (job cat.gories), concentration indices, ctc. The rise in importance
of organizational variates is associated with the incrcosing interest in

organizations as units for cmnirical analysis. It is now a widely keld belicf

" that propositions about organizations :an be stated and tested in quantitative

terms. Lew insights alout orsanizations ray arisc through continucd analysis
of organizational variatcs. :ioreover, since an organization's members can bLe
described using measures on tihc organizations, oroanizational variatcs provide

measures which may give risc to new information about structural influences

~--on individual behavior.

Excercisce I

1-A  To begin the excrcises in this section it is helpful to think about some
familiar organizatienal variates and their sources of data.

In The Acaderic Mind, Lazarsfeld and Thiclens classificd colleres using

tiree different organizational variates: trpe of control, size of student
enrollment, and acaderic quality. :DQEL£§;~C°QtrQl had two aspects--cur-
ricuium emphasis and state versus private control; thesc chc partitioned and
combined into five types of scliools: privatc, public, tcaciers collecgpe,
Protestant, and Catholic. [Iach college in the study was assigned to exactly onc

category using information available through publishicd Cocuments. Size
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was a simple four-category voriate foried by grouping studert enrollment

figurcs under the following classification schere:

sunber of Students

Very Small : Up to 700
Small 700-2500
Large 2500-9000
Very large 9000 or nore

Lo
[
=3

?

QJuality was indicated by the average scorc of six variates believed to reflect
overall status. These included the following: size of library, books per

student, budget per student, pronortion of Ph.U.'s on faculty, procduction

=

of scholars, and tuition fccs.

1) ‘The airove are but a fraction of the organizational
variates associated with universitics. What acditional
variates might be usced to descrivc collerscs and universities
as organizations? List at lecast five and suspest possible
data sourccs for cacii.

The organizatiecnal variates uscd by Lazarsfcld and Thiclens proved to
be important predictors of faculty perceptions and attitudes. In addition,
they led to somc surprising findings on tiic cffects of attacks on acadenmic
frcedom. Tor example, Table 1 shows on unexpected finding: in private
colleges, the higher the political pressure infringing on academic freedom,
the higher the administration protection ratc; but in public colleges the
relationship is reverscd--protcction apparently declines as prcséure increascs.

If you construct conciticnal tables in attointing to cxplain this finding,
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you will discover that all tic pairwisc relationships betwcen the variates
are negligitle. There is abviously somcthing in the nature of the control
of the collcges that influences the rclationships between pressure and
protection.
Table 1. The Percentage of Secular Colleges with High Administrative Pro-

tection by Degree of Pressure and Type of College.

Type of College

Political Pressurc Public Private
N Iiigh 31% 67%
(16) (1)
Low 67% s%
(15) (10)

>2) What is in the nature of college control that can account for the results
in Table 17

3) llow would you demonstratc your cxplanation using fourfold tables? (Draw
an '‘erpty! tablc(s) whican you wculd use,)
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1-B  Organizations are often characterized in feirs of Cicit 20515, and a»
organization ray Lc evaluated on the basis of its adequacy in attaining its
goals. Onc of the quantification problems in organizational rescarch is

to measure the importance of varicus roals. .The proilem is confounded by
theoretical ambiguities on such factors as what constitutes a goal, the
distinction between organizational goals and personal goals, and a determin-
tion as to who can say what are the organization's goals.

Ldward Gross studiec 68 non-denominational Amcrican universitics in terms
of their goals. lLie chose to ascertain what their coals were Ly surveving
(using mail-out cuestioni:aires) administrators and faculty merbers at each
university. The respondents werc presented with 47 statoments of university

goals, classified under the following categories:*

A) Cutput Goals - '"thosc goals of the university =hich arc rcflected,
immediately or in the future, in sorc product, scrvice, skill or
orientation which will affect (and is intended to affcct) society."

E) Adaptation Goals - "those goals which reflect the need for the or-
ganization to come to terms with the cnvironment in which it is located.
These rcvolve about the nced to attract students and staff, to financc
the enterprise, sccure needed resourccs, anc validate the activities
of the university with thosc persons or agencics in a position to
affcet them.v

C) Hanagerment Coals - 'thosc goals which reflect decisions on who should
run tae university, tie nced to handle conflict, and tic cstablishment
of priorties on which output goals arc to lic fiven naxinur attention.™

D) Motivation Coals - “thosc goals wiich scek to cnsurc a high level of
satisfaction on the part of staff and students, and which errphasize
Icyalty to the university as a whole.' i

E) Positional Goals - "‘joals wiich scrve'to_hclp raintain tiie position
of tnis university in tcrms of the Lind of place it is in comparison
to other universitics, and in the facc of atterpts or trends which
could change its position.'

*The interestcd student should refer to (ress (1968) for a full discussion of
the poals.
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Respondents were asicd to indicate for each;gggl how irportant it is at his
university and how important it sioulc¢ bz on a five-point scale ("of absolutely
top importance" to "of no importance'. An overall characterizatiomn®of the
university in terms of the irportance of the goals was found by ranking
the goals accerding to the nican score each received.

Table 2 gives the mecan rank of goals within each goal set in terms of
how important the respondents felt the goals are and Low important they should Le.
The table reflects thc notion of goal congrucnce--a potentiélly irportant
organizational variate for predicting scurces of intra-organizational conflict,
especially in universities where professional interests may clasi with organa-

tional necds.

Table 2. Congrucnce of University Goals as purceived Ly Faculty Merbers
anc Aduinistratous.

Tican Rank
is - Should Be
Cutput (17) 21.6 20.8
Adaptation (7) 23.6 33.0
Managerent (10) 30.8 26.6
totivation (7) 26.1 24.4
Fositional (6) 16.5 17.7

1) Discuss thie naturc of go2l congrucnce suggested by Table 2, indicating
Jow incongruencies reflect conflicts of interest.
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2) Construct an index of goal congruence for the data in Table 2. (Select
a simple mwethod, but justif its use.)

The top goal on both the "is' and 'should bs” scales was "protect
the faculty's right to academic freedom'" (a motivationzl goal). llowever, not
all schools place equal erphasis on acaderic frecdom. Gross constructed a
variate to categorize each univcrsity according te its depree of cmphasis
on academic freedom (low, medium, or nigh). The frequencies for this variate

by thz type of university control (statc or private) are displayed in Table 3.

Table 3. Cmphasis on Aicaceric Frecdor by Type of Control

Type of control

Degree of Emmiasis on State Private
Academic Frecedom

Low 20 3

Meaoiur 15 9
Liigh 9 14
42 26

3) Describe and try to offer an explanatjon for the finding of Table 3.

4) How does Table 3 co-plerent your answers to.question (2) and (3) of
section 1-A? ‘
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Exercise II

The ciganizational variates of Table 14 are of two different types: a
structural division of the organizatiqn (departments) and rates imputed to
the departments from the behavior of tﬁeir members (indicators of morale).
This is an important type of table quite coﬁmon in organizational analyses.
II-A If you did not immediately understénd Table 14, answer the following

questions to check yourself. Otherwise proceed to the next section.

1 What are the units of this table?

2) What was the source of the data for this table? (refer to the text)

3) How many variates make up the table?

4) Which of the variates would you consider a simple element (or indicator)

and which are indices? y

5) How many points in vime are répresented by the data in this table?
6) What is the nature of the numbers displayed in the table (are they raw

data, percentages, scale scores, or what)?

7) Describe the dependence relation or causal structure of the variates
in the table. Are any variates assumed to be causing others? (if yes)
Which one(s)? Which‘variate is dependent? Are any of the variates
stratifiers? : .

;
II-B Bearing in mind that eack of the indicator of Table 14 is supposed to’

tap a different facet of '"discontent" or "morale", answer the following

questions: N A' -
1) Describe the "silent scale" of Table 14.
2) Which department is characterized by the highest morale?
3) Which department has the lowest morale?
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Answers to the above two cuestions suggest a rank-ordering of departments
by morale.

4) Arranging the departments from high to low on the basis of morale, all
but one indicator is perfectly consistent with the arrangement. Which
one isn't?

: -.5) Which two departments are most similar in morale?

6) The morale of the third is clearly (higher/lower).

Evan was actually using the morale measures as indicators of role strain
in a department. He hypothesized that there would be a positive relationship
between organizational pressures and role strain.

7) What additional information do you need to test the hypothesis (i.e.,
what assumptions would you have to make with respect to the information
in the table)? (Hint: Assume, as did Evan, that role strain is the

"felt difficulty in fulfilling role obligations" (df. from Goode). What
else must be assumed?)

8) Given that your subsidiary assumption is true, was Evan's hypothesis
confirmed?

II-C Now let us examine a complex table, similar to Table 14 in many re-
spects, dealing with measures over many organizations rather than sub-
units of a single organization. The data is from teachers' responses
to questionnaires in the Educational Opportunities Survey and is reported
in the Coleman Report (Equality of Educational Opportunity). fhe table
is typical of a great many of the tables in the Report.

Study Table 14.1 and its supporting information carefully, tlhen

answer the questions which follow.
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Table 14.1 For schools attended by the average white and Negro- pupil, teachers'
attitudes on their profession, their school, and their students, for the United
States, Fall, 1965

Type of School

Elementary Secondary
N wiN) oW N W) W
Percent who would definitely
reenter teaching if they had it 54 57 57 42 45 43

to do again

Percent who plan to remain in
teaching until retirement 45 , 39 37 38 35 33

Percent who would continue

teaching in their present 55 68 65 46 55 51
school :

' Teachefi? rating of student 1.9 2.4 2.4 1.8 2.2 2.3
effort
Teacher(i)rating of student 1.9 2.4 2.4 2.0 2.3 2.4
ability

 Teacher's perception of
reputation of their sc?ggl 2.7 2.9 2.9 2.6 2.8 2.8
among outside .teachers -

Teacher's problems with . '
students and their homes( ) .19 -10 .08 .20 .13 .11
Teacher's prghlems in school

Key: N - Negro; W(N) - whites in the same county as Negroes (a weighting of
measures on schools with whites in each county proportional to the number
of Negroes in the county); W - white

(1)
(2)

Higher scores‘indicate superior ratings
Higher scores indicate greater problems
1) Wwhat are the units of this table?

2) What was the source of the data for this table?

3) How many variates make up the table?
4) How many points in time are represented by the data in this table?

5) What is the nature of the numbers displayed in the table (are they raw data,
percentages, scale scores, or what)?
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Describe the dependence relation or causal structure of the variates in the
table. Are any variates assumed to be causing others? (if yes) Which one(s)?
Which variate is dependent? Are any of the variates stratifiers? (if yes)
Which one(s)? —_—

The following questions are in the form of the "highlights" of findings re-

ported by Coleman, et al.

T v the average white, the average Negro pupil's school has

teach: are  .i1l-in with "more", "less" or p11ly™)

7
8)
9)

10)
11)
12)
13)
14)
pil
15)

16)

17)

more/less/eqﬁally likely to claim they would reenter teaching if they could
decide again. - .

more/less/equally likely to remain full-time in public education until re-
tirement.

more/less/equally likely to desire to remain in their present.school if they
could change.

more/less/equally likely to rate their students low in effort.

more/less/equally likely to rate their students high in ability.

more/less/equally likely to perceive their school as having a low reputation
among outside teachers.

more/less/equally likely to have problems with students and their homes.

more/less/equally likely to have problems with the school's functioning.

Compared to the average secondary school pupil, the average elementary pu-

attends a school in which teachers are

more/less/equally likely to remain full-time in public education until retire-
ment. :

more/less/equally likely to desire to leave their present school if they could
change.

more/less/equally likely to have problems with students and their homes.
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Exercise II1

We have already examined some of the different ways that variates can be
combined to form new variates. It may be the case that the units under inves-
tigation can best be described not in terms of the combined variates, but by

the relationship between elemental variates, as in Table 15.

T e 17 " rrelation of Size and Span of Control

, Middle Front Line
Level of Supervisor: Division Head Manager Supervisor

.07 .22 ' .40
III-A Answer the following questions with respect to Table 15. Be sure to

refer to the text if you are uncertain.
s

1) What are the units of this table?

2) What was the source of the datanor this table? (refer to introduction)
3) How many variates make up the table? |

4) Which of the variates would you consider a simple element (or indicator) .

and which are indexes?

5) Hew many points in time are represented by the data in this table?
6) What is the nature of the numbers displayed in the table (are they raw

data, percentages, scale scores, or what)?

7) Describe the dependence relation or causal structure of the variates in
the table. Are any variates assumed to be causing others? (if yes)
Which one(s)? Which variate is dependent? Are any of the variates
stratifiers? (if yes) Which one(s)?

III-B In.Table 15 the relationship between agency size and employees per su-
pervisor is given for each of three categories of supervisor levels. If one
thinks of the span of control of each level of supervisor as three different
variates, then Table 15 may Be'read as a display of three bivariate relation-
ships—--the correlation’of size and 1) Lhe span of control of a division head;
.2) sban of control of middle managers; 3) span of coﬁtrol of first-line su-

pervisors. In fact, this is how the relationships were originally presented

by Blau.a" 1.1'1
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relatively homogeneous activities and size is more flexible. Test this ex-
planation by considering a hypothetical organizational division changing in
size but not function. Assuming that organizational functions determine or-
ganizational structure (Blau and Schoenherr argue fhat this is true), tien

let us suppose that the division can be described by the following hypotheti-

cal chart:

Division Head

. e

Middle managers

First line
Supervisors

number of first-
line workers

Now imagine that increased production requires an overall increcase in the
size of the division, although its functions do not change. Obviously, the
greatest change in size would be in the number of persons under a front-line
supervisor. There should be little need for increases in personnel elsewhere

.
except to accomodate the increased need for organizational support services for

the greater numbers of lowest-level workers. The folloﬁing chart depicts the

larger division:

-
D Division Head -
M : <M M I ’ Middle
Maznagers
] i
s s s s s s s ls s First-Line
[ — Supervisors
.y
l - number of first-
11 13 15 16 18 7 8 10 7 line workers
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1) Construct a new table (call it Table 15.1) to reflect this interpretation
~of Table 15.

Table 15.1

2) 1In what ways does rable 15.1 differ from Table 15? (compare the tables
with respect to the questions of Section III-A).

ITII-C The discussion of Table 15 in the text deals with increéses in span

of control as organizational size increases. A positive correlation between
size and span of control irdicates that thé greater thes size ¢ an organiza-
tion, the greater the s - £ control of its divisions. Table 15, however,
shows three positivé corr aitions of different magnitude. TFow can one inter-
pret the findings?

First, what is meant ©* span of control? Blau ani i-rhosmherr define span
of control as "the number of subordinates who report t@— an imdividual super-
visor." 1In the analysis reported here, reference is made to the division
head's span of control, and the average spans of control of middle managers
and Tirst-line supervisors.

1) 3So Table 15 shows that zhe number of subordinates increases with size

principally in the case of - , to a lesser extent for
» and hardly at all for _ .

The text suggests that these differences in relationships can be explained
by the fact that division heads need only a limited amount of staff services;

their need does not vary with size. Low-level supervisors, however, oversee
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2) What has happened to span of control in this division as a result of the
changes in size? Fill in the following table to make your comparisons:

Table 15.2 Division Changes for Increased Production

Before After

Size 84
Division Head's 4
. Span of Control

Average Middle Manager 3.7
Span of Control )
Average First-line Supervisor 8.5

Span of Control
3) You can satisfy yourself that the change in span of control is proportion—
ately greater for lower managerial levels by computing the ratio of spans
after to before. For the division head the ratio is 1.25. Find the ratio
for the other managerial levels:
Ratio of Span of Control After to Before

Division Head ' 1.25

Middle Managers

First-line Supervisors

4) The above interpretation has assumed unchanging fumcrions. What if an
" increase in size is accompanied by greater heterogemeity in functions?
What czm you say about the relationship between size and span of con-
trol at different managerial levels?

III-D " Gerald Bell has studied the relationship between span of control and
‘three of its possible determinants in a small community hospital. He
wanted to discovar whether or not span of control is associatéd with
any of the follou-ng:
subordinates' task complexity
closeness of supervision (see text pp. 44-45)
supervisor's task complexity

Data on 30 departments were obtained from 186 employees. Span of con-

trol was simply a count of the subordinates immediately below a given

supervisor; the score for each department was the average of its super-

Q. X 114
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visors' spans. An index of task complexity for subordinatesland super-
visors was constructed from four variates (each of which was previously
constructed from questionnaire or interview responses) - degree of pre-
dictability of work demands, amount of discretion they exercise, extent
of responsibility they have, ;nd the number of different tasks they

perfofm. Closeness of supervision was an index based on two questions
about supervisors' cheéks of and influence on a subordinate's work.

Bell presented his findings in the following three tables:

Subordinates' Task Complexity

Span
of

Control Low Medium High
Low . 1 1 6
Medium 5 5 - 2
High 2 4 A

11 10 9
Supervisor's Task Complexity
Span
of .

Control Low Medium High
Low 1 0 7
Medium 4 4 4
High 5 2 3

10 6 14
Closeness of Supervision
Span
of

Control High Medium Low
Low 3 2 3
Medium 1 5 6
High _3 3 4

' 7 10 13
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1) What are the units of these tables?

2) What was the source of the data for the tables?

3 How many variates make up each table?

4) ‘Which of the variates would you consider a simple element (or indicator)

and which are indices?

5) How many points in time are represented by the data in the tables?
6) What is the nature of the numbers displayed in the tables (are they raw

data, percentages, scale scores, or what)?

7) Describe the dependence relation or causal structure of thn variates in
each table. Are any variates assumed to be causine ot} :g? (17 v
Which one(s)? Which variate is ¢~pe- .  r. uuy of the variates

stratifiers? (if yes) Which one(s)?
8) What percentage of the departments had high average spans of control?

9) | How many of the departments had both low subordinate task complexity
amd low span of control?

10) What percentage of the departments had both low span of control and
high supervisor task complexity?

i1) How many departments had neither high span of control nor low closeness
of supervision?

12) Wizt percentage of departments with high spans of control had high sub-
ordinate task complexity?

23) What percentage of the departmenfs with either medium or low supervisor
task complexity had high spans of control?

14) Given Bell's interest in the variafes as described above; what can he
conclude from the three tables? (State the principal findizg from each
table, then state your general conclusiop).

Exercise IV

Thus far you have been examining and interpreting the variates of other
researchers. Hopefully you have gained some degree of critical awareness of
the strengths and weaknesses of their efforts. At this point we shall review
the steps =aken in forming wvariates. Now it is your turn to consider how to
construct a variate from scratch.
IV~A Suppose you want to describe a set of universities in térms of the quality

of their gradwate psychology programs. What are some of the ways in which you

could determime "quality"? Let us proceed in accordance with the phases of
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variate formation discussed in the text.

1 Imagery - What kind of imagery is evoked in your mind by the notion of
quality in a graduate program? For the moment, just think about what
the concept of ''quality" means to you. What accounts for quality?
What inputs into a graduate program and what aspects of the program
itself might contribute to its quality? What are the consequences of
a program's quality on its outputs?

2) Concept Specification - Now try to make your thour™ts on t° . 4
' somewhat more concrete bv determining the sp.cliic conrepiui Liwcusions
of the concept For Caamgl | .uiity is essentially subjective in that

it involves valuation, but it may be viewed as having both social and
individual aspects. On the other hand, quality may describe socially
desirable factors as determined by group preferences; on the other hand,
to an individual, quality may be determined by personal preferences con-
sistent with his unique interests. Within each of these dimensions we
might consider a further breakdown into the quality of specific-program
dimensions. A program can be evaluated on the basis of its structure,
or on the basis of its outputs (graduates). fObviously each of these
might be further subdivided; for example, faculty quality could be
based on teaching ability or on a broader professional contribution
(publications). What dimensions underly your concept of '‘quality"?

3) Selection of Indicators — Now try to make your specification of quality
entirely concrete. Wnat empirical indicators would you use to:measure
each of the sgbove dimensions? You must be very specific. For example,
zculty quality as indicated by publications could be a simple: count of
2”1 publications (including books, monographs, papers, book reviews, .
e=c.) or it could consider the types of publications, in which case each
tvpe must be counted separately. But a different approach might be re-
guired in developing an indicator of teaching quality. Teaching could be
indicated by faculty peers' judgments or by students' evalunations.

Either case would involve asking others to give their subjective rating
directly. What indicators are required for your conceptualization of the
quality dimensions?

4) Formation of Variates — Any of the above indicators can be taken as a
variate if it is to be used in an analysis. But generally one will have
to do some form of combining operation to arrive at analytic variates.
In the example of faculty publications one may have decided to comstruct
a publications variate by combining the types under a differential weight—
ing scheme (e.g., 1 book might have the value of 6 papers). Or if stu-
dent evaluations are used to measure teaching quality, the individual
evaluation must be combined to form a single variate for each teacher's
quality. However, since we are ultimately interested in an indicator
of teaching quality of the department as a whole, and then in an even
more general variate of program quality, it will be necessary to combine
several levels of variates into higher level variates or indices which
will culminate in a single number to stand for the quality of each pro-
gram. Do you have any ZIdeas as to how you might do this for your indi-

(€) - 2 < -
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IV-B Let us examine an actual study dealing with measures of graduate program
quality. It happens that much of the complexity suggested by the levels of
indicators considered above has been simplified in this study by using the
impressions of professional peers as surrogates for th~ evaluations and com-
binations of detailed indicato—: In shor- . one way determining the quality
of a progran 1: to agk qualified judges to rate it. The judges' ratings can
then_bé combined into a.single measure of quality. This pracedure was followed
by the Commission of Plzns and Objectives for Higher Education of the American
Council zn Education i 1964. In this study the judges were faculty members
classified as junior scholars, Senior scholars, or chairmen of a départment
within the academic field which they were asked to rate.

The judges responded to two different questions in&icating graduate pro-
gram quality:

Which of the terms below best describes your judgment of the quality of

the graduate faculty in your field at each of the institutions listed?

Consider only the scholarly competence and achievements of the present
faculty.

1. Distinguished

2. Strong
3. Good

4, Adequate
5. Marginal

- 6. Not sufficient to provide acceptable doctoral training
7. Insufficient information .

How would vou rate the institutions below if you were selecting a graduate
school to work for a doctorate in your field touday? Take into account the
accessibility of faculty and their scholarly competence, curricula, educa-
tional and research facilities, the quality of graduate students and other
factors which contribute tothe effectiveness of the doctoral program.

. Extremely attractive

. Attractive

. Acceptable

. Not attractive

. Insufficient informaticm

v~ WN

A total of 198 psychologists from 106 universities rated graduate psychology
programs =t 106 universities. The mean response to each of the above gmestions

for each zraduate program was used as the variate describing either faculty
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quality or effectiveness, The list of departments receiving an overall rat~-

ing above 3.00 on facult quality and 1.50 on effectiveness is reproduced be~

Rated Rated
Quality of Graduate Effectiveness of’

University Faculty Graduate Program
Berkeley 4,35 2,23

rown . 3.73 1.97
Chicago " 3.37 1.60
Columbia 3.54 1.63
Cornell 3.33 1.57
Duke . 3.34 1.61
Harvard : 4,58 2.35
Illinois 4.08 2.14
Indiana . 3.62 1.87
Iowa (Iowa City) 3.66 1.67
Johns Hopkins 3.44 1.79
Michigan 4,40 2.36
Minnesota 3.98 2.06
Northwestern 3.43 1.78
Pennsylvania 3.63 1.86
Stanford 4.56 2.58
UCLA 3.58 1.78
Wisconsin 3.97 2.08
Yale 4.35 2.34

- 1) What are the units of this table?

2) = What was the source of the data for this table? (refer to introduction)
3} How many variates make up the table? L

4) Which of the variates would you consider a simple element (or indicator)

and which are indices?

5) What is the nature of the numbers displayed in the table (are they raw
data, percentages, scale scores, or what)?

6) Describe the dependence relation or causal structure of the variates in
the table. Are any variates assumed to be causing others? (if yes)
“kich one(s)? Which variate ic dependent? Are any of the variates
stratifiers? (if yes) Which one(s)?

7) Classify each university under a two-part scheme for each variate as
follows:

Rared Quality of Graduate Faculty
Outstanding 3.70-5.00

Very Good less than 3
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Rated Effectiveness of Graduate Program

Outstanding 2.00-3.00
Very Good less than 2.00
8) Using this scheme, describe quantitatively the relationship between

rated faculty quality and rated program effectiveness. (Construct a
table of raw data showing effectiveness by faculty quality).

9) On the basis of your table, what can you say about the relationship
between the variates?

10) If you needed an indicator of graduate program quality and both of these
were available, which would you use?
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Segregation Indices

The unit that follows in intended to demonstrate some of the complexity
involved in constructing an index for a qualitatively complex phenomenon.
Accordingly, you will find that the material requires a more concentrated
effort than preceding exercises. If you follow the discussion carefuliy,
however, you should discover that what initially appears mathematically for-
midable in fact reduces to elementary arithmetic. Even if you never have to
build an index yourself, mastery of this unit will prepare you to analyze

critically almost any index you may encounter in the literature.
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Segregation Indices

One of the significant demands made on quantification is to provide
measures of social phenomena for which reasonably sensitive summary indi-
cators may be needed to shape policy. Segfegation is such a phenomenon.

It is often perfectly obvious, qualitatively, that segregation exists, but
differences in degrees of segregation may be either unnoticed or difficult
to describe. For example, a common practice for masking discriminatory em-
ploynent practices is to fill low-level positions with minorify group mem-
bers, to maintain segregated managerial positions, aud then, on the basis

of the overall percentage of minority group employees, to claim non-discrim-
inatroy employment practices. An index of segregation across occupational
categories should disclose the real story and would be most useful when such
practices are subtle.

Thinking of segregatiop as some measure of the evenness of a frequency
distribution, it seems simplewenough to construct an index based on devia-

tions from evenness. TFor example, an even distribution would appear as in

Figure .la in contrast to the uneven distribution of Figure .1b.
frequency e e o ey PeAND )
- frequency frequency k= | —= - l;lean
(n) @ requency
(n) | I ®@).
1L - ||
a b c d e a b c d e
category category
Figure _ .la Figure _ .1b

The mean of the category frequencies is the value each category is expected
to have if the distribution were even. Given this reasoning, one might mea-

sure evenness as some function of a2 summated index of the deviations from

that average. The mean deviation (V) is a good candidate:
k —
)} Ini - n]
i=1 s -

Ve i

k
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where:

k is the total number of categories

o, is the frequency of units in the i~ category

n is the mean frequency

lni - @] is the absolute value of the difference between n, and T,

i.e., the positive value of the difference.

z |n:.L - 7| is the sum of all deviations from the mean.

i=1
But would this be satisfactory?

Suppose we are concerned with the distribution of 90 blacks in six

equal-sized departments of an organization. If they are not segregated, we

expect them to be evenly distributed, i.e., there should be fifteen blacks in

each department. Figure .2 shows two possible empirical distributions:

25
25 ] 25.
20
. 20 2ol 20 20 20
15 15
15 4 154
- 10
10 | 10l 10 10 1r
5 .
5 J st J
£

a b c d e £ ' a b c d e
departme.ant department
Organization A - Organization B

Figure‘;;;;g
1) (a) Which distribution is more segregated?
(b) For Organization A, V, = 5.0. Compute Vg (V for Organization B).
(c) Are the indices, VA and VB’ consistent with your response to a)?
While there may be-some ambiguity, intuitively, in determining which distri-
bution shows more segregatiom, the blacks seem to be more unevenly distri-
buted, and thus segregatéd,'under Organization A. Yet upon computing V for

each distribution, we find they are equal (VA = VB = 5.,0)~-a counter-intuitive
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L 3
25 : 25 25 |
20 20 20 J 20 20 20
15 15 15 15
10 . 10 10 ] 0 0 0
s \ 5
b e a 4 f c b c f a d e
department . department
Organization A Organization B

Figure __ .3

The trouble with V is that it uses an arbitrary refefént (in this case
the mean) in‘determining the spread of the units, rather than the "intrinsic
spread". The factor that seems to shape our intuition is the difference be-
tween pairs of category frequencies, especiallv between the extreme values.
In Organization A, for example, it is striking that the differen::. in size
between categories in which blacks are most and least concentrated is 20, in
contrast to 10 for Organization B. As an alternative to V, we want a measure
based on pairwise differences, in keeping with our intuitibns. One well—
known measure, the Gini index, fulfills this requirement.

The Gini index (G) is a coefficient of concentration intended to indi-
cate the evenness of é distribution of attributes. It does so by determining
the average of the pairwise differences in category frequencies and then di-
viding . that average by the maximum value it could attain--the mean difference
computed under the condition of maximum concentration (all units falling under
one category).

The first step in constructing the index is to compute the difference
between all possible pairs of category freqﬁencies, nj - n; (the difference
between the frequencies in categories i and j). Recall that matrices are of-

ten useful in working with pairs. 1In this case, if you cross-classify all
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the categories, you can construct a matrix whose cells contain the difference

between frequencies from corresponding row and column categories. Table 1

does this for a general case with six categories; Table 2 gives the actual

differences for the ten categories of Organization B.

Table .2 Pairwise Differences in Frequencies

: . Pairwi
Table 1 A General Matrix of Pa se for Organization B

Differences Between Category Frequencies

Category: Department
1 2 3 4 5 6 a b c d e £
) @) @) ) (e &g 200  (10) Q0 (200 (20 (0
1 0 LR T T T T | a 0 ~10 -10 0 0 -10
2 oy, 0 ay-my,  Ogen,  AgTA,  gTH, b 10 - 0 0 10 10 0
N T 0 L T c 10 0 0 10 10 0
& oy, o,y LIS 0 ngn, ngn, d 0 -10 -10 0 0 -10
5 ny-ng n,-ng ny-ng n,-ng 0 ng-ng e 0 10 10 0 0 10
0 £ -10 0 0 ~10 -10 0

The average of all the differences, ignoring minus signs, is the average of
‘the absolute values of the matrix cell entries. It is computed by summing/
all the differences and dividing by k(k - 1)--the total number of pairs, ex-
cluding those in which a category frequency is subtracted from itself. (Ex-
amine Tables __ .l and __ .2 to be certain you understand this procedure.)

Denoting the mean difference by 'A', we have

k k
I % |n, - nil
R N L
k(k - 1)

For distribution B, A = 6.00 (Verify this for yourself).
The next step in computing G is to divide A by the value it would have
under maximal concentration. It can be shown that maxA is simply twn times

fhe mean of the category frequencies, i.e., 2 n. Thus,
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k
or since n = and letting N = I n, (the total number of unics),
4 i=1
kA
G oN

For Organization B, G = .20.

At this point we are equipped to compute G for any distribu:cior | But

instead of using the formula that defines G, we shall now derive a <«<¢ outing
“ormula for G which is not only easier to calculate, but which uvsezs = . ent
pairs of an ordered distribution (such as may be computed from the f:: :ncies

in Figure __ .3)--a form more in keeﬁing with our original observaticms about
concentration.

To begin with, notice that the formula for A double-~counts differences
(each pairwise difference is represented twice in the matrix, once as ni—nj

and once as nj—ni, as can be seen in Table .1); it suffices to count each

.difference once. 3econdly, notice that if the categories for the rows and

columns of a difference matrix are arranged from low to high according to
their frequencies, the matrix entries will be organized such that all thé»

numbers above the main diagonal are non-negative, and all those below are

non-positive (this is done for Organization B in Table __.3 ).

Table _ .3 Ordered Pairwise Differences for
Organization B

b c f a d e

nl . ﬂz ﬂ3 ﬂ“ ﬂs n6

(10) ~ (10)  (10)  (20)  (20)  (20)

b 0 0 0 10 10 10
c 0 0 0 10 10 10
£ 0 0 0 10 10 10
a -10 -10 -10 0 . 0 0
d -10 ~10 -10 0 0 0
e -10 -10 -10 0 0 0
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Finally, as evident in Table 4, tte difference betweer any ron-adjacent pair
can be represented as the sum of differences of adjaccat pairs. For example,

the difference ng - n is equal to (ns - n4) + (n4 - nq) + (n3 - nz) (the ma-

2

trix entry at the interzar! ‘on of the fifth columm z—m - :e second row).
©:w study Table .4. %t.=h the categories a: ran:=. in order from 1 to k,
gack —nat the Zrequency of anr category will be greater than or equal to any

of tiz= ones preceding it fx, < n ), the difference ‘hetween any adjacent

i— 4+l

pair (n - ni) will oc i(k - 1) times. You can v=—ify this from Table .4

i+l

by picking any adjacent ps.==diffe~ence (n - ni) z=Z counting how many times

i+l
it =zpears in the matriz. But more simply, the differemce between any adjacent
paiz (i,i+l) appears at the imtersection of row i and -olumn i+l and will ap-
pear with sums of other differences inm every cell above and to the right of

that position. Table .5 makes this clear. You can se== that, taken together,

the cells in which an adjacent pair n

. - n, occurs form a rectangle with
i+l i

dimensions 1 x (k - i). Accordingly, L n, occurs i(k - i) times. This
is particularly obvious for our hypothetical organization B. Only the dif-

ference between departments a and f is not equal t6 Zero (n4 - n3 = 10); as

a result, all entries above the main diagonal (and forﬁing'a 3 x 3 square)

are occurences of n, - n3 (See Table .3). The sum over all occurences of

adjacent pairs, call it S, is

k-1
S =.2 i(k - 1)(ni+l - ni)’
i=1
and
S
Y=y

S is essentially a weighted index of differences between adjacent categories.
It is really quite simple to compute under the following procedures:

i. Arrange categories in order from low to high by frequencies.
ii. For each pair (i,i+%g determine the number of cagﬁgories below
and including the 1 and the number above the i ; then multi-
ply these values: i(k-i).
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tiply the difference by i(k-i).

iv.

Table _ .4 A Matrix of img e Differences
Betwvesn Six Category remmuencies

2
i ]

Catagory:

3
.a’nz -3 “ e
her T R S
At
L ] b Y
Yo
0 oy

s

oy
oy
e B
e B |

ﬂs“ 73

'Y |
oy

'
A e

ns-n‘

s
b |

g,
M
Ty
i |

s

+o,u,

A

+y0p

B s

+n, 'Y
ﬂ"‘ﬂ]

%™%s

e

%Cs

Subtract the frequency of the ith

categoryaxgi,frx:;n

Add vp all the values thus calculated.
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i+l

and mul-

Tahile _ .5 A Ma=Tix of Barirwise .iifferences
Showing Liccurences of By

For Orgamization B, S may be calculated as follows:

Substituting

category n

S

= x&-Da

o AP oo

i

—

10
10
-10
20
20
20

[ QL AP RN ]

N = 90

i x k-i

(k=6)

O MNwWw~U;

i+l

A in the formula for G, we have
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= 1(k—1)(ni+l—ni)
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- S __
{k-1)N
Then, for Distribution B we hawx,

90

G. = er—

B 5-90

i

.2 (as before).

2) Compute G for Organization ..

3) Are blacks more or less segruimsted in Organization A than ir Organization B?
Thus far, we have measured ==gregation without regard for the total size of

each category. If you wish to iwsecribe segregation by percentage representation—

not mere concéntration--you simmty use percentages of minority members in each
category as input data for n,. T illustratte, until now we have :not been con-
cerned with the total size of any departments in our hypothetical organizations,
because we have assumed equal category sizes. The value of G should be differ-
ent if the categories are not the same size. Suppose Organiczrion B has.a
grand total of 450 employees and that each department with 10 blarxs has a to-
tal of S? employees and each with 20 blacks has a total of 100 empioyees. Then
all departments have equal percentages (20%) of blacks and G equals zero.

Be certain to remember that, in using percentages rather than raw frequen-
cies to compute G, the categories must be ordered from low tc high on the ba-
sis of the percentages, not on the origimal Ffrequemcies. Also, the term N in
the formula for G is no longer the tocal number of minority members; rather
it is the sum of the category percemtages (N = Zni, where ny is the percentage
'of minorities in the ith category). et us calculate G to show segregation by

percentage representation for the blacks in Organization A. Assume the fol-

lowing data for this problem:
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d=partment
a b c d e b
.oitber of tyilmcc employees: 15 5 25 15 10 20
= :al emr® -~ veskEs: 50 100 50 109 100 59

Ussdng- t .ese datzz, we can compute the: mercentages of blacks in each department:

- depar~ment

& b . c d e b
perc=ntage black employees: 30.¢ 5.0 %50.0 1:.0 10.0 40.0
Arrangimg the catsgmories by percentmages. we can proceef to calculate GA:
catsgory jii 1 x ki T TRy = i(k—i)(ni+l-ni)
i) =.0 1 5 5.0 25.0
e 10.0 2 4 5.0 40.0
d 15.0 3 3 15.0 235.0
a 30.0 4 2 20.0 80.0
b3 40.0 5 1 10.0 50.0
c . 50.0 6 0
Zni = 150.0 SA = 330.0
G SA'
A (k-1)In,
. i
330
54150
= .44

A9 you can see by comparing .44 with the vmlue of G, you computed earlier,

A

the degree of segregatiom in Organization A would have been understated if
the departmem:t zizes had not be=an tzicen into account.

4) Table .6 wmrovides information about positZons of men and women, by
race, in the Pittsburgh school district for 1972 and 1973. Using this
data, construct a table of segregmtion indicms fizm the distribution of
employees im occupation categories by race and: =x for two years by
filling in Zable _.7 .
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TABLE .5 SUMMARY OF EMPLOYEES IN SCHOOLS BY OCCUPATIONAL CATEGORIES

OCTOBER 1972

White Black Gremd
Professional Em—:oyees Male Female Total Male = Female Total Toral
Teachers 972 1857 2829 115 -1 516 3345
Principals, V/a=d Asst.

Principals mx=d Deans 81 24 105 37 19 56 161
Qthker Professionpal 76 48 124 9 30 39 163
Nop=Professional
Clerks 5 185 190 1 49 50 240
Alfes/Team Mothers etc. 25 167 192 S4 754 408 600
Custodial/Cafetexria 174 396 570 138 95 333 903

OCTCBER 1973
] Wk ize Black Grard
Procegsirmm. Imployees - Male Femaie Total Male Female Total Total
Teachers 1001 1711 2712 117 LT 547 3253
Bxtncfpats, V/and Asst. _

‘Prizcizaks :znd Deans 92 18 110 40 -9 39 169
Gther Prxiassional 72 44 | 116 7 31 38 154
Hop-Prfessional
Clerks 5 197 202 1 43 44 246
Aldes/Team Mothers etc. 20 166 186 32 341 373 559
Custodial/Cefeteria o 178 353 531 138 197 335 866
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shle .7 Semmegation Indices for School Employees by Race
ard Sex for I972-1973

1972
Whites Blacks AlZ
Maiizs .50 54 ' 43
Fegpziiag ' .33 .37
all i .16 .32
1973
Whites Blacks All
Mzles ' .51 57 .48
Zemales | .35 .38 .26
11 ,i .16

13-




5)

6)

7)

8)

9
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a} Which group of m=rsoms was most segregated in both 1972 and 1973?

b) What accouncs for their segrezation? (In which occupational cat-
egories werz ti=vy most znd lesst concentrated?)

Assume that the differences be=tween years indicate a trend in segregation,
Whar is the natwre .of the chamge? (Is segregation increasing or decreasing?)

The segregation zmdices for males are higher than those for females,
regardless of ram=. World on= be correct in stating that women are
bezmter off than mem in the occupatiomal structure of this school system?
Diz=cuss your answexr in terms of tthe categories in which each is over-or-
wmder-represented.

Trmricaily, the higher male segregation indices lend to the interpretation
cE che female segregation indices. How is this so?

Zivem wiour answe-g¢ 7 the above questions, it may be that we are mistaken
im Zmterpreting the S8mi coefficizmt of concentration as an index of
semgregation. Whar =3dirionzl factmr{e) should be accounted for by a
s=gregation imdex
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Effectiveness Index

Z. The measure of percentage difference (D) discussed earlier wav be
used as a sumnmary index of change over time. Other measures are generally
preferred, however, when one wants to demonstrate purposeful chauge, as,
for example, in evaluating the effectiveness of teaching a group factual
information. If success is measured in terms of the percentage of persons
who have learned a fact relative to these who already knew the correct
information, then D is unsatisfactorv; it does not take into account the
initial or baseline percentage of knowledgeable persons. A common
alternative is to compqte an index of percent improvement (call it E)

by dividing D by the initial percentage, i.c., By = D/Pl = (P2~P1)/P1.
But as noted in the text,l&,is subject to bhias stemming from a ceiling
effect. Hlovland's effectiveness index (Bz = (PZ-Pl)/(IOO-Dl)) was
designed to he relatively less biased by the ceiling effect than is El’

A "ceiling" in this context is an upper bound on the numerical range
of an index. The ceiling for percentage is 100%; thus, the higher the
{nitial percentage, the less room there is for improvement. The ceiling
effect is simply the limiting effect attributable to the ceilinp.

The ceiliﬂé effect is implicated in all three indices (D’El‘EZ)' It
affects values of D by limiting the change possible over initial per-
centages. For a given initial ﬁerccntage, Pl’ the maxinum positive value
of D is 100—P1. If Pl is 70%, then D cannot be greater than 30 (the
maximum value PZ can assume is 1007 and 100-~70=30). If Pl is 85%, then

the maximum positive D is 15. It follows that both Ey and E, are

2
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constrained by the ceiling effect because €ach incorporates D. Howéver,
in El the ceiling creates considerable bias against items with high-
initial percentages. If 80% is the initial percentage and 100%Z (the
ceiling) is the final percentage, El is only 25%Z, the same value as would
have been found had the initial percentage been 167% and the final per-
centage been 20%4. In centrast, EZ’ which is also subject to the ceiling
effect, is not biased to the same degree. For the examples just given,

when Pl=BOZ and P,=100%, E_ =100, i.e., there is 100y improvement over the

2
initial percent wrong; vhen P1=1GZ and P2=2OZ, E2=4.8~—an indication of
trivial improvement relative to the possible room for improvenent.

Table 6 of the text demonstrated the differences among neasures of
effect for soldiers' responses to a factual question. The choice of an
appropriate index of effect was complicated by differences in the
respondents’' abilities (as indicated by education level). Despite
liovland’s argument for the statistical desirability of Ez, it seems
unreasonable to use it as a basis for comparihg the performance of
groups with different abilities. Ue expect college men to perform well;
indeed, one might even argue that they should have done better--that the
overall inmprovement was not impressive. On the other hand, we expect
men who did not finish high school to perform poorly relative to the
college men; it is impressive that they did so wvell. Assuming preater
difficuity in teaching persons with lov education, Kl rore accurately
reflects our feelings about their performance. E, yields fipures nore

2

in line with expectations of learning ease. Thus, even though E2 has
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desirable statistical properties, its iuterpretation must be tenpered
by substantive considerations. In any event, one should be cautious

in using any index as a basis for conparing groups which differ on

some criterion implicated in the index.

Let us examine another table from lovland's study in vhich ability
is not controlled. Table .1 gives the percentages of cxposed and
control groups answering correctly on two different questioﬁs.

Table .1 Percent Answering Correctly on Two Itenms
Explained in a Film '

Item A Item B
Exposed Group 367 5%
Control Group 557 _ 137

1) Fill in the follouving table with appropriate iunlices of effect:
Iten A ~1ten B
D (percent difference)
El (percent inprovenent)
Ez (cffectiveness)

2)  Discuss the differences among the index values witl: respect to
the ceiling cffect.

3) On which itenr do you bHelieve there was nost improvement?
Substauntiate vour answver.
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II. Attitude Conversion Under Crisis
» In the Spring of 1969, a sizable group of Harvard students seized a
university building and conducted a eit-in to protest events related to
the Vietnam war and Harvard's military involvement., The demonstration
was terminated seventeen hours'later by police intervention resulting in
some two hundred injuries. |
Marshall ﬁeyer (1971) conducted a survey of etudents in Harvard
College, Radcliffe, and the Graduate School of Arts and Sciences three
weeks after the sit-in to ascertain their general political opinions and
their specific attitudes toward the campus events. Among the questionnaire
items were retrospective questions'paired with those on current opinions.
These enabled aﬁalysis of the data as if they were from a panel study.
Meyer used these items to examine how.events subsequent to the building
”seizdre (in particular, the poliee bust) effected change in attitudes
toward the.seizere and sit-in. His generel findings are presented in
Table .1.

Table .1 Current and Retrospective Attitudes of llarvard
Students Toward Campus Events, as Measured in May, 1969.

Items:
Percent who now think that takeover of huilding was justified 30%
Percent who had thought takeover justified . 16%
(base N) (913)
Percent who now think there should be no penalty for students
occupying University Hall 187
Percent who had thought there should be no penalty 8%
(base N) (913)
Percent who now approve calling the police ' 28%
Percent who had thought it advisable to call the police 20%
(base N) (867)
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1) On which ‘of the three attitudes did campus events have the greatest
impact? Cite relevant indices in your answer and ‘justify their use.

Meyer deécribed the nttitude changes as "conversions" and measured
the shifts in terms of a conncrsion rate which is the same as the effect-
iveness index described ahbove. lle interpreted the index as the probability
that an individual who initially held an nétitude would have changed his
position by the time the questionnaire vas administered. One of the sur-
prising findings was that the percentage of students who approved calling
the police increased after the fact. Apparently as some students became
more sympathetic to the militants during the crisis, some also cane to
view police intervention as necessary-—cither because crisis 'dissonances
were resolved by finding...the police bust palatable," as suggested by
Meyer, or perhaps hecause they found the bust to have functioned to the
advantage of the militant cause.

It happens that most of the students surveyed described themselves
as slightly left of center politically. One might wonder, as did Meyer,
how changes in attitudes were related to political vieus, i.e., who

reacted most to the seizure and police bust? Table .2 gives relevant

data,
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Table .2 Current and Retrospective Attitudes of Harvard
Students Toward Campus Events by Political Position.

Political Position
Far Moderately Just Left Center to

Left Left of Center Far Right
Items: '

Takeover justified: current 65% 337 - 217 8%
before 46% 14% , 9% 37
: (182) (285) (214) - (232)
No penalty: current - 477 197% _ 8% 5%
before 23% 8% : 2% 0%
- (182) (285) (214) (232)
Approve police: current 3% 147 33% " 63%
before 27 - 117 19% 417
(175) (278) (210) (204)

Answer the following questions on Table .2 using indices relevant

to your argument.

2) - For both current and previous attitudes, describe the relationship

between Political Position and
a) the belief that the takeover was justified.

b) the fecling that the denonstrators should not be penalized,

c) approval of the police intervention.
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3) Describe the relationship between Political Position and change in
a) the belief that the takeover was justified.

b) the feeling tha% the demonstrators should not be penalized.

e

c) approval of the police intervention,

-

4) Justify or refute the hypothesis that the students approved the
police bust because it functinned to the advantage of the militant
cause.
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Introduction

.

Reason analysis is a method for discovering and evaluating the

causes of individuals' dispositions and behavior. It systematizes

common, but often less than rigorous, procedures used in any research

activity. The céntral features of reason analysis are the construc-
tion of an accounting scheme and the in-depth probing for roasons why
a person.engaged in the actions under study. TIts purpose, ultimately,
is to assess causes while distinquishing amcng actors on the basis
of iow they came to engage in the focal act. Variations of the method
apply to situations where an individual did not do something expected
and to évents for which cause is to be assessed without interrogating
the act:or.l

Reason analysis may be appliedvgo a wide range of individuals'
acts. It is most effective i;.diSCérning subjective factors underlying
purposive actions, such as those involving the intentional choice of
a course of action. It has been found to be particularly useful,
therefore, in market research and migration studies. As Kadushin suggests,
it "is the method to be prefefred if one or more of the following con-
ditions hold true: a process is being studied; the act is extremely
frequent or extremely infrequent; only those performing the act can
conveniently be located or followed." (1968, p. 338). The first and last
points are obvious. The second refers to cases where the gross differences

in the number cf actors and non-actors would render findings from typical

cross-sectional analyses insignificant. 1In short, it applies to those

1 The latter variation is discussed in Zeisel (1968) under the label
"reason assessment'. The method will not be covered here although
certain examples will be taken from reason assessments.
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situations where "why?" can meaningfully be asked of an individual‘s
action.

Reason analysis has bean gsed to study a wide variety of human
actions although it is particularly applicable to those involving a
purposeful choice among alternatives influencing behavior. Typical
applications of reason analysis have included consumer behavior
(Rornhauser & Lazarsfeld, 1935; Smith & Suchman, 1940; Lazarsfeld, 1941;
Katz'& Lazarsfeld, i955); migration (Mills, et al., 15503 Rossi, 1955a;
1955b; Ritterband, 1969); occﬁpational choice (Lazarsfeld, 1929); voting
(Gaudet, 1955); delinquency (Burt, 1925);: mérriage and divorce
(Goode, 1956); participation in a voluntary association (sills, 1957);
and undergoing psychoanalysis (Kadushin, I9358). The principal refer-
ences on the method of reason analysis Are Zeisel (1968) and Kadushin
(1968). |

_Réason analysis differs from other =ypes of survey research in
several aspects. First, while most cross-sectional analyses seek to

explain an action by studying both actors and non-actors, reason anal-~

Tt

ysis concenfratQEMAnly on those persons who have performed the action.

Thus the subjects in reason anaiyses are homogeneous with respect to

the action under study. The procedure seeks to distinguish among

them according to the various paths which led them to the same act.
Second, theory plays a greater role in reason analysis than is neces-

sary in typical survey research. Reason analysis reiies on an explicit

action paradigm to form accounting schemes used to guide inquiries into

reasons for an act. An accounting scheme is a classification of

reasons under analytic categories dictated by an action paradigm and
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and intended for use in specifying the causes of individual's acts. It
is central to the conduct of reason analysis. Finally, reason analysis
does not employ usual statistical methods for determining causality.

Instead, causality is assessed through the careful probing of each in-

dividual’s stated reasons for his actions. Such probing occurs at

"the data-gathering stage, not after, as in most survey analyses.

In SBERiﬁg to assess the relative importance of reasons cited by
respondents, reason analysis goes beyond the simp? ‘isting offreasons
given., The point of reason analysis is to make sense of sucﬁ réasons
Znd, in so dafmg, to strengthen one's confidence. in causal inferences
—rzwn from the reasons. For example, inban inquiry on why youths drink,
Z.sample of 383 juniof and. senicr high school students who drank were
asked to indicate why they continued to drink aft=r their first éx—
perience (MacKay, et al., 1967). Their reasons are listed in Table 1.
It was found that the most common reason (given by 38% of the students)
was. that they 1iked-the'taste; but is this sufficient to conclude that
it is the most important reason? Cléérly not;bit merely stands as a

frequently cited reason. Any of the other reasons may be a far more

Table 1: Reasons for Student Drinking

b

‘Reason

Because of ‘feeling sick

Because of feeling tired

- To get along better with people

To help in meeting new situations
Because of feeling lonely

To get "high" or "tight"

To get drunk

To help to forget

Because .of feeling angry

To feel better when sad

Because of the taste )
Because my friends do 1 4-‘4

=
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T

powerful determinant of drinking. In reason analysis, a list such as
in Table 1 would be the starting point for an in-depth probe to ascertain

the causal process culminating in a student's drinking.

History

The systematization of methods for ascertaining reasons is asso-
ciated historically with the development of so-~called action theories
and ar_interest in explicating causes of individual actions.

In particular, it was developed by Lazarsfeld as a natural outgrowth

of his- training under Charlotte Buhler and his early interest in applied
psychclogy and market research. Charlotte Buhler and her husband, Karl,
were:iﬂentified.with the Wurzburg _school, a group of German psycholo-
gists with a common interest in the experimental study of action. Kafl
Buhler, in particular, is well known for his method of interrogating
experimental éubjects to relate, by introspection, the steps they went
through to arrive at solutions to problems. The methodplogy associated
with this approach has been summarized by Ach as follows:

a) It was definitely a matter of retrospection, not introspec-
tion; the subject reported his experiences after the comple-
tion of the act and did not try to observe himself while he
performed the task.

b) The interviewer made maximum use of the time sequence
character of the experience. Occasionally, the method of
"fractionization'" was used; this meant that in a series of
interviews the interrogator singled out varying phases for
emphasis, according to where clarification was needed.

~ ¢) An idea which we might call synthetic structure played a
‘considerable role. It turned out that the experiences of a
number of subjects would differ in detail but that certain
broad features were common to all. The purpose of the
interview, therefore, was a two~fold one; on the one hand,
to bring out the broad common structure by cumulation
from one interview to the noxt; on the other hand, to facili-
tate the discovery and reporting of specific individual re-
actions to be accounted for later by the interpretation of
the analyst.
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d) As the studies went on, the purpose of the interviews was
not” to serve .as a catch-all for whatever the subject might
have experienced. Rather, the role and location of specific
elements in the course of the experience was the main pur-
pose, for example, to see at which point the determination
through the task did and did not play a role.
(cited by Lazarsfeld, 1972, pp. 76 ~ 77)
The influence of this tradition as it pertains to reason analysis
ds manifest in Lazarsfeld's "The Art of Asking Why" (1935), the first
English presentation of the meithod of probing characterizing reason
:anhiysis. The - more general interest in the analysis of action for
applied'psychology was expounded by Kornhauser and Lazarsfeld in
“The Techniques of Market Research From the Standpoint of a Psychologist"
{1935) wherein they proposed that the psychological analysis of action
serves as a master technique ~- one used to plan and organize research -~
for ﬁarket-research. The all-important accounting scheme falls quite
naturally between the "master technique" and the interrogation for Treasons,
and both of the papers mentioned above describe what wag later to be called
an "accounting scheme,"
Most of the early studies based on the ‘method of reason analysis
dealt with consumer behavior (e.g., Xornhauser and Lazarsfeld, 1935) al~
though it was never intended to 'be the exclusive property of market research.
In&eed, Lazarsfeld, while at the Buhler Institute in Vienna; had used an

accounting scheme to organize government data on occupational choice. His

work was published in Jugend und Beruf (Youth and Occupation) (1931).

Likewise, in an effort independent of the Vienna work, Cyril Burt, an
English psychologist, applied a similar technique to the study of reasons
for delinquency (1925). Subsequent uses of reason analysis broadened

its application to areas cited earlier. The procedure is not in common
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use today, although continuing interest in reason frequencies suggests
a need for its mevival. This point 7=ill be discussed in a later section

of this paper.

Overview
The method of reason analysis pmmreeds under several reasonably

distinct stages. TFirst, the pggbl&i:is formulated in a manner which

will make explicit the types of actimm to be studied while limiting
the scope of investigation to factors: consistent with the purpose of

the research. Second, an action paradigm is developed as an abstract

representation of the focal act, its components, and its determinants.

Third, an accounting scheme is constructed as a concrete realization

of the action paradigm. The accommting scheme will further specify
the scope of investigation while arramging relévant factors into opera-

tional catgegories. Fourth, a best me=thod of interrogating for reasons

is selexted and appified to get necessary information as prescribed by the

accounting scheme. Fifth, causality is assessed through the analysis

e

of reasons cited as action determirnints. Finally, findings are tabu-

lated and presented as statimtical resulkts for the whole sample and its

various sub-categories (cZ. Kadushin, 1968; Zeisel, 1968; Lazarsfeld
& Rosenberg, 1955).

Notice that some of the stages may overlap. Problem formulation
is certainly structured by at 1éast a vague theory of action. Also
causal'asgessment is implicit in the probing characterisitias of reason
interrogation. This should not be bothersome. Presenting reason analysis

as a series of stages merely facilitates discussion.

147




Pagé-7l

The stages of reason analysis are evident in Rossi's study of
why families move (1955a; 1955b). Residential mobility is particularly
amenable to reason analysis because not only is it the culmination of
a well~defined decision process, but both the structure of the decision
and its importance make it relatively easy for movers to reconstruct
influential factors by retrospection. Rossi designed hig reasearch to
study the reasons given by families for mo&ing from one ﬁome to another.
"It focused on Philadelphia households which had moved within a five-year
period4up to 1950. His sample included families of various socio-economic
statuses in a variety of housing accomodations.

Two findings from previous research were important in formulating
Rossi's research: known reasons for people moving and a paradigm for
migration. A nation-wide survey by Branch (1942) asked "Why did you
. happen 'to move?" and found a variety of possible reasons for moving
worthy of deeper exploration. Noting ambiguities in the responses
stemming from different interpretations of the question, Rossi organized
the reasons with their percentages as shown in Table 2.

Table 2 - Answer Categories Classified by the Frame of Reference
' Employed by the Respondent ’

I. Characteristics of the Former Home:*
A. Better quarters or better location

(i.e., unsatisfactory former home) 18%
C. More space required 13
D. Rents too high or house too large 12
F. (In part) House in need of repairs 3
Not answered in terms of former home 547

ITI. Characteristics of New Home:

G. Closer to location where employed 10%
B. To build  or purchase home 16
Not answered in terms of new home . 74%
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ITI. Decision Is Not Respondent's:
E. House sold, repaired, renovated,

occupied by owner 10%

F. (In part) House burnt or torn down 3

] No information as to decision maker 87%
IV. Changes in Housing Needs ¢

H. Marriage - 5%

No information about changes in needs 95%

*Note that the categories included under I are not mutually
exclusive. "Better quarters'" might mean quarters which are lower
in rent, larger or smaller in size, and so on. Hence many of the
cases included in this generzl omnibus category might have been
more properly placed in some of the more specific categories.

(Reproduced from Rossi, 1955a, p.459)
It is notable that large percentages of respondents did not answer
under each category——evidenée of the inadequacy of a general "Why?"
Question. However, as shown, the findings suggest both a framework for
formulating the problem and a set of'tentative factors to be investi-
gated.

Second, drawing on a migration study by C. Wright Mills and others
(1950), Rossi had available an action paradigm for the study of mobility
Postulating inflvences in terms of "pushes", and "pulls", and "information
channels". This constituted the general structure for an accounting
scheme.

The accounting scheme was developed under the migration paradigm and
included épecific causal factors suggested both in previous research and
through exploratory interviewing. It had as its major elements the following:

A. Complaints: Unsatisfactory features of the previous
dwellings which impelled the family to leave
B. Specifications: Attributes of a new home which the family
was particularly desirous of obtaining
C. Attractions: Features of the new home which made that ‘
dwelling more desirable than other dwellings
considered.

D. Information Sources: Means by which the new dwelling was
brought to the family's attention

(Rossi, 1955b, p.128)
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Focusing on complaints (the "pushes" of migration), we can see
the detail incorporated in an accounting scheme. The push culminating
in a move is a sequence of three basic stages:

Stage 1: The household is satisfied with the old dwelling.
. .There are no complaints held by the family about
the home or its surrounding environment.

Stage 2: Dissatisfaction is aroused. Something occurs to
generate complaints. The family begins to have a
desire to move. ‘

Stage 3: The desire to move crystallizes into definite
plans for moving and the move itself occurs.

(Rossi, 1955a, p.460)

According to Rossi, the Typical Move consists of all three stages. A

Delayed Move includes stages 2 and 3 only--the family was never com-

pletely satisfied with their home. A Forced Move consists of stages 1
and 3--the move was impelled by reasons other than complaints (Rossi,
1955a, p.460), ‘The accoﬁnting scheme of Figure 1 synthesizes the pro-
posed causes for moving with the processual factors in detail suitable -
to guide subsequent interviewing.

Recall that the general "Why?" question-did not elicit complete
information. 1In contrast, interviewing under the accounting scheme of
Figure 1 not only_minimized non-responses but also enhanced the inquiry
in at 1east.three respects: it increased the detail of the responses;
it made the interview reasonably precise yet efficient; it provided
data in a manner suitable to causal assessment.

Interviews were structured to get data from every family under all

of the categories relevant to their decision to move. First, each
M~

-

respondent was asked a "stinmulus" question -- "What was it that made you
think of moving out?" -- for the purpose of establishing the general

context of subsequent questions, while stimulating recollection of the
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Figure 1: Detail of an Accounting Scheme for "Pushes"

I. Changes Causing Complaints to Arise:
What brings about the transition between Stages 1 and 2?
What makes a previously satisfied household become dissa-
tisfied?

Changes might be classified along the following lines:
A. Changes in the Dwelling or its Environs:
e.g. apartment falling into disrepair, neighborhood
deterioration, etc.
B. cChanges in the Structure of the Family Producing
Changes in Housing Needs:
e.g. chaoge in family size, shifts io age and sex
compositions, etc.
C. Changes in the Family's Values and Aspirations:
e.g. shifts in social status, shifts in housing
values of family, etc.
II. Complaints: .
What are the things about the dwelling or its surroundings
with whict: the family i3 disgatisfied? -
A. Dwelling Design Complaints:
e.g. amount of space, utilities, layout, etc.
B. Dwelling Environment Complaints:
e.g. social composition of neighborhood, physical
structure of the neighborhood, ete.
C. Space-Time Relatfonships to Significant Locations:
' e.g. access of employment, gervices, friends, etc.

decision to move.

III.

v.

Page 10

Barriers:

Once dissatisfaction is present, what prevente the
desire to move from being realized? Often families
harbor complaints for long pariods of time without
attempting to move.

Barriers may be classified as follows:
A. Deficiencies in Resources:
e.g. insufficicent income, etc.
B. Pre-occupation with other matters: -
e.g. 1ll-health, conflicting demands on ircome, etec.
C. Lack of Knowledge Concerning Opportunities:
e.g. family may believe that no housing is agvailable
to {ic.
D. Adverse State of Rousing Market:
e.g. no appropriate housing available to family.

Precipitants:

There 18 usually some time period between the arousal
of dissatisfaction and the move itmelf. What are the
events which permit or facilitate the translation of

a complaint into action?

Precipitants might he classified as follows:
A. Changes in Household Resources:
t.g. increase in income, etc.
B. Changes in Relative Importance of Housing:
e.g. with a family's rise in social status, a new
residence wight appear to be a more preasing need.
C. Change in the Housing Market:
e.g. more vacancies on the market.
D. Events forcing a Move:
e.g. destruction of dwelling unit, change in marital
status, eviction, etc.

Then, the respondent was asked "exposure" questions

about complaints with his former home -- those specific things which made'

him dissatisfied.

Finally, after ascertaining the various complaints, he

was asked an "assessment" question ~- which of the various reasons did he

consider most important?

The general purpose of interrogation was to

obtain requisite data as specified by the accounting scheme, and for each

reason cited, to get the respondent's assessment of its importance.

With the interviewing completed, Rossi had at hand each family's

reasons for moving and subjective assecsments of causality. He found that

complaints fell into three types -- those cbncerning space, the neighborhood,

and costs. The interview results,
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in the first two columns of Table 3. Space complaints were mentioned
most (64%) and cited as most important by 45% of the families. Costs
TABLE 3: ASSESSMENT RATINGS OF COMPLAINT TYPES

Priﬁéry

Complaints Total
(Impact) Coverage -Effectiveness
Space Complaints _ 45%-. 64z .70
Neighborhood Complaints 147 29% .48
Costs Complaints | 127 327 .38

complaints were mentioned more often than neighborhood complaints although
the_latper were generally felt to be more important.

As a measure of the apparent effectiveness of each factor in bringing
abeut a m;ve, Rossi used an index defined as the ratio of primary complaints
to total coverage. The effectiveness of each complaint type, for the entire
sample, is shown in the last column of Table 3. It can be seen that space
was clearly the most influential factor. Complaints about the neighbor-
hood and costs were much less frequently cited, but if implicated,
neighborhood complaints were somewhat more influential than costs,

Using similar procedures to analyze the other stages in the decision
to move, Rossi was able to describe factors determining the move for
various family and housing conditions. In particular, he found the modal
decision process to be as follows:

The modal family left its old home voluntarily, impelled

by a recent change in its size which had rendered the size of

its former place inadequate to its new composition. In

searching for a new place, it looked through newspapers and

asked friends and relatives to apprise it of prospective

vacancies. Typically, the new home was brought to its atten—
tion by the personal contacts it had employed.
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Each of theée points has bearing on the scope of the research, although

the importance of the third point may not be immediately obvious., Suppose
we were contracted by a board of education to study.the reasons high schéol
students drop out. If the board's purpose is to do what it can to prevent
drop-outs, then our research would most likely concentrate on the "pughes"
of leaving school, i.e., on the factors over which the board has some
control. But had the same research been contracted by a state labor
department for the pﬁrpose of creating advertisements to curtail drop-outs,
then our emphasis might fall on the "pulls" of leaving school to learn
what is attractive about drcpping out.

Recall that Rossi saw as the purpose of his study the potential for
"modification and control in the setting of housing policies" (1955b, p.128).
Accordingly his design of an interviewing program was governed by a concern
fqr data appropriate to that purpose, i.e., to ascertain the sources of
attitudes which "could ... be rodified in setting new policies in the
construction of housing units" (1955b, p.128). Thus in formulating one's
problem it is important to distinguish between acts which were not in-
tentionally induced by an agent other than the actor and acts which were
externally induced, the causal ;gent having nothing to do with non-
perfcrmance of the act  (Zeisel, 1968).

Careful problem formulation for reason analysis involves at 1east’
three main considerations: Is reason analysis the appropriate method?

Is the enphasis of the analysis consistent with the purpose of the research?
Are the principal factors to be analyzeq_bqpnded, i.e., are they within

the scope of possible inquiry?
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In the following example we see how a relatively innocuous research
problem reveals its intricacies as one begins to analyze it,

Let us suppose we want to study the reasons narcotic addicts give for
their use of heroin. As a first step we might clarify our intent. Are we
interested in the causes of addiction? TIf so, we must note irmediately

some obvious factors beyond the scope of reason analysis. Narcotics usage

" is the principal cause of addiction, and once hooked, the addiction is the

driving force of usage. Clearly reason analysis has nothing to offer from
this perspective. We might, then, reformulate our problem in one of several
ways. One could investigate‘why an addict does not kick his habit or one
might restrict the inquiry to some aspect of usage less severely influenced
by addiction. For example, what are the reasons for initial usage, say,
up to the first time heroin was mainlined?

This question is amenable to analysis, but requires several further
decisiuns. First, we rnust decide who should be studied. There may bte
good reasons, for examrle, to confine‘aLtention to a particular age group,
realizing that different gemerations will have been differentially affected
by social forces. More important, we must decide upon a particular tvpe
of ‘user for study. he person Vho began habhitual use of heréin after
initial usage may be very different from oune who inadvertently became
addicted. And of course true addicts may be quite different from "weekend
trippers" or the occasional "chipper." Second, having decided on a study
Population, we nust decide whether or not there is need for placing greater

emphasis on one factor over another. A number of different purposes and

interests may guide the research. A governuent funding agency may be

especially interested in multi-drug abuse as it pertains to the heroin
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addict population. Then we might place our emphasis on the gratifications

obtained, as reflected in other types of drugs used ~ the "pulls" of
heroin usage. Or we may have a particular interest in the availability of
heroin ~~ its difficulty to obtain —- as a factor in its usage. Or we may
wént to concentrate on background determinants of usage as an exploratory
step to future analyses of those factors unique to addicts which Jed them
to heroin while others did not. Or, finally, we may want a detailed
analysis of the addict subculture to understand the social pressures —-—

the "pushes'" -~ affecting usage.

Action Paradigms

The key to eliciting reasons iswfor the researcher to understand
fully the possible causal factors or chains of events influenciné the
action investigated. One cannot intelligently ask "why" without some idea
as to how the answer should be interpreted or, for that matter, how to
recognize an answer. Underlying the question is an assumed action paradign
by which empirical findings can be classified and ultimately explained.
Action paradigms provide an abstract conceptual scheme within which the
problem may be formulatcd and evaluated. An element of an action paradigm
is any of the general categories of factors which are causally related to
action,

The importance of action theory to reason analysis is twofold:
first, an action paradigm guides the construction of accounting schemes
by ;pecifying the general categories of variates to be explored; secbnd,

the action paradigm also specifies the relationskip among the variates
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giving rise to an action, thus forming the principal Basis for assessing
causality. Unlike other forms of survey analysis, reason analysis does
not rely on statistical methods to infer causality. Instead, it depends
on the rigorous and complete prespecification of causal factors and their
linking mechanisms as the basis for causal inference. As Kadushin warns,
"reason analyses generally fail if they do not begin with a model of
behavior that specifies all the relevant factors that might impel an
action or prévent one" (1968, p.338).

An explicit action model is not essential to the conduct of reason
analysis, but a reason analysis cannot be designed without at least an
implicit action model from which an accounting scheme may be constructed.
In Rossi's study we-saw how the act of moving could be analyzed as a
stepwise process consisting of pushes, pulls, and sources of information.

' More general social psychological action paradigms may be needed for
less structured acts.

The action paradigm underlving a reason analysis may assume different
forms according to cne's intellectual bent and the purpose of the investi-
gation. ‘Parsons' theory of action, fpr example, is used by waoy sociolo-
gists in the articulation of their owﬁ conceptual schemes. Parsons'

paradigm involves an actor acting within a situation with an orientation

to the situation which is both motivational (related to need-gratification)
and valuational (guided by commitments to particular standards) (Parsons & Shils,
1951, pp. 56-60). Bearing in mind the importance of action paradigms but
recognizing that the choice of an action paradigm is depehdent on one's
research purpose, the selection criteria can vary accordingly. Tolman
proposed an action paradigm whiph seems especially suited to general
applications through selective use. He partitioned the elements of his
5 156
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schemz into dependent, independent, and intervening variables. The de~
pendent variables are the actions under study. The independent variables
are the causal factors initiating the action and include (1) the stimulus
situation, (2) states of drive arousal and/or drive satiation, and

(3) individual-difference-producing variables. The intervening variables
are "postulated éxplanatory eﬁtities conceived to be connected by cue ge
of causal functions to the independent variables, on the one side, anl hr
another set of functions to the dependent variable of behavior, on the
other" (Tolman, 1951, p. 281).

Most action paradigms assume an actor with personal interests, needs,
and values behaving within an environment which not only facilitates and
constrains behavior but also stimulates the actor into action. Differences
among paradigms arise in the typological distinctions made and the postulatad

mechanisms of action. Of interest here are the applications of action

paradigms rather than their differences. The reader interested in the
historical development of the study of action is referred to Lazarsfeld,
1972.

Kornh:iauser and Lazarsfeld (1935) have shown how a general action
paradignm may be appiied to the analysis of an individual's market
behavior. Although primitive, their scheme reflects a general approach to
the analysis of action, not unlike Tolman's. An action is determined by
factors in both the individual and the circumstances of the situation in
which he acts. For market behavior, the scheme may be depicted as in

Figure 2. Individual factors include both motives and mechanisms. ‘'Motives"



‘?age 18

Individual
Motives
Mechanisms e
ACTION

Situation
Producc
Sales TInfluences
Other Tufluences
Figure 2: An Action Paradigm for Market Behavior
is here taken to mean that set of dispositions which might move an indi-
viduai into action, e.g., needs; interests, or attitudes, conscious or
uncouscious, implicated in the. action. Thelspecifics need not be listed with
the action paradigm but are conéidered in detail within a subsequent account~
ing scheme. The processes determining how motives operate are here called
"mechanisms." These include personal sensory and motor capacities, intellec~
tual skiils, and knowledge. 1In short, those factors which activate and
channel individual motives.
Factors external to the individual are no less important in deter-
mining action than internal factors. An individual's situation incor-
porates both facilitators and constraints guiding behavior. A person may

purchase a product because of its having (or not having) certain attributes,

because he has the money to afford it, because he has transportation to

"""the store, because a friend recommended it, etc. In short, a person does

not act in a vacuum. He is subject to an enormous number of situational
influences, both positive and negative, bearing on his actions.
Thus far we have considered thes elements of action as static factors.

Action is by definition dynamic, generally consisting of many unit acts,

»

each subject to the personal and situational factors discussed. More
important to their causal assessment is the recognition that one action

is usually the culmination of a string of prior acts, which, taken

158



Page 19

together, constitute a causal string. Thus time is a natural component
of action amalysis. It enters action paradigms to place the central
action in historical perspective. Kornhauser and Lazarsfeld sketched

the entire process of making a puréhase as in Figure 3. Beginning with

Individual Individual factors
factors A ) (Attitude or readi-
1 ' ness to purchase)
Situation \\\5 Individual : ) Purchat
[Advertisenent] factors Situation
J Az
1 (Influence precipi-
Situation ™3 Individual tating purchase)
[Friend} factors
Ay
Situation
[Leisure]
Time Line
_ Figure 3: Processual Action Paradigm for Market Behavior ‘

the individual at time 1 in a given situation he encounters an influence,
say an a&vertisement, preceipitating a response - Al. Action A1 may be a
favorable feeling toward some product. His new disposition‘becomes part of
the set of individual factors which at a subsequent point are influenced
by a friend's enthusiastic comments about the product resulting in AZ’ say
a distinct predisposition to buy it. Later, finding‘time to consider
seriously buying the product A3, he makes his decision and arrives at an
attitude of readiness to purchase, which, subject to situational con-
straints, results in his making the purchase.

Most action paradigms are intended to explain unit acts rather than
temporal sequences of unit acts culminating in some major act. One shouidq
Yemember that accounting schemes require considerable detail, generally
including precise specification of time points. Any action paradigm can

be made dynamic in the simple.fashion exeﬁplified by the Kornhauser and
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Lazarsfeld model described above. Hovever, such precision is less char-
acteristic of action paradigms than of accounting schemes.

Accounting Schemes

Given tentative reasons and guided by an action paradigm, one may
proceed to set forth, in detail,.the specific factors causing an action,
as they might be perceived by the actor. These are organized into an
accounting scheme -- a concrete realization of an action model including
the set of factors to be considered in subsequent interrogation of an
actor and believed to be essential in accounting for his actions (Lazarsfeig
and Rosenberg, 1955, p.388).

An accounting scheme classifies possible reasons for actions within
dimensions logically determined by the action paradigm and refined sub-
Stantively by the Subjectivexcontent of the reasons themselves. It both
lipmits the scope of investigation and facilitates analysis within the
action paradigm by treating clusters of reasons as comparable’under general
categories. Differenr types of reasons are then amenable to statistical
analysis and generalization beyond specific individuals.

The elements of accounting schemes are usually presented as explicit
lists of reasons and/or their underlying factors. We have already seen
how a scheme for complaints was used in Rossi's study of household.moves.
Zeisel‘has shown how an accounting scheme can be ﬁsed\to describe lawyers'

decisions in choosing trial with or without a Jjury (1968, pp.162-164).
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The-decision to waive a jury trial in certain types of cases is governed

by law office rules. The decision in other cases is a complex one

involving several dimensions as shown in Figure 4. The reasons for

waiving or not waiving the right to a jury trial may be understood by
recognizing that there is a complex decision process underlying it. The
scheme of reasons, in this example, is a list of relevant factors considered

in that decision process.

I. Advantage Aimed At

B. Judge
A. More advantageous verdice 1. More lenient on penalty if jury waived
B. Costs of trial 2. Possibilities of persopal bias
C. Better prospects for bargaining or an advantageous a. Re counsel
gullty plea b. Re defendant or witnesses
D. Better opportunities for appeal - c. Re type of case

E. Better ingulation against client 1f case is lost

IV. The Case
II. Influences on Decision .

A. Content of case

~ A+ Client's wishes 1. Tyve of offense
8. Trial judge’s preferences (to gain his favor). 2. 1s the primary issue a question of fact or of
C. Counsel's personal preference law?
D. Countering opposing counsel's preference 3. Defense affort concentrated primarily on question of
1. TIn particular case a, Cuilt
2, I3 general b. Sentence
E. Tradition in the particular court c. Major or lesser offense
B. Expected length of trial
I1I. Differences Between Judge and Jury Trial that can Produce C. Difficulty of case
the Advantage D. Persoralities iu case
1, Client
A, Jury a. Personal background
1. More than one man ’ b. Physical characteristics
8. Composition can be modified through challenges c. Manner of testifying
"-before trial d. Past record
b. To convince one single Juror might guffice 2. Witnesges
€. Individual bias cancels out a. Personal baskground
d. No personal relationship to either gide b. Physical characteristics
2., Basic attitudes c. Manner of teatifying
3. Not always bound bv rules of law : d. Past vecord
b. Specific bias B, Estinated odds of success (prior to trial)
(1) for underdogz . F.  Public actention received by case

(2) azainat unpopular indictment
(3) represent popular prejudice
¢. Easier to influence

Figure 4: Scheme of Reasons for Choosing Trial With or Without Jury
Zeisel exemplifies the use of the scheme, from an attorney's perspec-—
tive as follows:
This wés a case of a homosexual (IV-A-1); I was éomewhat

afraid of a jury, because they don't like sex deviates
(ITI-2-b-3). Also I know the judge; he is an experienced
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wise man, not one of those hot-rods (III-B-2-c). There was
anyway only a small chance of acquittal (IV-E); the big
question was whether I could get a suspended sentence (IV~A~3-b),
aud I found that judges are more lenient on the Sentence
if they try the case without a jury (III-B-1). On the
whole, I thought I would get my client a better verdict
without a jury (I-A). I talked to my clienf: about this
decision, but he left it to me (II~A).
(Zeisel, 1968, p.164)

There are no fixed rules for developing accounting schemes. One
must be guided by the intrinsic structure of the action and his own
analytic skills. Action paradigms facilitate the perception of structrure
and thus the idcntification of principal elements. Preliminary observation
and interviewing are employed to gain an understanding of the action's
unique substznce. Recall how Rossi was able to organize Branch's data
into general categories suggesting dimensions for an accounting scheme.

In developing a scheme, a researcher tries to assemble as many possible
reasone for an action as he can for the purpose of discovering broad
categories suitable as analytic dimensions. The dimensions mark a logical
framework for classifying all conceivable reasons.

Zeisel has exemplified how an accounting scheme was constructed for
the reasons women use a particular face cream. Four of the typical reasons
were as fcllows:

Ms. A: I heard the cream advertised over the radio.

Ms. B: I have very oily skin, and this cream is supposed
to keep it dry.

Ms. C: T have dry skin, and the druggist told me that this
would keep it moist. ’

Ms. D: It was suppused to have a pleasant smell.

(Zeisel, 1968, pp.157-158)
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As Zeisel points out, none of the women gives a complete story, and the
Varicus reasons cover several different dimensions. Ms. A simply gave a
source of informatinn. Ms. B cited a product trait associated with one
of her personal traits. Ms. C implicated a personal trait, a product
trait, and an information source. Ms. D gave a procquct trait. Thus there
appear to be three categories of reasons:
i. Those referring to the respondent-~-special skin conditions
or certain preferences of prejudices.
2. Those referring to the product-~its qualities, its
supposed effects, its price, and so on.
3. Those referring to the source-—through which the respondent
learned of the product or its qualities.
(Zeisel, 1968, p.158)
A complete response should include at least one reason under each general
category. In this example, ornly Ms. C volunteered a complete reason for
—_ .
her\ purchase.
simple accounting schene with three dimensions ~ predisposition,
qualities of the cream, and scurce of information - sufficed as a guide to
obtaining complete answers in this purchase exanple. (The dimensions
correspond to an action paradigm involving the person, the object, and
the social setting of the purchase (cf. Kornhauser and Lazarsfeld, 1935),
Table 4 demonstrates how the scheme is used to locate missing information

to ke souzht in subsequent interrogations for reasons.

Table 4: Subject Responses Classified by an Accounting Scheme

Qualities Information
Predisposition of Crezm Source
Ms. A - -~ Radio
Ms. B 0ily skin keeps skin dry ~
Ms. C Dry skin prevents dry skin Druggist
Ms. D - pleasant scent ~

(From Zeisel, 1965, p.158)

163

ERIC

Aruitoxt provided by Eic:




Page 24

Reason Interrogation

Having developed an accounting scheme, the next major stage of
reason analysis is to interrogate respondents to elicit their reasons
for having acted. The accounting scheme is not, itself, a questionnaire.
Effective reason iatervogation is generally a flexible technique meant
to avoid the rigidity of the accounting scheme. Reason interrogation is
guided by several considerations. First, initial questions should allow
a subject to answer freely according to his own frame of reference. This
is generally done by asking a general "why?" question. But subsequent
queries must be posed in such a way as to elicit answers consistent with
the researcher's frame of reference, i.e., his accounting scheme.
Second, the interrogation must be certain to cover all relevant elements
of the scheme. Third, specifying and check questions should be introduced
to facilitate the researcher's assessment of a subjects' reasons without
relying exclusively on the respondent's assessments (Lazarsfeld and
Rosenberg, 1955, pp. 388-389). ‘

Three guidelines for formulating questionnaires are suggested by

Lazarsfeld in "The Art of Asking Why" (1935). These are: (1) specification:

ascertaining what a question means; (2) division: enabling the interviewee

te answer; (3) tacit assumption: ascertaining what the answer means.

We have periodically alluded to problems with asking a general "Why?"
question. We saw how Rossi's research went beyond the simple "why" of
Previous research to ascertain details which may not have been discoyered
otherwise. Effective reason interrogation is meant to get answers within
the context of a respondent's subjective interpretation of the question.

The complexity of "Why?" is veadily demonstrated by example (Lazarsfeld,
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2

1935): You haveiqut pufchased a book and I ask, "Why did you buy thac
book?" Your answer will depend on how you interpret my question. Con-
sider the possibilities~raised by simply emphasizing one word or énother
in the question: |

Why did you buy that book (and not the other one)?

Why did you buy that book (instead of borrowing it from the library)?

Why did you buy that book (and not your classmate)?

The answer to this "why" question will vary according to a subject's inter-
pretation of its meaning. If one expects to elicit a response in keeping

-._~with the purpose of his research, the "why" must be specified by questions
indicating where the emphasis shoul& lie,

Beyond insuring that the general "why" is interpreted ia a manner
suited to one's research purpose, interrogation'must also be designed sc
that a respondent can answer in a meaningfui way. This entails tailoring
questions to each respondent's unique experience, thereby enabling him
to answer with minimal incongruity with his personal frame of reference.
Suppose that in the study of household mobility a famil& was found to
have no complaints with their previous housing but had moved because of
"pulls," e.g., having found a new job requiring relocation. It would be-

- foolish to insist on eliciting complaints. At best respondents might
emphasize trivial COmplaints.to please the interviewer. At worst they
might refuse to volunteer further information. i

Finally, questionnaire construction should be guided by.tacit
assumption,fi.e., by an awareness that a.respondent's answers may have im-
bedded assumptiwzns, presumed to Ee shared by_both }nter;ogator and respondent,

which make answers meaningful. When Rossi studied housing complaints, a
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family might have reported that they moved because of the size of their
previous dwelling. How do we interpret such a response? A house that
is too big for one family is too small for another. The answer conveys
little information unless ore knows something about theLfamily's size
and lifestyle. A growing family or one desirious of extravagent living
may have need for a larger home. A family with older children leaving
home may want a smallér house; ‘What may be tacit assumptions in per-
sonal conversation have to be made explicit in reason analysis.

It is relatively straightforward to devise an interview schedule
from an accounting'scheme. But as noted above, the actual conduct of
an interview iS'fér more flexible than is suggested by an accounting
scheme., In striving for flexibility it is essential that an interrdgation
be constrained by precise.guidelines. These mey be grouped according
to those aiming for overali completeness and those dealing with cauéai
assessment. The former are considered in the. remainder of this section;
the latter will be examined in the next section.

As part of a 1939 studv on the effects of ra@?o ;nd political propa-
ganda on change in political ouinibns, Hazel Gaudet.(1955) prepared a guide
for interviewers seeking data on changes in voting intention. The subjects
had previously been igterviewea and their political preferences were knowﬁ.
ﬁer rules are diréctly descended from Lazarsfeld's guidelines~ and demonstrate
'an application to a substantive area other than market reseaxch. First,
"wherever possible, the interviewer éhopld limit the question to a particular
area so the respondent will know more preéisely what is expected of him' (1955,

p. 429). Second, "responses should be supplemented by as much additional informati
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as the interviewer can possibly elicit from each respondent" (1955, p. 429).

She proposed that the following three sets of items be elicited as a

*

minimum account of change:

(1) The answer must usually be stated in terms of the new choice.

If the respondent has changed from a candidate or party to & state

of uncertainty, however, a reason for change may be stated in terms

of the old choice. '

(2) The answer must include the incident, occurrence or piece of
--new information which caused the change in opinion and, wherever

possible, should indicate the source of this information. It is

frequently possible to give the influence without being able to

name the source definitely. The only cases in which the source

of information might be given without a definite plece of in-

formation which changed the opinion would be in cases in which

the prestige of the source of information was sufficient to

change the respondent's mind no matter what the specific facts

of the matter were. '

(3) The type of change should be specified; that is, the interviewer #

should find out whether this change occurred because of a new

estimate of the candidate.or party in question, or whether some

fundamental principle of the respondent's has undergone change.

A complete answer should always include a minimum of one element

from each of these three groups, and usually should include

more than that. It should tell who they are talking about, what

information influenced them and if possible where they learned

that piece of information, and finally how this influence changed

their thinking.

(Gaudet, 1955, p. 431)

To Gaudeffgwgeneral rules we should add one on time. Many actions studied

follow a sequenée of smaller, unit acts whése timing is crucial to ex-

plaining the focal action. 1In particular, the influences of various

factors on a sequence of acts cannot be understood without knowledge of

their tim%ng (Kadushin, 1968, p. 341).- Interviewers should be certain

to determine the timing of events and influences cited by respondents,
Finally, it should be noted that self-administered questionnaires

may be used in place of interviews if done with care:
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Most reason analysis interviews skip about a good deal
until all dimensions are revealed through probing. Thus
experienced interviewers are usually necescary. 2 the Giher
hand, if an act has been very carefully partitiuned iino -
units, elements, and factors; if pretests reveal 2 somplete
range of what respondents are likely to say; and i. the
respondents are sufficiently motivated to answer some open-
ended questions, then it is possible to obtain frem salf-
administered questionnaires results.that are comparable to
those obtained from interviews.

’ (Radushin, 1968, pp. 341-342)

\

Assessing Cause
Mthauéai éésésééent involves fifst determining whether or not a given
reason is in fact a cause of behavior and second, determining whether
it is more or less influential on the action than other causes. Causality
is not easily demonstrated under any kind of methodology. Reason analysis
proceeds under the premise that the.reasons given by respondegts are
legitimate indicators of cause, with cértain reservations. Acts for which
one cannot assume that an individual knows his reasons are beyond the scope
of reasénnana;ysis.

Interrogation for reasons under the procedures‘described in the previous
section is not sufficient to accept subj;cts' answers as the "true" reasons
for their actions. fhe given reasons must be assessed for causality as

specified by the accounting scheme and the internal consistency of each

respondent's reasons. Such is the additional function of specification.

Specification;ﬁgé'a mode for assessing cause.through interviewé, has
been explicated by Komarovsky (1955) under the rubric of "discerning."
It is used to evaluate statements of éausality given by
.respondents for their actions, in accordance with Lazarsfeld's prescriptions
in the."Art of Asking Why." Komarovsky applied the method to the effects

of unemployment during the depressiovn on marital relationships.
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Discerning involves three steps:

1. Preliminary checking of the evidence to make it more specific and
complete.

2. Checking tne evidence for its consistency with other situations in
the 1ife of the respondent and, generally, with human reactions
observed in.similar situations. .

3. Testing the possible alternative explanations of the change. The
criteria in the third step are once again the relative consistency
of one or another explanation with what is known of the 1ife of the

respondent and with general knowledge concerning human behavior in
similar gjituationms.

The first step, checking the evidence, involves questioning a person to
determine if‘gli relevant explanations, as experienced by him, for his
behavior have been given, and assuming they have, eliciting more detailed
statements linking each to the action. Procedures associated with this
sFep were discussed in the last section.

Given evidence of causality, it is checked for consistency in
several ways; First, one ascertainsvif "the alleged causal factor was
present in a different situation in the informant's 1ife without pro-
duc'ng the action or attitude claimed to be a result of it" (Komarovsky,
1955, p. 451). 1If such was the case, then we know that the factor was
not sufficient to cause the action, although it may have been necessary
in the preseﬁce of other factoré to evoke the action. Similarly, if
"the result has existed previously in the life of theiinformant even when
the alleged causal factor was absent" (Komarovsky, 1955, p. 451), then we
may conclude that it was not pecessary to cause ghe result, although if
it were present it very well might. We can be quite certain that if both
of these cases were true, then the alleged factor was not a cause.
Howev;;, it must always be realized that as the individual and his circum-

stances change, historical evidence may no longer be relevant. Thus,
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it is most important to assess carefully the consequences of time on
such inferences, particularly if the elapsed time between events 1s great.
SuchneSSentially logical tests should be sﬁpplemented with checks
for the psychological consistency of the respondent's reasons.for his
action. For example, in Komarpvsk&'s stu&y of unemploymeﬂt and marriage,
she found that "a yoman méy deny that loss of earning ability has
undermined her respect for her husband. This statement may be incorsis~
- tent with what is known about her values of life, her attitude towards her
husband at the time of marriage, and present behavior towards him"
(Komarovsky, 1955, p. 452).
The third major aspect of discerning involves testing for alterna-~
. tive explanations of causality. Under any method of explaining action,
one postulated causal factor nust be judged against rival hypotheses to
determine Whefher or not it is spurlous and if not, whethef its relatdive
contribution to the explanation is greater than other nonspurious factors,
As manifested in the technique of discerning, the test‘of each alternativé
explanation entails scrutinizing plausible alternatives in accordance with
the methods discussed above.
Note that discerning does not address the general question of why
a person acted as he did. It is directed instead at the more limited concern
with whether or not a certain factor can be considered a reason for
his action (Lazarsfeld, 1942, p. 38). "To discern whether a certain ex-
posure was the reason for a subsequent action means to judge whether or
not the action would have come about without this exposure having Eeen
present” (Lazarsfeld, 1942, p. 39). We turn now to an examination of the

statistical analysis of reasons in which discerning plays a major role.
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Recall that Rossi established the "effectiveness" of various factors
on mobility by taking the ratio of éercentage of respondents for whom the
- factor was 1mportént (Impact) to the percentage who mentioned the factor at
all (Coverage), i.e., Effecctiveness = Impact/Coverage. The rationale for
this procedure rests in the usual evaluation of effect with cross-sectional
data. A common way of assessing cause in survey reéearch invélves com-’
paring samples of persons who have and have not performed an act to deter-
mine in what ways they differ on presumed causal factors. For example,
if you want to measure thé effect of advertising on buying a product, you
could compare a sample of persons who had been exposed to cn advertisement
with a sample which had not been exposed to get the difference in pro-

portions having bought the product.

TABLE 5: The Effect of Advertising on Buying

Exposed to Not "Exposed to

Advert!sement Advertisement
Bought Product ' 50% . 30%
Did Not Buy 50 _ 70
Total (1000) (1000)

For example, in Table 5 we see that 50% of the persons expoéed to an
advertisement for a product bought it as cOmpa¥ed to 30%Z of those not ex-
posed. The difference between these is 20% (or .20 if expressed as pro-
portions). This difference is commonly taken to be rhe effectiveness of the
advertising, i.e.,.the proportion of persons in the exposed group for which
there was an effect. 9Jur conclusion that they Qere influenéed rests on an
assumption that equal proportions from both samples would have bought

regardless of exposure to advertising.
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This measure of effectiveness is equivalent to the ratio »f the
proportion of actors for whom there was an effect to the propo.tion of
actors expoééd. In reason analysis we deal only with people who have
perfofmed some action (buyers in the previous example). Thus we cannot
say how many ron-actors there are ana we cannot compare percentages
exposed. We can, however, discern thé proportions of actors exposed
(coverage) and influenced (impact), and thereby compute a measure of
effectiveness. ' This is how Rossi measured the effectiveness of each pfo—
posed factor on mobility.

Assertions about causality made on the basis of reason analysis may
be challenged on logical grounds if poorl§ conceived. In particular, one
thould nevz: assume that mere possession of an attitude or exposure to an
influence is sufficient to cause an act (although it may have done so).
For example, a once—popular argument against the legalization of marijuana
was that marijuana usage leads to beroin usage -- that marijuana usage is
‘a significant 1ink in tﬁ;rcausal chain resulting in heroin addiction.
-The evidence cited for this was the extraordinarily high percentage of
heroin addicts who had used marijuana. But the logic underlying this
argument is easily shaken by the observation that virtually all addicts
had also previously eaten ice c¢ream. The point 1is that the truth or falsity
of the original claim cannot be Supported merely by showing that persons
who use héroin had also dor.e something else prior to their narcotics
usage., Discerning under a &ell—structured accounting scheﬁe is a safe-

gui-’ against fallacious conclusions.
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Limjtations and Validity

Beyond limitations imposed by.the scope of application of reason
analysis are those directly related to problems with retrospective in-
terviewing and the validity of assessments. Retrospective interrogation for

" reascns can only be as effective as a respondent's ability to recall signi-
ficant events without distortion. Katz énd Lazarsfeld found that in about
one out of fifteen cases a,respondeht was totally unable to recall rele-
vant information (1955, p. 203). It is fair to assume that among the
other fourteen cases were respondents whose recollection was inaccurate.

It is especially unlikely that a respondent could remember Fsychelogical
factors, including attitudes and sentiments, associated with an act, if
indeed he was aware of them at the timé. For example, he probably could

t

not remember, "or even know, that he followed a neighbor's advice be-

cause he reminded him of a person whom he trusted when he was a child"
(Lazérsfeld, 1972, p. 81). A researcher should not rely too heavily on
self-reports of respondents. ‘Confidence Zn the results qf a reason
analysis rests with the researcher's ability to extract sufficient infor-
mation from a subject such that he can make his own assessments.

Assuming that information has béen skillfglly obtained, one question
will always remain:

Would the respondent have attended the movies, or changed her
hair style, or bought a new food brand had this influence

not been exercised upon her? The answer will always depend

.on a variety of additional considerations: hLow likely is it
that other influences in the same direction would have taken
the place of the one under consideration? How determined

was the respondent to tzke this action? To whu* extent was

the whole situation such that something was sure to create
- her determination? Obviously, we never have enough information
to make such judgments with very great confidence.

(Katz and Lazarsfeld, 1955, p. 205)
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" But while one may have many mistakes in assessing cause for individual

cases, judgments made for the aggregate of subjects are more likely

to be cqrreét the larger their number (Katz § Lazarefeld, 1955, p.206).
Whenever possible, one shduld try to validate results using

either alternative modes of assessment or external information. The

researcher and his interviewers make assessments in the course of the

research. Following the iaterviews, information may bé further validated

by employing a panel of judges to classify the interview: and to evaluate

the findings. One should expectMgﬂeir judgﬁents to be very similar to

those of the researcher (Smith and Suchman, 1955, P. 4(“\.:AFinally,v

statistical results may be validated by comparison with other inde~

. péndent data Sources, if available, as is done in any empirical research,.

For example, additional studies might be conducted or relevant data

from other surveys might be compared.

Reason:Analy$i§V§E§7Other Modes of Reason Investigation

Only a few examples of reason analysis can be found in the literature
of recent years. The most notable is a study on Israeli student immi-
gration by Ritterband (1969). Nevertheleqs, many recent studies are
explicitly concerned with people's reasons for engaging in certain
actions. Sevéral of these point to the potential usefulness of reason
analysis in current research. Representative studies include research
in areas previously investigated under reason analysis: occupat%ggél

choice (Ashley, et al., 1970; Lindenthal, 1968; Vollmer, 1966) and

. immigration (Appleyard, 1964).

;’A\\M_ -
Social scientists engaged in health-related research seem to be

especially interested in the ivestigation of reasons, if articles in
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the Journal of Health and Social Behavior may be considered indicative.

Since 1967, articles have included studies on motivations of persons
seeking plastic surgery of the nose {MacGregor, 1967), factors in the
choice 6f health care plans (Metzner and Bashshur, 1967), the choice of
dentistry as a profession (Shuval, 1970), teenage drinking behavior
(MacKay, et al., 1967), reasons for drug usage (Schaps and Sanders, 1970),
and needle-sharing among drug addicts (Howard and Borges, 1970). One

study published in Psychiatry describes the process of becoming a nudist

"(Weinberg, 1966) using an approach similar to reason analysis, but without

guidance from an explicit accounting scheme and without discussion of
how causes were assessed.

These studies typically present reason frequencies, some of which
zre well énalized both statistically and qualitatively. Unfortunately,
they fail to make expliéit either thé logic of analysis or the process
of assessment guiding the investigation. Conscquently, they are subject
to criticism on the grounds of both research logic and the validity
of their fihdings. In the absencé.of knowledge on how reasons were
chosen as causes, we are led to a conclusion reached by Laza;Sfelq cver
thirty years ago:

What is needed... is precisely a very careful description
of how this decision was made, in order to leirn‘what variables
were assumed to characterize the case, what laws were applied
to make forecasts of a later state of affairs, how safe the
prediction was, what alternative possibilities were considered,
what assumptions were made about other kinds of exposure '
prevalent in this group, etc. It is the conviction of this
writer that if such an analysis were more freqently carried
through, much systematic knowledge about discerning would
quickly accumulate. It would then be possible, for example,
to classify factors into different groups according t= degree
of discernibility, to bring out more clearly the difference
betweer. impact and effectiveness always underlying such studies.
(Lazarsfeld, 1942, p. 42)
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