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Criterion~referencéd tests are becoming increasingly popular among
qﬂucators and psychometriciqn§. Perhaps the &ost imporfanfzreaéon for their
appearance and widespread accgptance can pe traced to the néw ways that- had
t6 be'found to measure tﬁé.effects of the educatigna1 reforms of thé]1950's
and 1960's. During those decades, the conéentioné] school curriculum was
declared in need of reform, and a reassessment of the goa]s'and'dbjectivesl
of American education was made. (Hofstadter, 1963; Davis and Diamond, 1974;
Cronbach'and'Suppes, 1969). Innovative cou}ses‘of study and instructioha]
technologies were subsequently developed, and progranmed learning and indivi-

3

dualized instruction became commonly-used teaching appreaches. New ways of

v

assessing student performance were needed that corresponded to the innovations.

Educatdrs have traditionally relied on paper gnd pencéi,achievement
tests to }easure'1earning, so it was natural for them to tﬁrn to test theore-
ticians to provide them with alternative ways of interpreting pgfformance on -
measures of educational achievement for the new chrriculum'ang instructipn;- S
The_psychoﬁefricians responded by pointing to\;Qo basic ways of assigning
méahing to'test scores. The first involved comparing one person's or group's
perfokmance‘pr behavior with another person's or group's, and the second in-
volved describing what a person or group can ﬁo or can be expected to do.
Glaser (1963) reférréd to tﬁese two ways of giving meaning to test scores as
"norm-referénced“ and>"criterion-referencgdl“ and recommended criterién- -
referenced score interprétations for the reformed cur;icu1um and instruction.
According to Glaser and his colleagues, ) criterion-ref@?gﬁced test is one
that is deliberately constructed to give scores ;hag tell what kinds of behé-

v

vior individuals with .those score can denonstrate" (Glaser gnd Nitko, -1971).

3
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The reaction to criterion-referenced tests (CRTs) was enthusiastic
\ .
from the start. Because they provide score interpretations in terms of
the achievement of specific and measurab]e sk111s -and behaviors, CRTs have

had appeal to those directly respons1b1e for the educat1on of students and

the development and evaluat1on of educational programs. They also have.had

1%ppea1 to teachers who found *the results. of standard1zed tests 1qadequate f
to assist them in planning lessons, and to many educators and psyo\\1091sts
who Judged standardized, norm-referenced tests to be unfair and even_b1a§ed

. against individua]s,from under privileged and minorit& groups. Fina]]y,
because the criterion- referenced approach was new, peop]e saw it as an oppor—
tunity to improve on ""me of the ‘mistakes they perce1ved to be bu11t into

e

norm-referenced testiny. . . -

’l -

CRT's popu]ar1ty and’ sanct1on by théoret1c1ans and pract1t1oners has
led to their frequent use for 1nstruct1ona1 diagnosis and p]acement and for.
measur1ng Student achievement on educational tasks or ob3ect1ves In addi-
tion, CRTs are be1ng suggested or’ used for other purposes 11ke the eva]ua-
tion of educational programs and the Nat1ona1,Assessment of Educat1ona1 |
Progress (Wilson, 1974). In fact, many yecently-issued requests for propo-
sals from state and federal agenc1es to eva]uate educational programs have
specifically requ1red prospect1ve contractors to justify their se]ectlon of

standardized rather than CRT measures.

The purpose of this paper is to investigate the feas1b111ty of us1ng
cr1ter1on ~referenced tests in a 1arge scale eva]uat1on conducted in an

effect1veness evaluation context.




The investigation began by examining the theory that structures the
development and?vaiidation of CRTs to diséover whetﬁer, on theoretica]_
grounds alone, CRTs are suitable or not sui;ab]e for 1érge-sca1e effec-
tiveness evaluations. The next step was to deve1bp a set of criteria for
selecting tests appropriate for such evaluations. Iﬁc]uded within the éet
of criteria was the stipulation that the test be able to provide scores

amenable to CRT interpretation. Currently available CRTs were then re-
viewed, using the set of criteria. Finally, based on the theoretical

examination and the review, conclusions were drawn. This paper describes
the investigation, and is.organized intc tour parts:
. Tiia Effectiveness Evaluation Context
. I . . . .
. A Theoretical Examination of Criterion-Referenced Testing

. Review of Curréntly Available CRTs

. Conclusions i

The Effectiveness Evaluation Context

§

. . . \
Evaluation is a set of procedures used to appraise an aducational

-

program's merit and to provide information about the nature and quality of

the program's ‘goals, outcomes, impact, and costs (Fink and Kosecoff, 1976).

<

Evaluation Contexts

There are two contexts in which evaluations of educatidnal programs are

conducted. In one context, an evaluation is conducted to" improve a program,
4..\ L
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and the evaluation's clients are typically the program's organizers and
staff.‘ In the second context, an avaluation_{s conducted to measure the
effectiveness of a program, and.the evaluation's clients are typically
the prooram's sponsors. The context for an evaluation is determined by u

the information needs of the individuals and agencies who must is® the

evaluation information.
. —

‘An evaluation is performed in an improvement context when the evalua-
tion's c]ients are concerned wjth finding out precisely where a change
would nake the program better. Typically, the organizers of a §ti]1—

fdeve]oping program reqoire this kind of information so that they can modify A
and 1mprove the program On the other hand, an evaluation is conducted in
an effect1veness context when the eva]uat1on S c11ents are part1cu1ar1y
concerned with determining the consistency and eff1c1ency with which the
program achieves desired res?hts Those 1nd1v1duals who sponsored prodram
deve]opnent or who 4re interested in using the program requ1re this kind
of information about a well-established program 's outcomes and impact. In
addifion, in an effectiveness context, the‘evaluator usually makes use of
powerfu], exper1menta] design strateg1es that permit comparisons, rely on
empirically-validated and standardized instruments, and employ statistical
and other‘ana1ytic nethods that allow inferences regarding the program's
comparative value. Fina]]y,.in an effectiveness evaluation, the evaluator

\ - _
usually.assumes a more global and independent stance toward the program

than in an:improvement context.

t



It is generally agreed (e.g., Alkin, et al, 1974) that information
co]]ection.strategies for large-scale evaluations should rely upon instru-
5 / 3
ments that have been demonstrated to be valid and reliable for the target

population, and that are known to provide relevant information.

A Theoretical Examination of Criterion-
‘ Referenced Testing

In this section, theoretica] iscires in Fhe Heve]opment éﬁd validation
of CRTé will be diécusged.r Tﬁesé include a definition of CRTQ:.the formu-
lation and generafion of CRT objectives and items, score interpre;ation
schemes, eStab]ishing ifem and test quality, and the use of classical iﬁdexes
of reliability and validity. Based on this discussion, the theoretical appro-

priateness of CRTs in effectiveness evaluation contexts will be investigated.kr

- Definition -

-

A criterion-referenced test is one that is designed to provide a
measure of the extent to which educational purposes or tasks have been

achieved. A1l CRTs share several feafures in common:

1. They are based on clearly-defined educational tasks -

-

and purposes. ' R

t

2. Test items are specifically designed to measure the purposes

and tasks.



3. Scores are interpreted in terms of attainment of a pre-set
criterion or level of competence with respect to the

purposes and tasks.

‘Other definitions of CRTs have also been offered. Three of the most

often-used definitions are:

’

1. "A criterion-refgrenced test is one fhat is deliberately
Eonstructed to yield measurements that are directly interpreta-
~ble in_ferms‘of specified performance standards...Performance
standards are'genera11y specified by defining a class or domain
of -tasks that should be performed by the individual (Glaser
- and Nitko, 1971).

‘2. "A pure criterion-referenced test is one consisting of a sample
of production tasks drawn from a well-defined population of per-
formances, a sample that may be used to estimate the proportion

‘ :

Y of performarices in that population at which the student can’ '

succeed" (Harris and Stewart, 1971).

3. "Criterion-referenced measures are those which are used to
-ascertain an individual's status with respect to some criterion,

i.e., aAperfOFmance standard" (Pdpham and Husek, 1969).

While these definitions differ considerably in terms of the limitations
and constraints placed on a criterion-referenced test,;they all invq1Ve re-

porting test score; in terms of achievement of educational tasks.

3




A question frequently asked about criterioh-referenced_Qests concerns
their retationship to norm-referenced tests. To answer'this question
briefly, the crucial difference between these tests is the metric used to

) . 5 .
describe their scores. Norm-referenced tests report scores that are in-

tendéa to permit comparisonS'or rankings and use metrics like ﬁercenti]es
and stanines. Cr};er1on _referenced tests report-scores in terms of levels
of competence 0% achievement with respect to a performance criterion and
use metrics Tike mastery or percent of an objective achieved. 'A11 other
differences between norm-referenced and criteridn-referenced tests, like

the way each is developed and validated, akk derived from the need to pro-

duce tests that permit the appropriate score interpretation.

{

Deve]opmént of Criterion-Referenced Tests

13

Formulating and generating objectives. One of the basic features of

CRTs" is their foundation on a clearly-defined set of educational tasks and

purposes. CRT objectives can be selected in at least six ways:

1. Expert judgment. Experts assess, on thz basis of their knowledge
and experience in the field, which educational tasks and purposes

are the most important to measure.

\J

t

2. Consensus judgment. Various groups such as community, representa-
tives, curriculum experts, teachers, and/or school administrators

decide which ercat{ona1»tasks and purposes they consider to be
T \
the most important to measure (Klein, 1972; Wilson, 1973). 1}

9
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3. Curriculum analysis. A team of curriculum experts analyzes a set
of curriculum mater{a]s in order to identify, and, where necessary,
infer the educational tasks and purposes that .are the focus of the

I

test (Baker, R.L., 1972).

-

4. Expert analysis of the subject area to be testea. An in-depth
analysis is made of an area--such as mathematics--in order to
identify all knowledge and skills that must be acquired if thé' -
area is to be learned (G]aéer and Nitko, 1971, Hitko, 1973).

5. Theories of 1earning\énd instruction. A literature review is
conducted and/or.consu]tants called in to formuiate ;eries or
hierarchies of educational tashis and purp%ses based upon the
rgsu]ts of ‘psychological theory and research (Keeé]ing, J.W.,

1975).

6. Empirical studies. Experiments are conducted in order to

" identify the objectives that are most important, because

the skills and knowledge are inherently essential.

!

No matter how they are derived, educationaTvtasks andgﬁurposes are
usually called objectives or behavioral objectives. How;;er, it should be
noted that these terms have a precise meaning to educators: “An objective
is an intent (author's italics) communicated by é statement describing a
broposed change in a learner - a statement of what.the learner is to be

like when he has successfully completed a 1earhing experience" (Mager, 1962).

o

iy




Developers of CRTs do ﬁot always use thiis definition in its purest sense .
(Hoepfner, 1975). To them, an objact%ve referé to’the content that is
suppqsed to have been learned (e.g., equiVa]enF and nonequivalent sets
in sixth-grade math) and sometiyes includes the behaviors the student is

supposed to exhibit (e.g., naming the first five Presidents of the Lzf,

" Other issues conCerning/educationgi tasks and purposes, that is, ob-
jectives, relate to the rules needed for writing objectives and how broadly
or narr@w]y they should be stated. Formal rules for generating and stating
objectivés ére needed'to ensure tpe uniformity, manageability, and compre-

‘ o . ~
hensiveness of the set of objectivesdor domain tha; the CRT measures.*

Stil1 another issue deals with how. a domain’ is organized. The objec-
tives %o?»a sing]eﬂ@omain can_be grouped by érade Tevels; they can be,
organized according to major content ‘areas; and/or thé}AEAnmsé éfféﬁéédv;;;
to a hierarchy according to the complexity of the behaviors ide]ved or the

order 6f instruction.

Formulating and generating items. Once the objectives for the CRT have

been chosen, the next step is to construct and/or select test items to mea-
sure the objectives.' This is one of the most difficult steps in the total.

developmental process because of the vast number of test items that might

*The set of objectives that a CRT measures is sometimes called a domain
or universe of content (Skager, 1975; Cronbach, 1971). However, the term
“domain" is used by others to mean the rules for generating test items to
measure a specific objective (Hively, et al, 1973). v

11
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be constructed for any given objective, even those that arc relatively
narrowly defined (Klein ahd Kosecoff, 1973). For example, consider the
following objectivé: "The student can compute the correct product of
two single-digit numerals greater than zero where the maximum value of
this product does not exceed thirty." The specif%city of this objective
is quite deceﬁtive since there are fifty-five pairs of numerals that
meet this recquirement, and at least %en different item types that might
be used to\aésess student performance, as can be seen in Figure 1.
Figure 1

Types of CRT test items using the numerals 3 and 5 _

\

_The student can compute the correct product of two single-digit
numerals greater than zero where the maximum value of this product
does not exceed thirty. ' o ' -

5
2. a3
b. 5x3-=
c. (5)(3) = ’
d. 5.3
. e. 5 tipes 3 =
f. The product of 5 and 3 = . \
g. 5 X‘; = 15 }

h. If x=5 and y=3, what is the value of xy?
i. What numeral multipled by 3 will equal 157

y j. John has 5 apples: Sally has 3 times as many appTés
' as John. How many apples does Sally have?

»

- 10 ) ' o)
Q - i S ‘ 12 : . T .




-
\

Further, each of the resulting 550 combinations of baiﬁs and item
types cou]d'be modified in a variety of ways that might influence whether

they were answered correctly. Some of these nodifications are:

. vary the sequence of numerals (e.g., 5 then 3 versus 3 then 5)

. use different item formats (e.g., multiple choice versus completion)

. change the mode of presentation (e.g., written versus oral).

. change the mode of response (e.g., written versus oral)

It soon becomes evident that a highly-specific objective could have a

potential item pool of well over several thousand items (Hively, 1970,

et al, 1973; Bormuth, 1970).

The rumber of items to construct for each objective'is 1nf1uenced'Ey
severé] factors, "Sdme of these factors are the amount bf'testing time
available and the cost of making an 1dterpretation error; sdcﬂ as saying .
that a student has achieved mastery.when he or she has not. For some

,objectivés, méﬁy items are needed in order to obtain & stable estimate Qf
a 1earner}s performance, whereas for oﬁher objectives, fewer items will

+ suffice. x

A related issue in the”cons;ructioﬁ and generation of CRT 1temslis
the degree to which the items should be sampled with respect to their re-
Tative difficuity and poss1b1e content cOverage within an obijective. It
is a well-known and frequent]y used pr1nc1p1e of test construct1on that

even slight changes in an item can affect its d1ff1cu]ty. The extent to

-
i e
4
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"vhich the items within an obJect1ve are sampled with respect to u1ff1qu1ty
has a direct bearing on the interpretation of_ the scores obta1nea. In :
other‘words, if only the most difficult items are'y;ed, the phrase,
"achievement of the objective" has a very different meaning_th:; if the

items are sampled over the full raﬁge of difficulties.

. Another issue concerns a CRT's 1nstrqctiona]-dependencef/ The instruc-
tional dependence'of a CRT refers to fhe extent to which it is designed
for-use with a spec1f1c educational program (Baker, R.L., 1972; Skager,
1973). CRTs with a greater degree of instructional dependence have obJect1ves
and test items that are associated with a particular curriculum or set of
educational materials and techniques. CRTs with a smal]er‘degree of instrue-
tional dependence, on the other hand, contain objectives and test items |
that are not qecessari1y associated with the speéific skills or content of
an educationa] program. However, they still may‘ﬁgve,béen deve]oped,from
several educational programs and consequently, have objectives and items
that reflect the bias inherent in these programs. Conversely, CRTS with
no instructional dependence are based on a domain of content and behaviors
that is independent of any educational program, -and therefore; can be to

compare several different educational programs.

Consideration of the various issues 1nvo1ved in item generation for

CRTs has produced a number of d1FFerent Strateg1es for generat1ng and con-

structing items:

12



. Panel of experts. A group of measurement and curriculum
”cxperfs“ de.ide which items to use baéed on their knowledge
of and experience in the field (Zweig, 1973).
2. Content/process matrix. Bagica11y,a variation of_the_c]assica]
test construction techhique, thisJapproach involves developing
for each objective a matrix of contents apd behaVibrs (or tasks)
to be assessed. Items are then systematically sampled within

this matrix and perhaps along a third continuum of item diffi- @

culty as well (Wilson, 1973).

P

-_/31 Systematic item generation. Basic "item forms" or:specifications

| are developed for each objective that define‘the range of item
difficu]ties, all the reievang contents and behaviors, and stimq-
lus and response characteristics of.items that can be used to
assess the objective (Hively, 1970, et al, 1973; Crcnbach, 1971;
Skager, 1973; Popham, 1975).

- 1

Formulating score interpretation schemes. One of the distinctive fea-

tures of a CRT is its apility to provide a means for describing what an in-
dividual (or aroup) can dc, knows, or feels without having to consider the
skills, knowledge, or attitude of others. ’Consequent]y, CRT scofés are
reported and interpreted in terms af the Tevel of performance obtained 1 q
respect to the objective(s) or domain on which the CRT is based. This Yype.‘
of score is very different from that used for norm-referenced tests in. which
scores arec reported in term: of the perforﬁancg of other individuals or

groups.

15
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It shqu]d bé-noted that s&ores on CRT tests need not be limited to just
a CRT inteépretation. Other score interprefiiions can also be pro;ided to
expand upon the CRT interpretation (Klein, 1970; Cronbach, 1970;‘EbeT, 1972).
An eiamp]e of one way of combining critérion-and norm-referenced informgiﬁoh'
is: “This school had an average score of 5 out of 10 on the 6bjective_(a

s

CRT %nterpretation) which is one standard deviation below the natioi...

average of 7 out of 10 (a norm-referenced interpretationj. The idea of usingﬁ
both types of score interpretations is gg£ new and does not reduce the thec-
retical soundness of the score interpretation (Crunbach, 1970; Klein, 1970,
1971). Combining score interpretations is particularly useful fdr describing

what a student can be expected to be able to do and how exceptional or typi-
"

cal tchis performance is. Some of the different scores that can be inter-

preted in a CRT-sense are: 2 : ‘.
“n, 1. "“Actual score." The number or percent of items “"correct" on a
given objective, referring to the number of items actually
passed on the test.
2. "True score." An individual's or group's true level of performance
- on an objective, referring to the portion of the total universe of
///’—— items for an objective that an individual or group could answer

correctly. . (That is, if every possible item was tested, this score

is the number of items that an individual or group would passz)

3. "Mastery" of a given objective. This refers to whether an indivi-
‘dual or group has achieved a pre-set criterion level of perfofménce.

. To be\legitimate, the criterion level should be meaningful and

. Yo 15
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preferably empirically justifiable. For example, a criterion
level 0f}7 out of 10 items has mednfng if systematic study has
shown that,Fhose who reach this level can actually do something
that others who have noé reached this level cannot do, or if

baseline datﬁ show that the avéfage students achieves this level.

4. Performance time. The tjme it takes (in c]ass"huufs or calendar
S . _

days) for a student to achieve a given performance level.

l 5. Level readiness. The probability that the student is ready to .
begin the next level of instruction (this may be based on both
the numbeﬁ of items correct and the pattern of answers given to

these items).

~

6. Item difficulty. The percentage of students who “pass"“ each

/

item; that is, the item's difficu]ty; (This score‘is given
most often when only ane item is tested per .objective, for

example, National Assessment of Educational Progress.)

7. Total ogbjectives mastered. The n%ﬁber of objectives "passed" qQr

"mastered" by an individual or group.

8. Total individuals who déSSed. The number of individuals or

A,

groups who "“passed" or "mastered" eaéh objectivé.

15
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i
Validation of CRTs

It is axiomatic that all tests and méasures must be field teSted before
basing decisions upon them. When construction of the objectives and test
items is complete, the CRT must be analyzed and validated. This\procesg can
involve giving the test to students and studying their responses (rqsponse
data) or relying upon review by experts (judgmental data). .

L

There is much ambiguity about the procedure;raépropriate for analyzing
CRTs. MHevertheless, there are several dimensions of item and test Auality
that are considered to be relevant to CRT quality and that have associated

with them review proéedures, data collection strategies, experimental de-

signs, and statistical.indexes.

N

Establishing item quality. There are several conmonly considered di-

mensions of item quality:

1. Item-objective congruence. A test item is.cgnsjdered "good" jf
it méasures or is congruent with the objectivg,%hat it is sup-
posed to.assess. [tem-objective congruence can be established
by using judgmental data; Typica]]y,-contéht experts are given
a variety of objectives and the items used to measure them, and
are asked to assign the items to their appropriate objective, or
to comment on the appropriateness of fﬁé‘item-bbjéctiveﬁreiation-

/ ship. -

18
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2. Equivalence (internal consistency within objecéives)z An item
is considergd "godd" if it "behaves" Tike other items measuring
the same objectﬁve. The concept is similar to item-objeétive
congruenée, but its proper use depends on réspohsé data.- Equiva-;
lence is usually medsured by computing the-bTSerial correlation’
befwéen the score.on anditem and the total score on all items

measuring that objective. - L ‘
. \ -

3. Stability (over time). An item is cons{dered "good" if examinee
Aperformance is consistent from one teé; perfod to the ﬁext in the
abcence of any special intervention (e.gt, instruction is an
intervention that can chaﬁge examinee)performance). Stability
invoives resbonse data and can be measured by using a phi coeffi-

cient that correlates scores on the item from two different

occasions. ~ LT

4. Sensitivity to instruction. ‘An item can be cohsidered'"good" if
it is sensitive to 1nstruct1on, that is, if the item is ab]e to

' dlscr1m1ndte between those who have and those who have not ben;JW

,Ef1ted from instruction. Th1s measure of 1tem quality is usua]]y‘
computed for CRTs that are 11nkéﬁ t& part1cu1ar educational
programs and requ1res response data. Typically, examinees are

. tested before énd after an educatiohal program. Iﬁems‘that

| many éxamineeskfa{l befbre instruction, but:pass after instruc-'

tion, are considered to be sensitive to the instruction. o~

17
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3

5. Cultural/sex bias. An item {3 considefed I"good” if therevare no
_systematic differences in performance across different cu]fura]
groups or sexes. Bias can be assessed using either judgmental
or response data. If the former are used,krépresentatives_of
diffgrent cultural groups, membgrs/of each seX, and/dr 1fnguists
examine test items to determine whéther vocabulary or content are
foreign or could be fiisinterpreted. If response data are used to
assess Sias, they are analyzed (typjca]]y usingCﬂNOVA or réares-

sion for item-cultural/sex interactions).

B

Establishing test quality. There are six dimensions commonly used to

express the quality of a CRT:

L4

1: Test-objective congruence. Similar.to item-objective congruence,
test obJect1ve congruence assesses the extent to which thestotal
test or subtest measures the re]evant objective. Test- objective.

congruence is usually determ1ned by, using Judgmental data

2. .Equiva]ehce (internal coﬁsisténCy). Test eguivalence measures
the homogeneity of test items‘%or an objecfive; that is, howﬁ"
coherently the test items assess’ the particular objective. This
can be measured by using-Sp]it~h§1f correlation, Kuder-Richardson

formulas, or coefficient alpha.

’

' . A . n k
3a. Stability (tqst-retest or alternate forms). A test is stab1e~to

. : . L N
, the extent that examinee responses are consistent from, one test

period to another or across alternate forms of;a test”in the

Y ~
d

absence of any intervention. y ot

.




3b. Stability (number of items per objective and number of objectives
»\\ per domain). There are Fwo levels at which this type of stability
\f) for a CRT can be estimated. At the first level, 2 determination
is made of the number of itens thaf should be tested in order to
obtain a stable <core on an objeé%ive. For this type 0f~stabi1ity,
the assumption is made that for éachlobjective there is a pool or
population of items with mixed difficulties that deals with the
objeétive, and that for any given test a sampie of those items
is selected. At fhé second level, a determination is made of
the number of 6bjeqtives that should be tested in order to
obtain a stable estimate of performance on the domain. For
this type of'stabi1ity, the assumption is made that a single
Score'is needed that describes an individual's performance on
the domain or set of objectives. /Stabi]ﬁty can be estimated |
with'response data usfng correlation te;hniques and/or Bayesian

models (Novick and Lewis, 1974).

4. Sensitivity to instruction. Sensitivity to instruction refers
to a test's ability to discriminate between those who have and
those who have not bgnefited from instruction. This type of
neasq;é.of test quality is usually obtaified for CRTs that are
Tinked to a specific educational program. It can be measured -
uﬁing response data by comparing test performancenbefére and
after ingf;uctién or by comparing scores of those who have and

those who have not received instruction.

19
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5. Cultural/sex bias. Test bias refers to the existence of syste-
matic differences in test performance across cultural/sex

groups. This can be ﬁeasured by ANOVA or regression techniques

using response data or by expert review using judgmental data.

6. Criterion validity. Criterion validity establishes the meaning-
fulness of the criterion in terms of which CRT scores are inter-
preted. Establishing critéfion validity is either a one-step or

a two-step process.

-

Step 1: The first step involves assessing the meéningfu]ness
of the domain: Ithat objectives have been sg]ected and
organ;zed to be in themselves educationally significant,
and that test items have been systematically generated
to cover the objecfives. Stép 1 criterion validity is
usually established by having experts review the objec;
tives and test items to determine the extent to which
they were developed ih conformance with pre-specifﬁed»
procedures, and to whfch they cover the domain in a

comprehensive and meaningful manner.

Step 1 must be completed for all CRTs, and, in some cases,
is sufficient for establishing criterion validity.. One
example of a CRT that only requires Step 1 criterion

va]tdity is a CRT that is based on 2bjectives that are

20
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narrowly-defined and "operationally" stated in sqch detaf]
that genefating test items on!y'requ%res transposing the :
objectives into question form. CRT score interpretations
for objectives with these characteristics ére.meaningfu]
because the objectives describe skills thqt can be measured
directly by test items.. A second case is when the CR%'s
objectives are linked to a CurriFUIpm and its scores are
intended for and irterpfeted by teachers and eurricu]um
experts. CRT score interpretations in.terms of these

types of oﬁjectj‘?s are meqningfu] pecause the skills and
knowledge being measured are those taught iﬁ classrooms
using a specific_curricu]um: A third case in which'Step

1 validity is sufficient is when'conparative deta are
provided, or when the CRT score 1nterpretat1on is supple-
mented by a normative interpretat19n, ezg., the class
correct]y'answered an average of 7 out of 10 items‘.whereas

in the district the average class achieved 5 out of 10.

Step 2: In Step 2, criterion validity is estdblished throegh
emp{rical means, and~inv01ves determining whether
"examinees 'who perform well on the test have really
achieved the educetional objective. Step 2 criterion
‘va11d1ty can be measured by comparing scores obta1ned
on a CRT by 1nd1v1dua1s who, in advance of tak1ng the

| CRT and using -independent cr1ter1a were Judged to

possess or no; possess the skills that the objective , \‘

21
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is intended to measure. To the extent that the CRT
‘discriminates between these two groups of individuals,

[

the CRT has criterion validity.* ‘

By establishing Step 2 criterion validity, fhe relation-
ship between test items and the objectives they are
subposed to measure is confirmed. Step 2 criterion’

. validity permjts assertions about mastery of'the indﬁ-l
viQua] objectives that comprise a domain and about more
complex behaviors whose component parts are defined by
thé& domain. For example, if a reading test has Step 2
criterion validity, then it becomes possible to make
statements about mastery ot object{ves, Tike: "John
Doe can identify the title sentence in a paragraph,”
and "John Doe can understand main ideas in a reading
passage," as we11 as statements about mastery qf a
'dqmain, 1ike: "John Doe can read well‘enough to com-

prehend daily newspapers or best-selling novels."

Step 2 criterion validity is particularly useful when
objectives are nét narrowly defined, only a CRT.inger--
.pretation is provided, and it may be difficult to
: assumé that achievement of the items necessarily re-
f]ects.ach{evement of the larger pbjéctive or ddmain. .

*Step 2 criterion”validity is similar to construct validity, but an
objective or a domain, rather than a psychological state, is the construct.

-ji’
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Establishing classical reliability and validity. fhere has been

consideraé]e debate over the appropriateness.of'”c1assicd1" indexes of
reliability and validity to criterion-referenced tests. Some psychometri-
cians have argued that since CRT items are selected to measure achievement
of specific educational objectives and not to discriminate between students,
scores on CRTs can lack variation. Thﬁé could arise in the following
situation:' Before instruct{on, none of the students -have mastered the-
objectjves, and they might all receive a scoré of zero on the criterion-
referenced pretest, whereaé after instruction, tbey might all récefve very
high scores on the cfiterioq;:eferenced posttest. A lack of variation in
student scores, it is claimed, wou]d céuse the’traditiona1-indexeslof ré1ia-
bility and va]fdity (that are.based on variance) to be inabpropriate (Popham

and Husek, 1969).

, .
e
- .

fLOthers have argued that When CRTs-are administergd to a Heteﬁogenqdus
sample representing differing degrees o% competence and receiving difﬁg}ing_
instruction on the %bjective, theré will be'sufficignt variation in test
performance to apply the classical statistiéa] formulas (Klein, 1970; Harris,
1873). This latter étance is becoming the accepted Yiew, and it is now held |

that the classical indexes (e.g., Stabiiity,'equivalence) can be estimated

for CRTs using a heterogeneous population.

CRT's Theoretical Appropriateness for EvaTuation Purposes :

RéT}ing on the preceding thooretical discussion of the development and

va]ida;ion of CRTs, it is possible tQ»askf'

23
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Based on theosro:izal cosiderations alone, are CHIs apyroprigre

o megeuve acii-w ment for large-scale, effectiveness evaluations?

ki Thé'answer.to this questfon is yes. An effectiveness evaluation re-
quires instruments that are re]iab]e‘and val{d and provide meaningfu1.
scores that can be used to make decisions about educational'po1icy. In
theory, there is.an orderly set of deve]opménta] and validation procedures
which, jf kollowed properly, broduce CRTs that are based oh ye]l-defined
sets of objectives and that can'provide meaﬁingful'ané‘usefu1 score
interpretations, Thus, from a theoretical perspective, CRTs are appro-

priate and desirable for measuring achievement:in effectiveness evalua-

tions. However, there are important caveats attached to this conclusion,

. First, there are'persong who simply reject the unotion of
criterion-referenced testing, and with it, the méaning-
fulness of any CRT score interpretations. If arevalua-.
tion is being commissioned by individuals who share this
view, then CRTs should not be used since the resulting
information, although theoretically sound, is likely to be

ignored.

. Second, as is the case with norm:referenced tests, not all
CRTs provide the same type of score interpretation. Some
CRTs report and interpret scores in terms of the number of
items paééed per objective, anq many educators and policy-

makers find this type ¢f score interpretation by itself to

24
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be inadequate for most etfectiveness evaluation purposes.
However, rejection of this type of score interpretation is
not equivalent to rejec*ion of the notion of CRTsisince there
1s no reason why LRT scores cannot be supplemented by compa-

rative data

Review of Currently Available CRTs

.

/ <
In this section, currently available CRTs are reviewed to determine
if they are technically sound, and if they have been des1gned so that
they can be easily used for a 1arge sca]e effectiveness eva]uat1on\ "To

do this, a list of review criteria were generated and-copies of currently
available CR”s were obtained from publishers. The CRTs were evaluated
usihg the review criteria. Based on the fesults of the review, the prac-

tical appropriateness of CRTs for eva]uatioh purposes was discussed.

Generattng Review Criteria s

.
n

To structure the review of available CRTs, a-set of criteria were
generated The criteria ref]ect ‘the ehara”teristics genera11§“accepted .,
s being necessary and appropr1ate for a large-scale effect1veness eval-
uation. In order to obtain the criteria, several sources were consu]ted,
including a review of the 1{terature, requests for propo;a]s issued by
state and federal agencies involving large-scale eva]uatiqns, and criteria

already-developed and used for reviewing achievement tests. The final set

25
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of criteria were critiqued and approved by senior researchers and adminis-

trators on a major evaluation study.

Obtainine £RTs

A Tist of publishers of 2ducational tests was comei1ed using test
review books (Buros, 1965, ;952-, Hoepfner et al., 1970, 1971, 1974), per-
sonai’contacts, and 1ibrary’sourées (Klein ;nd‘Kosecoff,~1973). It should
: bé noted that publishers on the list were not necessarily Known as, mafket-

ers of CRTs because it was not aiways possible to p%edict in advance who

N

.- . 1
published CRTs and who did not, and because it was considered important.to -

include as-‘many publishers as possible in the review.

A letter was sent to eoch publisher .that requested the following
informaticn about any criterion-referenced math or reading tests that they

might have available.

1. Detailed descriptions of the test battery at each available
grade level (e.g., # objectives, # items,'subjélt matter

covered...)
2. Sample tests for reading and math at each available grade level

3. Lists of objectives or domains for reading and math at each

available ‘grade level o &

4. Directions for administering and scoring reading and math -

.tests at each available grade " 'vel

{ . N
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5. A1 technical manuals, field test reports, expert reviews, or

test analysis information

6. Information about special features like scoring services or
cassette-recorded directions

7. Cost information

. . N /
8.: Name and title of person to be contacted for additional information

When Eub]iqher"' responses were received, they wiere sorted intd three
piles: a "totally 1rre]evant" pile 7e g., tests nurport1ng to measure
sciehce, math, hanweriting, and aptitude for medical scnoo]); pon1b1y
interesting, but lacking sufficient jnférmation for feview" pile (e.g.,

. ( brochures without copies of tests or test manuals; tests of verba} ability,
- o but not rea“’ing; responses. from 1nd1v1dua1 reseaichers who had tests that
| were not ready for pub11cat10n), and a "poteﬁf{a] CRTs" pile (e.g., any
publisher who c]a1med to have a CRT in reading and/or math'and who prov1dé&,
at the minimum, copies of the test(s) and test manuals)..” Only the 28 CRTs

in the third p11e were reviewed.
. \ | . | r
Each C%T'was independently reviewcd twice using the set of criteria

/' . geﬁerated'for this purpqge §nd discrepancies were_resd]ved by the two re-
| viewers. Anysremaining questions, that is, those usua]lyaresu1ting from

unclear or insufficient fnformation_from tﬁé bub]ishers, were followed-up

with a phone call to the publisher.
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Exp]aining Review Criteria

There were n1neteen cr1ter1a aga1nst wh1ch\CRTs were reviewed. (Af
copy .of the forms used by raviewers can be\\pund 1n Appendix-A.) For
this review, readlng end 1anguagenarts were cons1dered tg be onz or math
squect area and mathematics a second subject area. All subtests or tests
of 1nd1v1dua1 objectives at the same 1eve1 were grouped together and con-
sidered as a single reading or matn test. A In addition, the criteria were
especialiy des1gned in order to- pern1t cross-grade level and 10ng1tud1na1

compar1sons that typ1fy 1arge-sca1e evaluations.*

1. Coverage:of specific éki]}s. A test must (in the reviewer's
opin{on) cover skills in read%ng (language ‘arts) end/or mathema~
ytics. Examples of basic ékii]s are'readihg comprehension,
spe111ng, arithmetic, and telling time as compared to tangential

sk111s Tike using the 11brary or computation w1th a slide rule.

2. Grade-level coverage. Forms of the test must be available for
grades 1 through 9. (This criterion makes possib]e'comparisons

across grade levels as well as longitudinal comparisons).

3. Overlap of objectives acioss grade levels. In the reVieWenjs
opinion,.sonle or all of the test's objectives must be measured
at each grade level in order to make compa: .sons across grade

levels or over time in terms of common educational objectives

Th1s investigation focused on CRTs that were developed for grades
1-9 since most currently available CRTs have been developed for those
grades. 2
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or skills. For this criterion, objectives or.test items

at different grade Tevels need not be worded identically.
_For_examb]e, a test item at the'second-grade 1evgi might have a‘
student read a sentence and select from a serieé of four pictures,
the one that best depicts the sentence; whi]é a parallel but moré
complex test %fem at“the ninth-grade 1eve1 might have a studént
read a paragraph, and selact one out of four senténces that best
summafizes the paragraph. For this review, tﬁe test need not |
orovide a forma] means of identifying thosehteét items or objec-

‘tives that are measured at different grade levels. _ .

4. Number of test forms per grade level. Due to constraints related

.. to test administration and the time available for testing, there

should be a'Timited number of test forﬁs at each grade level.

Just oné test per §rade level is preferred in order to avoid

L4

P prob]ems“hith reliability that can arise when several test forms (
. v : \

.

are cocmbined.

5. Complete directions for test administration. A tg%} shoula provide
(in the opinion of the reviewers) thbrough and clear instructiong
for both the gxaminer anJ examinee. Directibng concerhing distAribu--cs
ting tests, demonstrating samp]e‘questioﬁé, and te;t administration

should be provided in a detailed and easy-td—read form. .




10.°

i1.

-12.

13.

Special equipment needed for test administration. . Tést adminis- .
fratjon should not involve any special equipmenf (1ike caséettes

or visual aids) aside from pencils and scratch paper.

Time for testing. A test (reading or math) shouid be designed

to be completed within a given class period. This usually in-

voives no more than a maximum of 40-60 minutes.

A

Group testing. A test must be designed for group administration.

Item-bbjectiye match. Each test item should be coded to an
objective (or the educational tasks and purposes the test claims

to measure).

Objective coVeragé; There should be (in the opinion of the reviewers)
a sufficient number of items to adequately measure each objective.

The number of items per objective shculd vary as a function of how
broadly or narrowly an objective is stated qnd itsﬁievel of

difficulty.

Objectivé/subjective scoring. A test inust use an objective scoring

procedure,

Machine scaring options.. The test must be available in or adaptable

to @ machiné-scoring.

Score interpretation scheme. A test must employ a cniterion-referenced

‘ ~score interpretation scheme. Tests using CRT'interpﬁetations in addi-

tion to other types of score interpretation schemes were also accepta-

-

ble for thi criterion. g9
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14.

15.

16.

17.

18.

19.

Reusable materials. Due to monetary constraints, it is preferable

that test booklets~and test maruals be reusable.

Curriculum dependence. A test should not be based on the objectives

of any particular curriculum or educational program.

\

Costs of tests per pupil. The costs of testing pupils must be

" affordable for a 1arge-scale/gtudy.

Formal field test. A test should provide documentation of field
test activities. It is preferable that the field test participants
be nationally ard geographically representative, be a'probabi]ity

sghpjg, and include sufficient numbers of minority'bérsons to

estimate bias. | A

Information on item quality. Information should be provided, based
either on judgmental or response data, about item stability, sensi-~
tivity to instruction, sex/cultural bias, item-objective congruence,

and equivalence.

’

Information on test quality. Information should be’ provided on test
quality, based either on’judgmental‘or response data, to include
information about internal consistency, test stability, test-
objectivelcongruence, sex/cul tural bias, sensitivity to instruction,

and criterion;validity.



Results.of the Review ®

\.

In this section, the results 9f the twenty-eight tests reviewed for
this studytare presented. Each individual reading or mathematics‘test is
identified by a numerical code The codes are necessary because the
pub]1shers submitted their mater1a1s voluntarily and did not formal]y con-
sent to a published review. Further, because many of the 28 CRTs were
intended for classrooms and not certification eva]uation“purposes, the
rev1e% conducted for this 1nvest1gat1on tended to make some CRTs iook
Tess excellent than they would have if they had been reviewed from another

perspective. The names of the pubﬁishers whose tests were reviewed can be

found in the Appendix.

1. Coverage of specific skills

Of the twenty-eight tests reviewed, 15 were designed to assess
only reading skills, and 13 were designed to assess only
mathematics skills. "All twenty-eight tests reviewed focused

on neasur1ng basic skills 1n read1ng and/or mathematics, rather

than on tangential skills and thus“met the cr1ter1ohrf\\

<

2. Grade-level coverage

' L
Nine tests were available for grades K-9, and thus met the
criterion. The remainder varied from CRTs ava1]ab]e for

grades K-2 to those available for grades KJB
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Overlap of objectives across grade levels

Twelve tests appeared to measure the same objectives at all

grade levels. Sixteen tests appeared to have. some over-

‘lapping objectives which were measured at most, but not all,

grade levels, depending on "the appropriateness of the
objective" and its level of specificity. It should be noted
that to make common objeqﬁjves, test publishers frequently
&sed broad]y—stated objectives or skill categories which they
then "translated" into tasks and skills of varying comp]exityv

for different grade levels.

Number of test forms per grade level

Soﬁe CR7s had only one test form per grade level and others
had as many as 31. Usually thosé CRTs that offercd a limited
number of test forms per grade level would inc]uae several
ohjectives on a single tégt form, while those featuring more

tests forms per grade—leve] would assess one or only a few
- -

objectives per form. Three tests did not set 11m1ts on the

number of testslthat cou]d/be creaﬁed from their bank of
objectives and items. )

Complete directions tor test administration

Twenty-seven of the tests met the criterion by providing ade-
\ - *
quate directions both to the examiner and examinee foratest

“administration. One test provided for review no information

about’ administration.
. . .
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Special equipment needed for test administration

Twenty-six tests required no special equipment for test
adm1n1strat1on and, therefore, met the criterion. Two tests
required the use of tape recorders or cassettes, and one pro-
vided no information. It should be pointed out that many of
the 26 tests were specifically designed for use with special
equipment and consider its omission to be.relatively Tess

desirable.

} .
Time for testing

Only two tests met this criterion. Most tests (24) left

. _\\-
time for testing open, but from their Tength;appeared to the
reviewers to take more .xan one hour of testing time. One

CRT had no information about the time needed for testing.

Group testing

Twenty-five tests could be administered to groups and,
therefore, met the criterion. Two tests were designed for
individual administration only, and ore did not provide

this information.

Item-objective match

Tweniy-six tests had each item coded to an objective and

one CRT did not provide this infofmation.

N
..
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10.

11.

12.

13.

Objective coverage

The ifems tested for each objective ranged from 1 to

150 across the 28 tests. (It should be noted that the
CRT with 150 items per objective was based cn a computer-
ized fteﬁ bank from which tests of any 1ength could be

generated. )

Objective/subjective scoring

Twenty-seven tests employed an cbhjective scoring

teéhnique, meeting this criterion. One test employed a
subjective technigue, and one other CRT did not provide

this information. ’ '

Machine scoring option

-

Eighteen tests met the criterien for machine scoring.. Nine
CRTs were hand-scorable® only, and one CRT did not provide
this”information. \ | -

Score interpretation scheme

Twenty-seven tests met the criterion by using-some type of

criterion-referenced score interpretation scheme. Over-

whelmingly, the scheme was expressed as an arbitrary mastery/
non-mastery score or the number of ifeﬁg correct on a given
objective. Of these same 27 tests, 7 also employed ﬁormm
referenced inferpretations; One test did not describe its

score interpretation scheme.
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15.

16.

Reusable materials

TWenty-four tests ;ere designed so that at Teast some portibn
of the materiais cculd be reused. Thésé usua11yzwere the test
booklets, when sepérate answer sheets weré provided, and the

teacher's and examiner's maﬁua]s. Three CRTs-had no reusable

materials, and one did not provide this information.

. NS
Curriculum dependence :

Twenty-two tests appeared to have total independenée.from a
particular curriculum or instructionai”progrém. Six other
tests also appeared to be rather general and independent,
although they claimed to be based in varying degrees on a

review of what is currently being taught in today's schools.

¢

"Cost of tests per pupiﬂ

Based on & purchase of'%@éts in reading or math at the third-
grade level, costs ganggé from about five cents per student
to $6.31 per student. One test had to Be implemented at the
district lgvel and cost $§500,00: Most tests are sold in
sets of 30 - 35 test book]et;l Ta compute costs, it was
assumed that an individual student counted;1/30 to 1/35 of
the total.

36
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. 17. Formal field test

Eight tests provide‘gocumeﬁtation concernin% fie]d tést

a;tivities.‘ However, the information pronaed was remarkably

sparse With several exceptions. Those who did conduct field

tests usually attempted to get some sort of geographic and

national representation. Fifteen tests claim to have been

field tested, but provided no supporting documentation and -
" five additional tests provided no information at all about

field tests.

18. Information on item quality

Taelve tests reported having conducted item quality
studies based on both response data and/or expert review.
‘Of these, attention typically was paid to item-objective
congruence, item stability or equivalence, and sensitivity
to instruction. Eight tests reported having some type of
review but déc]ined to state the kinds or extent of their
studies. Eight other systems did not brovide any {nforma-

tion at all.

37
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Information on test quality

Thirteen tests reported having conducted test quality studies
based on response data and/or expert review. 0? these, interr
nal consistency, stébi]ity, test-objective congruence, sensi-
tivity to instruction, ahd criterion validity (Step 1) were

most frequently atténded to. Seven other systems claimed to
have performed test quality studies, but provided no §u;Lorting
documentation. Eigﬁt additional systems provided no information

at all,

Figure 2 summarizes the results of the review for each test.

%
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CRTs Practical Appropriateness for Effectiveness Eval.:tion Purposes

Relying on the preceding discussion of the characteristics of

currently available CRTs, it is possible to ask:

"Based on practical considerations alone, are CRTs

appropriate for large-scale effectiveness evaluations?

j }he answer to this question s no. From the review, it is clear that
a]fhdugh no CRT met all the criteﬁia: there aré several CRTs that are poten-
tjé]]y feasible for effectiveness evaluation purposes. However, using one -
6{ these tests. would involve considerable effort to édjust it for an.evalua-
tion situation. Specifically, the review unchered some practical problems

that diminish:currently available CRTs' suitability for an effectiveness

evaluation. They are:

‘ 1. Many learning objectives. Most of the CRTs reviewed had a large
| number of very specific 1earhing objectives that were associated

with very small units of instruction, like one to five class
lessons. The reason for the use of“many, narrowly-defined objec-
tives can probably be tfaced,to CRTs' original use by teachers as
6ne of their regular instructional aides in individualizing ard
evaluating instruction.' Nevertheless, an effectiveness evaluation
of the impact of just one year of instruction at one grade level,
using guch a CRT, would generate information about an enormous
number of objectives, thus complicating the managenent, analysis,

and reporting of data.

39
41




' . 2. MNumerous test forms. Many currently avai]ab]e'CﬁTs’provide at
egch'grade level separate iest formé eaé@ measuring just one or
a few différent objectiveé. For examp]é, of the 28 tests reviewed
some had up tc 31 separate test forms per grade level. The apbear-'
ance of many test forms also probably ref]ects‘the original inten-
tion to use CRTs as classroom aides. In terms of an effectiveness
evaluation, the logistics of adminisfering a number of distinct
tests complicates information collection acpﬁyities and increases
the chances of making errors as well as the costs of conducting

’

the evaluation.

Time required for testing. Most available CRTs take more than an

w
.

hour of class time. For gxample, the review found that 23 of the
28 publish:rs claimed tﬁa% their tests wére untimed and thus left
4 paéing to the discretion of the examiner; however, based on the
| number of tést jtems, it is clear that that one hour of test time
is insufficient. In terms of the schedules of most evaluation
studies, one class period of testing is the maximum time that can

usually be devoted to CRT.

It should be noted that some of the test pub}ishe%s, fecagni-
zing time constraints, offered CRTs that had just one item per
objective. However, this is not a satisfactory solution sincé
reduction in the number of items will almost invariably bring
with it a diminution in the test's‘ability to measture with

precision each of the objectives.
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Matching CRT's objectives to instruction. Using CRTs in effec-
tiveness evaluations that involve more than one edu¢ationa1
program means determining relatiohshiﬁs between the CRTs' OSJEC;‘
tives and the programs' so that achievement can be measureg in
terms of the objectives emphasized in instruction and exemp]a;y
programs can be ide ; tifitd. However, obtaining thislinformafion‘
is costly and compiicated. Teachers can be asked, for example,
to rate the CRTs' objective in terms of their re]evance to class-
room instruction, but teacher rat1ngs can be unreliable. Instruc-
tional experts can be asked to analyze textbboks and curriculum
guides; however, they cannot know for certain how these materials
are being used in the classroom.

Another problem closely associated to that of relating QRT and
instructional ijectives concerns which objectives ;0 test.

Fach student or classroom can be tested on just those 2bjec-
tives that are derived from the curriculum being used; or cén

be tested on a sample of objectives some of which may be_ré}e-
vant to the curriculum, while the others are not. Depending

upon the cho1ce, the resu1t1ng evaluation information can be
limited in its d“]]?ty Lc be &sedxanjnak1ng comparizons or can
require considerable manipulations befgre interpretations can

be maae.
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5. Identifying conmoh objectives,//A fifth problem with using CRTs
in effectiveness eya1uation studies is that the same objectives
are not always measured at all grade levels, or, if they are,
there is no system for identifying common objectives. Although
the ski]]s‘and content associated with an objective generally.
become more complex with increacing»grade Tevels, it is necessary
in lorder to make comparisons over time or across grades to idéntify |

skills or objectives that are related in ténns of a conceptual

' framework or general content area. For example, in the fourth

grade, a punctuation objective might focus bn begigning sentences

with capital Tetters and ending them with periods, while in thei‘

ninth grade, a punctuation objecg%ve might focus on the-proper use

of semicolons as alternatives to periods. Although both these

objectives deal with the same skill area, grammar, un]e;s they

were formally referenéed te that general.skill area, the evalua-

tor is faced Qith the responsibility of making this instructjona1-

type of decision, one that is ordinarily not part of in his/her

area of expertise.

1

6. Validating CRTs. The procedures used toavalidate CRTs are:not Very .
sophisticated and fie]d test results are not reported in any detail.
When éompared with the high]y-strucfured field *ests conducted
for norm-referenced tests, most CRTs are deficient with respect
to the saﬁp]e's,size and rEpresehtativeness;’and/or the amount of

precision of data presenfed in technical reports. It must be
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noted that test publishers have probably been reluctant to devote
time and money to field testing oecause test theorists haie”not
been able to provide them with an agreed-upon set of procedures
for analyzing and report1ng field test data. Ass1gn1ng blame,
however, is.not the issue since the fact remains that a paucity
of data is provided concerning the technicaﬁ qua]ity of tests and

test items.

CRT scores. Most CRTs report scores in one of'two waysfciejther
as\the number of items correctly answered for each objective, or
sometimes as mastery or non-mastery scores, where'“mastery“ means
corectly answering an arb1trar11y--se1ected number of 1tems per
objective. These types of score 1nterpretat1on are accepted by
theorists as a 1eg1t1mate way of express1ng CRT test scores and
they may have meaning for teachers who know their curr1cu1um
However, for effectiveness eva]uation purposes, these types of .
interpretations alone are inadequate because they provide insuffi-
cient information for decision making and lose meaning outside

the classroom. , C

Financial considerations. A final practical problem with using '
currently availablie CRTs for\effecttveness evaluation purposes is
that most are costly. This probably ref]ects the effort it_takes
to define domains' and to produce the special feature offered by
CRTs like referencing the objectives to various school curriculums
and providing many short test forms tHat can be used-efficieht]y

for classroom instruction purposes.
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Conclusions

In previous sections, theoretical and practical characteristics of
'CRTs were examined. In this section, the results of those examinations
are synthesized in order to determine the feasibility of using criterion-

referenced tests to measure achievement in an effectiveness evaluation.

The Feasibility of Using CRTs in an Effectiveness Evaluation Context

There is no currently available CRT that is feasible for use in
large-scale effectivenesg evaluations. This conclusion is based on
practical, not theoretical, considerations. One major‘reason‘for:the

 likely inappropriatenéss of available CRTs-is that many of them have
been designea for classroom and not ega]uatibn, purposes, and conse-
guently, afe characte}ized by numérous, qgrrow]y defined objectives,
each meastired on a separate test forﬁ. In the context of an effect-
iveness eva]uétion, these CRTs produce unwieldy amounts of iﬁformation,
\require too mich time for teéting, and create logistical problems for

-

test adminisirators.

A second major practical failing of currently available CRTs is
that field tests are either not documented or are performed inadequately.
As a result, the reliability and validity of thése CRTs is simply not
known, and it is inappropriate to provide decision makers with informa-

rion of unconfirmed quality.

a4
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A third major failing of available CRTs is that the score inter-
pretations given are not as meaningful as can belexpected.- Most are
presented as numbers"éf items passed, without Step 2 Criterion validity
information or comparative data as supplements.” Other practical findings
include the costs of CRfs and the absence of mechanisms for tradkiqg the
same skills or objectives ggross grade levels.

A CRT that is feasible tﬁ\use to measure achievement in an effective-
ness evaluation should be basedyqn a limited set of objectfves that repre—

- sent essential competencies and Basic skills, be proven reliable and valid,

and be able to provide scores that are manngu] and useful.
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TESTS REVIEWED

dame cf System Publisher

Fountain Valley Teaiher Richard Zweig, Association, Inc.
Support System-readir?g

Foun‘ain Valley Teacher . Richard Zweif, Association, Inc.
Support System-Mathomatics

Prescriptive Reading Inventory CTB/McGraw-Hill
Ciagnostic Mathematics Inventory CTB/McGraw-Hill
Comprehensive Tests of Bas ¢ Skills CTB/McGraw-Hill
Form S (CTBS/S)-Reading
Comprehensive Tests of Basic Skills CTB/McGraw-Hill
Form S (CTBS/S)-Mathematics
ORRIT (Objective's-Referenced Bank of CTB/McGraw-Hill
Items and Tests) ’
Skiils Monitoring System-Reading Hartcourt, Brace, Javanovich, Inc.
(not yet available)
1973 Stanford Reading Tests Hartcourt, Brace, Javanovich, Inc.
1973 Stanford Mathematics Tests Hartcourt, Brace, Javanovich, Inc.
Individualized Criterion-Referenced Educational Development Corporation

Testing-Reading

individualized Criterion-Referenced Educational Development Corporation
Testing-Mathematics

Woodstock Peading Mastery Tests Form A American Guidance Service
Key Math (Diagnostic Arithnetic Test) American Guidance Service
Mastery: #n Evaluation Tool, Science Research Associates

SOBAR, Reading
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TESTS REVIEWED

Name of System

Mastery: An Evatuation Tool,
Mathematics

Individual Pupil Monitoring
Systems-Reading

Individual Pupil Monitoring
Systems-Mathematics

;.mprehensivé Achievement Monitoring
.CAM) Maintenance Pkg.-Reading

Comprehensive Achievement Monitoring
(CAM) Maintenance Pkg.-Mathematics

Objectives-Based Test Sets-Reading
Objectives-Based Test Sets-Mathematics
Reading-Analysis of Skills
Mathematics-Analysis of Skills

Tests of Achievement in Basic Skills
(TABS) -Reading

‘Tests of Achievement in Basic Skills
(TABS)-Mathematics

Reading Inventory Probe I

Mathematics Inventory Tests

(& ]
[

Pubiisher

Science Research Associates

Houghton-Mifflin

Houghton-Mifflin
National Evaluaticn Systems
Wational Evaluation Systems’

Instructional Objectives Exchange
Instructional Objectives Excﬁange
Scholastic Testing Service
Scholastic Testing Service

Fducational and Industrial Testing
Service

Educational and Industrial Testing
Service |

American Testing Company

American Testing Company



