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PREFACE

College and university administrators will have to make some very
differant choices as .we move into a networking environment.
Accessing scarce resources and shopping for better costs or response
time is already feasible. 1 may be longer before we begin to feel the
effects of a new medium for intellectual exchange and newinformation
system structures resulting from national networking. There is very
little question, however, that there will be major henefits for higher
education in each of these four areas. Highlighted by a demonstration
of an embryonic version of a computer network for higher education,
the EDUCOK 1975 Fall Conference illustrated the potential benefits
and choices available to higher educationin a networkingenvironment.

Beginning with a keynole address by William Miller, Provost of
Stanford University, which outlines the prospects and problems likely
to be important to college and university administrators in thelate 70's,
this proceadings includes papers from the conference plenary
sessions. A first group of papers develop the theme initiated by
Dr. Miller. In Part i authors explore the possibilities of using distributed
computers as a resource, paying special attentionto the growingrole of
the minicomputer on campus. Authors experiences inregional sharing
of computer resources described in Partlif, illustrate realachievernents
of networking for higher aducation made by many states.

As a familiar portion of the EDUCOM Conference, workshops
developed the ideas raised in plenary session and gave conferees an
opportumity to share individual experiences. Reportsoneach workshop,
prepared immediafely following the confarence, were distributed by
mail io those confgrees who reguested them. Additional copies of these
reports which average four pages each are available at the cost of
reproducticn from EDUCOM.

On behall of ali conference participants, | thank Conference
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Chairman Gene F. Franklin, Stanford University. who led the program
committee in the design and implementation of this timely and
interesting program. Thanks are also due to other members of the
program committee: James Emery, EDUCOM: Robert Gillespie,
Washington State Computing Cansortium; E. Rex Krueger, Oregon
State System of Higher Education; Meivin Peisakoff, University of
Califormia; and Rabert Scozt, MIT, S

Joe B. Wyau
Presidert
EDUCOM
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INTRODUCTION

The theme, "Policies, Strategies, and Plansfor Computing inHigher
Education”. is dzveloped in this volume in two aspects new
possibilities for college : and universitiesina networking envirgnment;
and the role for minicomputers in higher education now and in the
immediate future. Presentations. included here in edited form, are
addressed to college and university adminstrators who hold
responsibility for computer resource managementwithin an institution
as well as those who have the responsibility for allocating computing
and other resources within the institution through the budgeting and
planning process.

Addressing the first theme, William Miller, Provost of Stanford
University challenges readers with his view of policy prospects for the
lale seventies. Additiona! papers on this theme indicate some
immediate steps educators, adminisirators and faculty need to take in
order to prepare for the future: the administrative environment required
to take advantage of netwaorking, policy issues that are raised and the
impact of technelogy on the university as a policy making entity. A
progress report on the EDUCOM Planning Council on Computing in
Education and Research, outlines a specific response to the issues
raised previously, and describes first steps in implementation of a
facilitating network designed to help a particular group of institutions
respor.d to the challenge of computing in a network environment.

it is becoming too obvious to be ignored that he cost effectiveness of
minicomputers is going to cause them to v selected for more and
more computing in higher education. The only question now is the
definitien of their territory. They stand uncontested in the field of the
laboratory and process-control, and are beginning to prove themselves
increasingly capable of handling data base and interactive functions.
Saveral papers -address policy and management issues faced by

8
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colleges and universities implementing distributed computing on
campus, noting particularlythe influence of state governmenton public
university systems. Looking to the immediate future, David Winkel
provides readers with an analysis of computer technology {available
now on an experimental basis) which will likely bring significantly
increased computing resources to higher education within the next few
years. Administrators in higher education, witl want to note the trends
outlined by Dr. Winkel in order to plan and budget for computer
resources during the late seventies.

As usual, the time necessary for production of the proceedings will
render some of the ideas discussed in this volume obsolete by the time
of publication, For further information and updates to the ideas
presented here, readers are referred1othe authors andtothe literature
of technical professionalsocieties. Names and addresses of all authors,
together with those of other conferees, are printed inAppendix A of this
voluma,

As we move into a networking environment colleges and universities
will indeed face some very different choices regarding allocation of
resources for computing. This volume presents some of the options for
institutions in this environmeny, which should be useful and provoca-
tive for administrators and faculty in a variety of institutions of higher
education.

Gene F. Franklin
Conference Chairman
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CHAPTER 1

by William Miller

Computing in a Network Environment:
A View of the Future of
Computing in Higher Education

Introduction: Social and Economic Conditions

Higher education. both public and private, is facing an economic
crisis that has severe, continuing, and long-term consequences. The
economic crisis that threatens us today is not simply one of poor
business conditions. solo speak — itis more seriousthan that. We have
run up against an economic principle that offers us few attractive
alternatives — fortunately there are a few.

Let me try to present a simple exprassion of the present conditions. f
higher educaticn and the ecanomic law that confounds us. For this gwer-
simplified description of the economic model of the University. |
apologize to my economist friends. |am well aware of the complications
and refinements which can and should be introduced. but the refined
descriptions lead us 1o the same conciusions.

In a normal economic time and over the long term, for a societywhich
experiences increases in productivity, salary and wages will grow more
rapidly than inflation. That is, gains in productivity are translated into
real gains in salaries and wages of society as a whole. However, inan
activity or a sector of society which does not experience increasesin
productivity, then aither salary andwages of the workers inthatactivity
will fail behind the salary and wages of society as a whole, or that
activity must receive an increasing subsidy support from the rest of
society,

Applying this to higher education, productivity is intrinsic productivity
or Qdeuli:trivily in the input-output sense; more students per dollar{and
per faculty). In this simplihied model we are not using productivity
defined as increased guality of education, the benefits of which are
external. Through research and better education we may improve the
productivity of the rest of society, but we may not improve our own
intrinsic productivity in the throughput of students.

intrinsically, higher education has experienced very little increase in
productivity in many decades. William Bowen once said that higher

10
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6 COMPUTING IN A NETWORK ENVIRONMENT

aducation has not experienced any increase 10 productivity since the
introduction of the microphone Essentially, teaching and research are
one-to-one or one-to-few activities.

To restate the economic principle as applied to higher education, if
we do not find ways to increase academic productivity, then either
increases in salaries and wages will fall behind those of society as a
whole or we shall raquire increasing support from the rest of society
through increasing fiow of philanthropic giving. increasing proportion
of the tax dollar, or increasing rates of growth of tuition.

Now you mayimmediately ask, if thisisaneconomicprinciple and we
had the crisis before now? The snswer is fairly simple. Heretofore,
higher education has not represented a large enough portion of the
Gross National Product (G.N.P.). The academic consumer price index
has besn growing more rapidly than that of seciety as a whole
Fowever, as long as higher education represented a sufficiently small
portion of the G.N P, that sector could obtain increasing support with-
out having a big impact. That 15 now no longer the case.

We may gain increased support for a while in recognition of higher
education's external contributions to increases of productivity in
society as a whole. Butit can't keep up for long. So where do we turn?
We must find ways to increase our productivity by improving overall
efficiency throughout the University. University administrators with
some expertise in computing have special opportunity to make a major
contribution to increased academic productivity.

Computing has aiready contributed greatly to enhanced quality of
education, as well as to increased preductivity on the administrative
side f the academic enterpris.  Unfortunately, the increased pro-
ductivity n the administrative areas has largely gone unrecognized
because 1t has been offset by huge increasesinadministrative burdens
due to increased demands for various forms of accounting. audit, and
regulation imposed from outside the institution.

The Role of Computing in Higher Education

Computing is not the only meansof increasing productivity orimprov-
ing the quality of higher education but itisanimportant means. and we
shali no doubt see greater use of computing in the laboratory. the
Wrary, the classroom, and the administrative offices.

Although computers are familiar in laboratories, libraries, class-
rgoms, and certain aspects of administration, they are not so common
as tools for academic planning and modeling. Some work we are doing
at Stanford which is rather interesting in its ownright, also illustrates
how computing finds new applications.

At Stanford we have developed a number of models of the different
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COMPUTING IN A NETWORK ENVIRONMENT 7

processes such as (1) age and tenure distributions of faulty varying in
time underdifferentassumptions, (2) research valume, and (3) indirect
cost recovery as a consequence of a variety of assumptions, Perhaps
the most interesting of all is the budget equilibrium model. The budget
equilibrium model projects both the expense side of the budgetandtne
income side of the budget in terms of various economic indices andthe
basic parameters of Stanford University such as the present faculty
size, student body size and composition, research volume, and
endowment income.

Taking financial equilibrium as a constraint, the model usesabudgst
which isbalanced onthe average overtime and permits one tocalculate
trade off functions by choosing two interdependent parameters and
holding all others constant. Forexample, we can caiculate the relation-
ship between faculty salaries and tuition under various assumptions
ahaut faculty ard student body size, endowment payment and total
return, research volume and gift flow. Because parameterization
occurs on both the expense side and the income side in terms of
economic indices, arrors on estimates of economic indices will enter
hoth sides of the budget calculations.

At Stanford we have found this model and its various component
parts to be a very important 1ool for institutional planning. Other
institutions are doing similar things. Such techniques will become
commonly used n the near future.

Because of the prominence of computing, both as an intrinsic contri-
bution to all aspectsof universityactivityandasa significantiteminthe
pudgets of most universities. it wiil and should get a great deal of
management attention in the future. it is terribly important that the
computing be done well, and that we find ways to do it economically.
Computing can and will contribute 10 increasing the productivity of
universities, but economic pressures throughout will create pressures
on the growth of computing budgets

Role of Networking

in networking college and university administrators have an
opportunity 1o improve the contribution of computing to the overall
productivity problem of higher education. Networks and large scale
computers do not have to be a mutually exclusive alternative for
minicompulers and microcomputers. Each has an important role-
opportunity, and there will and should be competition at the margin
where the two roles interact However, in general, each will support
and enhance the opportunities for the other.

Where are the opportunilies for retworks? Most of the opportunities
have one characteristic — they aliow colieges and universities to share
computing resources which are costly to acquire and costly to maintain.

12
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8 COMPUTING INA NETWORK ENVIRONRENT

Ome useful analogy is the expensiwve sprécia lized book colleclionin a
library; acollection which mightbe an irwaluables resource for cerain
areas of researchbut weould be expensiveto acquite and expensive 1o
howse and rhairslain evenif one did axcquirsit. ltis thoseveryecalections

in tibraries whicharebeing shared of forwh ith plansandprocedure s

for sharing are being developed.

1n computing, the opporiunilies for sharing whith fit inter this
categoryare '

® Large databases whose developrent is expensive ard whose

sterage a nd/of maintenance is e xpersive. Census and voling
data, astronermical andastphysicsdata lirary cardcatilogue s,
*  and s00m fequire 8 great desl of inte llectwal effortto develop,
expensive jata storage equipment to hold thern, and continued
updaging with commensurate mai nierance tosts.
@ Large special prograrms ke the Standord Universily ecoromic
modeling prograrm. This program was smoderate in developmert
costs, but the confluence of particular talen1s whichhapperied To
be presentat Stanford provideda necesssary special oprportunity
for its dewslopment. The actual inmtrermental cost of developing
these prograrns was not expensive, but the costof brimnging
together a greup For that explict purpoese wouldbe costly, More
obvia usly. this program is ome wrhich is undergeing continual
refinemert and upgrading, which, in addilion to regular
rraintenance isexpensive Sharingit vianetworks wouldbe easy
and ecoromical of both intedleciual efforts and computing
{programrming ) maintenance costs. Additional exarmplesof such
special programs include grapehics prog ram s, teach ing programs,
elc. : o
L arges colfections al specislizedprograrnlib rarfes such as statis-
tics programs of physics data analy sis p rograms . These program s
are similiarin terms of opportunity lothelarge speciil programs.
Sharing these lypes of resources provides opportunity 1o share
inellectual developmient costs, contin Uihg maintenande costs,
and strage cosls.

Library automationprograms whichdo cardcataloguing hodk order-
ing, ard in-process accounting illusirateall of these quilities: large
databases: largespecial progra ms. The ceveloprm ent of the data struc-
tures and the processing programs s expensive. Dewvelopment of the
card catalogue data base itself is expensive. Storage of dita and pro-
grams isexpensive, and the costof continvally updating isnon-trivial,

Oiher opportunities ase also prowvided by reetworking.

® £ oad haleencirsg ard resource shopping. Via nelworkirg a uses

may find moere accessible computirag or more ecanomical
computingthan is available to hire o Feer az horme ata particular
ezme. This is an imporant opport unity thaat provides For better

13
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COMPUTING IN A NETWORK ENVIRONMENT 2

averaging of use and averaging of cost by spreading use overa
broader base of equipment. Networking can also provide access
1o some relatively rare specialized equipment such ag very
powerful number crunchers. During transitions of local
equipment changes, networking also provides opportunity to
smooth off peak load problems or provide capacity.

® C[xploration via networks. Administrators in an institution
could find out whether the Stanford University financial
economic models are of any use to them by trying the programs.
Through a network, this exploration can be done with a minimum
of investment in time and equipment until one has come to a
conclusion on the utility of the programs.

Problems to Solve
The opportunities for networking to contribute to increasing

. productivity, both intrinsically and in terms of improving quality, are

clear. There are many problems and sharing concepts yet to explore.

Technical problems involve both hardware and software. In 1975 Ido
not believe that the technical problems are the principal abstacles to
effective use of computer networks. Many of the technical problems
have been salved within a single organization (corporation)or they can

. be seen to be at hand.

. Policy and management problerns are another matter. First there are
legal and/or government regulation problems. Let’s take the question
of unrelated business income for non-profit orgs nizations which raises
an income tax problem andperhaps property tax problems. Because the
IRS has in several cases rendered a narrow interpretation of income
derived to academic computer centers in universities and in othernon-
profit organizations, this issue clearly must be solved before extensive
wide-scale network computing can come into popular usage. There
may be a number of ways fo solve this problem, but leaving it
unresolved leaves the income deriving institution exposed to later
claims ai atime when itwill be too late to build the tax cost intotherate
structure.

There are problems related to indirect cost recovery and government
audit regulations. For example, with government audit for direct and
indirect costs, a uniform pricing policy isrequired at all supplier sources
on the netwoark. Some organizations employ a cost related charging
scheme which relates the charges for the use of resources directly in
terms of the cost of aquiring and maintaining the resources. Other
organizations employ pricing schemes which are intended to provide
incentive to shape the utilization of the machineryinvariousdirections.
Most schemes are in reafity a mixture of these two ideas.

Will government regulaiion and audit take a broad general view :sf
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10 COMPUTING IN A NETWORK ENVIRONMENT

this problem or will one university’s sale of computer time 1o another
expose it to the other’s audits on pricing practices? How far does the
audit reach? Networks provide an exposure to persuasive audit
practices and possible conflicting onesfor publicinstitutions, subjectto
beth state and federal audits.

Networks may force greater attention to security issues. A small
collection of hyper-inquisitive users at a given location is provided a
larger playground or greater challenge to "screw up” the system,

Networks may expose us more to simplistic application of agency
policies. For example, an agency may mandate the use of a particular
facility over a network at a distance because the agency has an
investment in that facility or simply has ambitions for thatfacility even
though there is such a high cost in user effectiveness as to generate
lossesin productivity. This is a very complex issue which has nesimple
sofution and is linked to the next issue. =

Who will be a supplier and who willbe a user? Thecostof acquiring
and/ or developing some of the highly special facilities is sogreat thata
supplier may need some guarantees through agencies or consortium
agreements. Under what conditions would a consortium be willing to
provide guaraniees and what controls do they obtain in return for their
guarantees?

Itis this array of managerent and policy problems that the EDUCOM
Planning Council for Computers in Education and Research is
attacking.

Epilogue
I wantioclosewitha brnef epilogue. This messageis' keep thefaith.”

Computing is increasingly an exciting activity. The problems are
challenging, and we can make additional significant contributions to
higher education. Additionally, education is still magic. The public may
be giving usa hardtimearight now, but they want us and know they need
us. If we make it clear that we are attacking our problemsdirectly and
courageously, they will have goad cause to support us.
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CHAPTER 2

by joe B, Wyatt

EDUCOM 1975:
A Forward Look

The opportunities provided to our society by computer technolaogyare
very exciting. From the large specialized computer sysiems and the
minicomputers 1o the microcomputer processors, including the
software that makes them useful and the mew communications
systerns that canconnect them all, computertechnology ispresenting a
host of new opportunities to higher education in particular. Indeed, it
appears that computer networking will provide a new and imporftant
dimension to schools in the development of their technological
resources for reseach and teaching. in thelongrun there are likely to be
sorne adminislrative benefits to networking as well.

Atatime whenthe relevance of higher education is being questioned
and the financial resources avaiable to most institutions are
diminishing in the face of rising costs, wisdomand skill are going to be
raquired on the part of every college and universily in allocating its
resources. Computer technologyisa costlyandimportantresource. We
need to share computer technalogy through networking and to benefit
§rom doing so. Naturally, networking will have its limitations and there
will be better alternatives in some situations. In a few words, 1 will
attenpt io surmmarize here my view of the opporiunities, the
commitrments which must be made tc overcome certain problems, and
the role thai EDUCOM can play in dealing with both.

The Opportunities

There are four types of opportunities which canresult from computer
netwarking among colleges and universities. Two can be attained
relatively soon (within a year or two); the other two may take a longer
period of time.

- 11 —
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12 DISTRIBUTED COMPUTING

ACCESSING SCARCE RESQURCES

For the short term, it appears ihat colleges and unversities can
benefil now from 4n ability to access, by networking, scarce compules
and informaton resources, including hardware and dana as well as
software. There are already a number of national hardware resources
that will fnost likely riot be duplicated and are of interest (o a large
commumity of researchers. (NCAR, LRL, and ILLIAT G arethree existing
examples and there are others in the waorks, including 1he proposed
National Center for Computation in Chemistsy k1)

There are also national data resources wih'ch are important ial
teaching and research but cannot be replicated effectively. Fhese
include the bibliographic data base of the Library of Congress, the
economic data maintained by the National Bureau of Economic
Research, the demographic data supplied by the Buresau of the
Census, simaller research collectioms, and a host of other data
resources available in the public and private seciors.

Finally, there are software resources. Many of our attitudes in the
past have been shaped by the notion that sharing software resources
means getting a copy of someone else’s programi 1o run on one’'s own
..1achine. For some software this coniinues 1o be feasihle In fact, our
efforts to develop mobility in software through standard programming
practices and appropriate documentation should ba stepped up. (The
CONDUIT activity 15 an example of such an effori ) However, thare are
an increasing number of important software resources that are not
easily transferred. Large and complex, these sysierms functionbeston
the compuler system used for their development. (Many, in facy, are
actually “tuned’ tcoperate on a particular computer system.) Because
individual users often require only timited use of such software over
long periods of time, these resources might be more effectively
accessed remotaly.

Consider for an illustration the set of programs called SYMAP and
SYMVL offered by the Laboratory for Computer Graphics in the Design
Sehoal at Harvard University (2) These progra ms have been developed
over a peiiod of about ten years, and although they are quite complex,
they have been distributed to more than 300 different computer
installations around the world. The programs were initially developed
sn 1BM 7090 equipment and later corwverted to IBM 360 and 370
sguipment. Major conversion effortc are required for non-IBM use of
tiese programs. Moreover, each of the 300 computer installations
comenunicates separately with the Graphics Laboratory at a very
detailed level in order toinstall and operate the programs sven though
good documentation is provided. The programs are continually
improved; therefore, maintaining the ever-changing programs is a
significant requirement. As a result, each institution. must have a
computer system capable of operating the programs and must acquire
the services of a systems programmer to install and mairtain a focal
copy of them. The sysiemsprogra miner(or alocalconsultant must also

17
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DISTRIBUTED COMPUTING 13

provide some user consultative services. This observer’'s experience
indicates that about 10% lo 15% of afocal system’s prograrnmer’s time

is required for full productive use of the programs in addition to the
training courses and documentation offered by the Computer Graphics

‘Laborato-y. Extrapalation shows that if over 300 systems programmers

sperd approximatetly 10% of their time working with the programs and
the users of the programs, the costof the systems pregrammers alone
will be likely to be in excess of half a million dollars a year.

With good network @ccess, of course, a viable alternative to this
situation becaomes awailable. The programs can be maintained at a
small number of centers by stafis of experts who are continually
engaged in the program’s development; only these installations with
very heawy use of the programs might adapt them to a local computing
ra@source. Improvernents in the programs could be more immediately
available to end users, as they would not have to be distributed and
integrated into 6 many tocal versions of the programs. Moreover, the
gevelopment staif in the graphics faboratory could spend substantially
less time znswering repetitive letters and telephone calls and rmore
time in the developmertt and improvernent of the programs. Perhaps
mostimportant of all, teachers and researchers at institutions who do
not now use the progra ms because of the problems discussed might
them gain access to them,

Most large computing ¢enters spend a substantial amouni of time
implementing, maintaining, and operating "borrowed” programs. ina
networking emvironment a choice could be made that is much more
pleasant for the director of a cormputing center.inthe past, the decision
has bean whether or not to mave the program (with all of the costs and
liabilities) on the basis of such questiors as whether the income
potential 1o a compuling centsr would offset additional costs. In a
retworking envirenment, softv.are users would be able to use
resources remotely and experimentally first, and then decide whether
of rict 1o move them into thair local centers. There are a great many
software and data resources that fit this model. Making thesw scarce
resources available 1o @ wider audience, a1 less cost and in 3 more
timely fashion for experimentation and continual i se, is a major

‘apportunity provided by nétworking.

SHOPPING FOR BETTER PERFORMANCE OR PRICE

Another relatively short-term benefit of computer netwdling would
pe the ability to shop for prices and response times that are optimum in
relation 1o basic computer services. The basic services are loosely
defined as those which are oftered ata variety of resources and whick
are mobile insolz/ as use is concerned, i.e., with no significant
conversion effort required in order to fransfer use from onerescurce 1o
another. There is little guestion that there currently exists substantial
opportunity for optimizationoicost and response time by choosing from
among many computer resources. A 1973 study at Harvard, which
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compared use of the computer resources at Columbia, Princeton, and
MIT. indicated a factor-of-three range in the cost for performirg a
wypical monthly workload by choosing the best case resource for each
job it the workload.(3) Another more recent study by Peter Alsberg at

" the University of lllinois using several ARPANET resources yielded even

moare significant results{4) By performing a set of mathematical
benchmarks typical of numerical calculations, Alsberg showed a
difference of over two decimal orders of magnitude (that’s a factor of
100) in the cost of performing these tasks at different resources (see
Figure 1). The comprehensive set of benchmark programs recently
performed by fifteen Planning Council member institutions tends to
support these pricing differentials for individual types of jobs.

Machine ] T;n;a {seconds) - énsi (%)
360-195 5 41
Sai 7 20

75 7.4 .35”

/67 230 1.65

i H 6180 357 2.80
DEC 10 80.0 672

B 6700 60.0 6.00

‘erxcludes 51 00 caver charge
FIGURE 1 — Alsberg Results: For Matrix Multiply
Bernchmarks

Although response ime 15 a less concrete phenomenon (it depends
on conditions at a particular moment in tme on a computer system),
there 15 litlle question that users consider it impartant. In fact, most
cormpiterinstallations set up for batch cormputing service offer a pricing
algorithm that s scaled on the basis of priority. In other words, users
pay more for faster response time. An analysis of the accounting
records for installations of this type will show that many users consider
1t worlh spending extra maney in order to acquire job resulls sooner,

On the basis of these and other data available 3t the present time
there is little doubt that selection of optimum computer services via
networking would benefit 2 large number of computer users.
INTELLECTUAL EXCHANGE FOR RESEARCH AND TEACHING

Qver the longer term, there are likely to be even more pervasive and
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imporEnt opportunities provided by networking One of theseisa new
medium for intellectual exchange of research and teaching materials
that are based in computer technology. In effect, the national networks
will become a vehicle for “publishing” techmologically based works.

For example, researchers may have access to data and algorithms at
a variety of research-oriented universities. This will offer the
opportunity for research faculty members and graduate students at
large and smail institutions toshare research results. nndtechnigues. A
recent letter from Professor G. Robert Boynter Director of the
Laboratory for Political Research at the University of lowa, illustrates
this point. Prefessor Boynton is curremtly engsged in collaborative
research with political scientists at five different universities. The raw
data, comprising a set of rather large data files, have already been
collected and are a l!xiillg!ble at each location. It is possibleforeach of the
five researchers % 55 the data at his own university. However, a
considerable a i refinement is necessary before the analysis of
the data can efféy  egin. Moreover, each researcher must make
some transformatitias as wwell as use the transformations of the cther
researchers, which presents a major comemwnication problem. if dhere
were a compuler network available to each of the researchers it would
be possible for the individual making the transformation to have that
same transformation performed at each of the other universities. To
quote Professor Boyntan directly, It would save us all many hours of
falze starts.”

Argther iflustration — this one in teaching — occusred thispastyear
at the Harvard Law School. One of the classes in ti«e 1975 spring
gsemester used a computer-based exercise that required factual
analysis and applications of the provisions of the Code of Professional
Responsibility to a series of problem situations. The computer-based
exercise was developed by Professor Robert Keeton to augment
traditonal teaching materials. Students use the exercises by means of
an interactive computer terminal. The computer-based exercise allows
each student to play a role in a legal action which hasbeen introduced
by printed material and lecture. The student is presented with
situations releyant to the case that require a decision on the student’'s
part. The result is a tree of decisions. each of which depends on the
student's previous decisions. Several such exercises have beer
developed, each requiring about five hours to perform. The student's
answers are recorded by the computer ateach pointinthe exerciseand
the student is given a statistical summary of how his answers
compared to other students, lawyers and judges who have done the
exercise.

Prolessor Keeion, who spent some time on the facully at the
Uﬁwersity aniﬁﬁgsma Law S:hrml used a generalgurpnse Eﬁﬁ'\ﬁmtéﬁ
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Professor Russell Burris and his colleagues. Because there was no
network functioning in 1974-75 that could be used for the faw
programs, they were transferred to an “identical” compuler systemat
Northeastern University in Boston (both were CDC 6400 computer
systems using the KRONOS 2.1 operating system). The transfer was
suceessful butoaly through extraordinary efforts by camputer systems
people at Minnesota and Northeastern. A multitude of differances in
local conventions, system subroutines, and the like turned out to be
significant problems. To quote Professor Keeton: “All of us have
learned that the technical problems and expense of transferring
programsevenbetweencomputers thatare supposedly compatible, are
substantial enough to discourage all but those who are most
determined to explore and develop the potential of computer-aided
exercises.”” However, even aflerthe experience, Professor Keetorngoes
on to say. “this lype of exercise is in itself a very valuable additionto
methods of instruction in law, and | believe even more significant
addilions to the available technigues for both instruction and research
in law are orithe horizen.”

It is important to note that there are similar examples in other
disciptines inciuding slatistics, economics, and the sciences.
Technology-based publication by networks can amount {0 & new
horizon in intellectual exchange of both research and teaching
materials.

NEW INFORMATION SYSTEM STRUCTURES

Another opportunity in networking is the use of network resources in
the design of new information systems structures. There continues to
be a good deal of research in the area of distributed and hierarchical
systems inva!ving networks. There is already some evidence of positive
benefits. There is now available a wvariety of microcomputer and
minicomputeér technologies and compatible computér components
usable in conjunction with larger computer systems in networks. In
such a distributed hierarchical structure, muitiple network resources
can be adapted to individual user needs by removing deficiencies in
fanguage and processing capabilities of raw network services.

There is some evidence that performance and costbenefitscan result
from the application of the distributed hierarchical structure. 1l is
difficult 1o generalize about the benefits, as each situation must be
analyzed specifically and rather carefuily. However, to illustate the
concept, a recent analysis was zompleted of a simple higrarchical
structure involving the use of network access for information storage
and retrieval apolications.® In this case the notwork resource was used
for large-scale information Slorage and processing. Minicornputer
pracessors were used for pa fochial editing and processing tasks as well
as small-scale storage. A comparison was made between the
hierarchical network structure and another structure in which
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terminals directly accessed the large-scale infor mation storage facility
in traditional time-sharing fashion. .

The results showed the the distributed hierarchical structure was
superior in performance to the centralized structure by 10% to 20%,
with the benefits increasing with the portion of transactions processed
by the minicomputer configuration. More impressive, however, wasthe
reduction in cost per transaction, which rangad from 25% to 53%, with
the percentage of reduction increasing on the same basis as
performance. The graphic representation of the results in shown in
Figure 2.

0.05
0.04 [~ 00 0 1 1 O N A O
Centralized
c configuration
2 0.03-
s
@ R
= 0.02 = Decentralized
&
[=%
id
=
B 001
O ; -
Number of stations: 24
0 — - N L I Li,, _ J
0 20 40 &0 80

Percent of transactions performed by programmable terminals

FIGURE 2 — Comparison of Configuration Unit Cost
Par Trangaction.

Recent implementations of a two-level version of this structure
support these findings as conservative. At the University of lilinais, a
group has used the structure 1o alter their use of the MULTICS system
at MIT via the ARPANET. Both the performance and the cost
improvements exceed the above results. The structure is alse being
used in administrative systems development at Harvard University. A
twe-level structure is currently being implemented using an IBM
3707145 and Datapoint minicomputer. The initial cost and
performance improvements also exceed the simulated estimates. A
three-level structure is now being designed about the same principles.
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It appears that we can begin to experience the first two benefits of
networking very gsoon. Accessing scarce resources and shopping for
better costs or response time is already feasible and should be
broadened. More experiments should be carefully performed and the
results distributed widely. It may be longer before we begin to feel
the effects of a new medium for intellectual exchange and new
information system structures resulting from national networking.
There is very little question, however, that there willbe major benefits
for higher education in each of these four areas.

The Commitments _

The obstacles to the opportunities in networking are far from
disabling. However, to ignore them would be a serious mistake. Some
raal commitments will be required from each institution to overcome
the obstacles. The nature of the commitments depends on a variety of
factors.

ROLE AND SCOPE )

One of the major commitments willbe to identify the appropriate role
and scope of networking at individual institutions. Major changes are
occurring in the economic and political climate for higher education.
The financial crunch facing many institutions is already causing them
1d re-examine their traditional role and behavior. Some institutions will
view networking as an opportunity to reduce the expense of praviding
computer resources. |nstitutions with computer resources that are
underutilized but not adequate to meet many of their teaching and
research requirements may need to shift the balance of computer
usage to networks ratherthantoin-house resources. Thiswill require a
significant commitment for planning and management within these
institutions.

On the other hand, networks will almost certainly initiate pressure
for the use of servicescurrentlyinaccessible for teaching and research.
For some institutions thig pressure will be manifested as requests for
additional funds from individuals and departments not previously using
significant amounts of computer or information processing resources.
This may be particularly true for reseachers at institutions with limited
computer resources. The already tinancially troubled libraries may be
another source of such new requests. In short, network access i5 likely
to trigger very intensive trade-off decisions at individual colleges and
universities.

in the larger political arena the privacy issue may affect the role and
scope of networking. Although Congress has been prudent to date,
legislation has been proposed that would seriously hamper the ability
of colleges and universities to undertake productive networking
activities. Even though personal privacy issues are not involved in the
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network uses envisioned, we must be prepared to protect against
abuses. We must also recognize that privacy is a politically sensitive
issue, and those involved in netwarking at the national level must also
be seriously involved with developments in legislation regarding
privacy.

There are also technological questions of role and scope for
natworks, The emergence of minciompulers and microcomputers as
the most cost-effective means toaccomplish a variety of computing and
information processing needs is self evident. Just as the hand-held
calculators provide more power at less cost than the early time-sharing
systems, small computers are taking care of a variety of more
sophisticated problems that were formerly the pravince of large-scale
systems. To some managers of large-scale computer resources, this
appears as a threat, and in some cases, particularly in the short run,
minicomputers do challenge the fiscal health of the large-scale center.
Itis certain that minicompuiers will be used in a substantial portion of
computing activity even with the advent of large-scale computer
networking. There are some problems for which minicomputers and
microcomputers are simply best suited in the current computer pricing
structure. Small time-sharing systems for programming represent a
well-known example. Another example occurs in the use of small
computers as supplementary laboratory instruments. Another less well
recognizable phenomenon is the "number crunching” minicomputer
system. In the Chemistry Department at Harvard there are a number of
computer-based research experiments which require the processing of
large amounts of raw data with a variety of processor-intensive
algorithms. The algorithms are relatively stabie; they do not change
substantially from experiment to experiment. The data processed is
very large in volume, which discourages_ transmission by all but very
large bandwidth communication systems. In such experimentsthere is
no benefit from multi-programming, since the algorithm involved
utilizes all available processor cycles. Only the condensed output ofthe
minicomputer processor is fed to larger computer systems at MIT and
Columbia for further processing. Hence, a dedicated minicomputer
processar of sufficient power is ideal for this role. In other cases, such
as the Chemistry Department at the University of California at Berkelaey
however, a highspeed minicomputer processor is used for both
computational processes. In cases where such dedicated processors
are appropriate, network access may play virtually nao role. However,
aven limited access to a network as part of a hierarchical structure may
ultimately be of great value for the reasons described earlier.
TRANSITION

Another commitment which must be made is to the development of
institutional understanding. at both executive and faculty levels of both
the initial impact and the transitional effects of networking. Networking
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usually involves changes 1 resource allocation decisions. This may
mean increasing or decreasing the total amout of resources dedicated
for computer access to allow for network use. It almost certainly means
redistributing existing resources to allow for some network use.
£ xamples in which a sigrificant redistribution and reallocation of funds
used for computer resources were made include the development of
the Triangle Universities Computation Center in North Caralina and,
later, the divestment at Harvard of two major computing facilities in
favor of purchasing outside services from MIT and other groups. Major
shifts of this sort require careful evaluation and a firm commitment to
dealing with the organszational and behavioral problems associated
with moving from major in-house resources to substantial reliance on
exieginal computer resources.

Another perspective af the transition problem will ocecur for those
institutions that become suppliers in the network. Most institutions in
the past have based computer resource planning almost exclusively on
in-house needs. Beginning in the 1960s, some institutions began
acting as resources for networks in which other institutions were
provided access to their computers. Most of this sharing took the form
of regional STAR networks until the initiation of ARPANET. Even ona
small scale, the decisions and the planning necessary to perform the
suppler’'s role in this sharing function have altered the character of
some computer resaurces substantially. It is necessary not only toplan
well in the supplying institution but also to consider the needs of the
putside group of institutions (the “market,”" if you will). However, itcan
be of substantial benefit to both supplier and user. For example, in the
Harvard-MIT arrangement, MIT as the supplier of services is able to
justify the use of an IBM 370/168. If it were not used by Harvard and
other institutions, the hardware would be replaced by somethingon the
level of an 1IBM 370/158. There is no doubt, on the basis of the
guantitative data available, that this would adversely affect the costand
performance of MIT's service to all, including its in-house customers,
TECHNOLOGICAL FACILITATION

Anpther commitment which must be made concerns the
development of facilitation mechanisms to deal with the vagaries of
exposing nontechnical users to incompatible and idiosynchratic
technological resources. These vagartes are matters of degree and can
he overcome individually by a courageous and persistent user.
However, there are s number of problems which should be resolved
stratghtaway in order to make large-scale networking comfortable for
most computer users. They include the following:

1. His not a small matter to move a computer program from one

computer system to another even when the computer systems are

“completely compatible.” A translation facility to assist in

overcoming eccentric differences in control and programming
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languages will be useful for network usage. More standardization
would be even better,
2 Network pro.ocols for program execution and file transfer are
different. For example. ARPANET, the TELENET network and the
TYMESHARE network require different types of computer tessiinal
interfaces as well as host computer interfaces to the networks. With
the establishment of other networks, this problem is now likely to -
become imensified. In addition, computer systems themselves
require remarkably different formats for communications at the
present time. Atpresent, there is no alternative to the development of
multiple interfaces. ’
3. Log-in. start-up, and accounting functions typically differ for
each computer system. Almostall cornputer systems are different in
the presentation and requirements of these data relative to individual
computer usage. Adaptation mechanisms for these functions would
significantly relieve the burden of the user in the network.
4. Disseminating basic information about network resources
(including specialized facilities and services) will require facilitating
sarvices. Documentation, seminars and other traditional
meehanisms must be adapted and refined. The network itself will be
useful for this activity. A network file storage and retrieval system to
assist in user consultation and communication should be designed
and developed, based perhaps on the distributed hierarchical
structure previously described. Information of particular interest to
each institution could be stored locally while a principal data bank
would be maintained for the whole netwark as well.

5 A facility to assist users in finding an appropriate computer

resource for a specific problem will also be useful. This "locater”

facility could heip find computer resources which meet certain
criteria, such as price, response time, accurazy. eic.

There are undoubtedly numberous other functions that will befound
to be usefu! in this facilitating mechanism. Initial network usage can
probably rely on bilateral arrangements between users and resources.
However, most of these facilitating services will become ma ndatoryifa
network is to be useful to a variety ol users.

EDUCOM"S Rale

It has long been the conviction of those people most closely
associated with EDUCOM that compulter networking on a national
scale is both feasible and useful. It is my own conviction that EDUCOM
should not only develop computer networking in higher education but
also provide leadership in the application of other types of computer
and communications technology to the broader needs of universities
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and colleges. We are now engaged in turning these convictions into
action.

In 1973, we began to develop the idea of a Planning Council for
Computing in Higher Education and Reseach, an idea conceived from
the NSF-sponsored EDUCOM seminars on Computer Networking held
at Airlie House. This idea has now been transformed into an action-
oriented group of twenty-one institutions that have committed money
and time over the next four years to provide a “critical mass” for the
development of national computer networking. The EDUCOM Planning
Council is directed by James Emery and is governed by a Policy Board
composed of senior university execulives and a Technical Committee
composed of senior computer scientists/administrators from the
wwenty-one member schools. Supporting grants have been received
from the Ford Foundaticn, the Carnegie Corporation, and the Exxon
Education Foundation.

The Council is engaged in the development of both short-term and
tong-term networking activities. A prototype national network activity
has already started with the objective of incrementally developing
computer resource sharing. While building on the experience and
capabilities of regional and state networks, the prototype EDUCOM
network, EDUNET, will incorporate incrementally the benefits of
related reseach and development activities. The embryonic version of
EDUNET was demonstrated at the 1975 Fall EDUCOM Cenference in
Portland, Oregon. In this demonstration, the communications facilities
of Telenet Communications Corparation were used by conferees in
Portland to access the MULTICS and 1B/ 3707168 systems at MIT, the
Dartmouth Time Sharing System at Dartmouth, the Bibliographic Data
Service offered by the State University of New York, and a typical
minicomputer configuration of the PRIME Computer Corporation
located in Framingham, Massachusetts. The demonstration was
eminently successful. The next step in the development of the prototype
network will be to encourage further bilateral resource sharingand to
develop specific experiments in the use of EDUNET ina large number of
academic disciplines. Some development has already beguninlaw and
chemical engineering; further development will take place in statistics,
economics, and numerous other disciplines, as well as in libraries.
libraries.

Eor the 'onger term, a network simulation and gaming project, funded
by NSF, will develop techniques for dealing with the evaluation of the
role and scope of networking as well as the transitional effects for
individual institutions. Sixteen institutions, both large and small, are
providing data and expertise in the development of the model.
Moareover, the incremental development of the prototype EDUNET will
provide an ongoing laboratory for model development and validation,
Ultimately, it is expected that individual institutions will be able to use
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the model to assess the benefits and liabilities of networking and to
develop specific plans for participating in EDUNET,

The other divisions of EDUCOM will provide not only for the
dissemination of the beneficial results of Flanning Council activities to
the full EDUCOM membership but also for other techriology-related
activities.

The EDUCOM Consulting Group, now under the direction of John
Austin, will provide analysis and prescriptive services relating to the
planning and use of computer and communications technology. The
Consulting Group will use experts from EDUCOM member schools to
supplement its staff in the development of consulting teams to address
needs ranging from the use of networks to the role of minicomputers. A
consultation on the use of minicomputers is now being completed.
Recently, other consuitations have been successfully completed
relating to computing center organization, university management
information systems, and other contemporary problems facing colleges
and universities.

EDUCOM can also act for the benefit of its members as an
intermediary with suppliers of computer-related components and
services. We have already completed two arrangements which will
bring substantial price discounts to EDUCOM members. An agreement
with PRIME Computer Corporation will provide for a 20% discount on
PRIME products and services to EDUCOM members. A similar
arrangement with Data Dimensions, Inc., provides for 8 comparable
discount on interactive computer terminals. We are currently working
with other suppliers; Gene Kessler is directing this activity.

Through EDUCOM conferences and publications, both basic and
general information can be disseminated. The organization of special
workshops and projects within EDUCOM. which has been begun by
Bob Gillespie, is also a powerful alternative in exchanging useful
information about specific computing activities.

Finally, the EDUCOM Library will provide for the publication of
computer-based technology. The basic idea is tocreate a library of high-
quality programs and data from a host of network resources that will be
available through the EDUNET network. The library will be developed by
and operated in conjunction with publishers of printed material to
provide computer-based materials that will be useful in research and
teaching. EDUCOM will operate and manage the library, provide for
appropriate disciplinary review to maintain the quality of resources,
and collect use fees and pay authors’ royalties as well as render basic
bibliegraphic services about the collection.

Through these efforts it appears that some of EDUCOM’s fong-term
goals can now begin to provide very tangible benefits tolarge and small
schools alike. Work of excellent quality may be found in many places,
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andwhenitisfound incomputer-based form i1 should be developed and
shared with others in higher education who would find it useful.
EDUCOM will now concentrate on putting these goals and concepls
into action.
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CHAPTER 3

by James C. Emery

implementation of
A Facilitating Network

Introducticn

The advantages of computer resource sharing over a neiwork have
heen discussed at length since the early sixties. A number of relatively
specialized networks, such as ARPANET, have now been operational
for several years. What is missing, however, is a general network
availabie to all members of the higher education community.

While conceptions about such a network have not changed
substantially over the past decade, experience with existing netwarks
and the advances in technology during this period have given us a
clearer picture of the likely characteristics of the network. There
appears 1o be a growing consensus ahout the following points:

® The existence of a general network for higher education 15 no
lenger in doubt; only its extent is still to be determined, With
technological advances in commaon carrier communications, the
antry cest for an institution to join a network is becoming low
encugh that primitive sharing arrangements can be established
at any time a serious need arises.

® Even in a mature network, most computing will be performed
lacally or regionally. The cost of hardware is dropping rapidly
enough that it is ceasing to be a major factor in the ecanomics of
computation. The majority of users atan institution can usually
ba served with a fairly limited variety of software, and so the cost
of providing standard software is not particularly significant.
tost institutions will therefore choose to pre. standard com-
puting services at their own computer cents: of obtain them
through a regional arrangement.

® /n all but a few quite specialized cases, hardware economies will

— 375 —
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be the least important motivation for developing a national
network. Minicomputers can compete very well with the large
machines for most applications, and any significant economies of
scale for very large jobs can usually be exhausted by regional
centers. A national network will be justified primarily for the
purpose of sharing software and databases.

® Even though network computing wilf constitute only a small part
of the total computing within higher education — 20 percent
would cectainly be a very generous estimate — it will neverthe-
less be an important part. The network can offer specialized
services that vso.u!d otherwise not be available or availabie only at
a high cost

® A mature network will develop over a long evoluiioriary period.

Despite considerable justification for optimism, one should have no
ilusions about the difficnities i implementing a viable national
network. A number of very difficult technical, economic, and
administrative issues must be faced before a mature network becomes
a reality.

Technical Issues

It 1s currently fashionable to dismiss technical problems as the least
formidable barrier to implementing a network. Current technology
certainly permits a fairly sophisticated network, and is unlikely
seriGusly to hinder short-term development efforts. Nevertheiess, a
number of difficulties still remain, and they will become more serious
as atitempts are made to expand the use and capabilities of the network,
Among the most important are communications, security, and on-line
user services.

COMMUNICATIONS

Considerable progress has been made over the past decade in
reducing the cost and increasing the reliability of communicationis.
Packet switching, in particular, appe=rs to offer substantial advantages
over previcus technology. Itsdistance-independent price structure(i.e.,
price to the user is not a function of the distance transmitted), relatively
low cost. and high reliability are especialily important for a national
netwaork.

Tweo serious problems sull remain, however. One of these is the
difficulty of interfacing a wide variety of computers to a common
coinmunications netwark. The other is the high cost of broadband
transmission. These are appropriately viewed as primarily economic
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limitations, and are therefore discussed 1in more detail in the next

section of this chapter, which deais with economic issues. Sufficeitto
i'i neaded (o brningdown the cost

=f network interfacing and high volume communication.

SECURITY

Current operating systems provide inadequate protection against
malicious or unintentional access lo system resources. Although this
relatively insensitive data are maintained within the systam, it Is
entirely unacceptable when serving remote users or when an
application calls for a high degree of privacy.

Until this situatior is corrected, most institutions will choose not to
maintain sensitive data on storage devices that are accessible to a
network. Applications involving personnel or student records, detailed
financial data. or other confidential infermatian will thus be unlikely
candidates for early irnplementation on a network,

Another aspect of security is protection against unauthorized use of
network rescurces. When a university provides its own cemputing
services, its total financial risk is hmited to the expenses of ruining tha
computer center. In the case of a network, an institution’s potential
rconsumption of resources could be virtually unlimited. The institution
must therzfofe have assurance that it can control the charges that will
be levied against its accounts. It is notenough merelytoprotect against
unauthorized users; controls must also be provided so that an
institution can set limits on such things as its total expenditures, the
particular resources that can be accessed by a given class of its
members (students might have different restrictions than faculty, for
example), the maximum priority level permitted by each user class. and
ON-LINE USER SERVICES

The provision of services to aid remote users isa critical requirement
for widespread computer sharing. To keep costs reasonable, a national
rather than person-to-person consultation. Included in such services
are on-line reirieval of information about available resources and
computer-assisted training aids. Both of these presant difficult
technical problems. The classification and indexing of cumputing
resources and the development of retrieval procedures requires
considerable further ressarch. A great deal of effort will also we
required to develop computer-assisted instruction aids for training
remote users how to use a computing service and how to correct
program bugs if difficulties arise.

Economic Issues
Alihough some technical problems cannot currently be solved
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satisfactorily at any cost {security, for example), most of {tnem ars
viewed as problems because the cost of performing a given function is
greater than its perceived value. Communications is a prime exgmple.
The technology avadable a number of years ago could have provided
adequate communicatiors to support a network, but only recently have
technical advances lowered costs 16 the point that netwirks have
become economicaily feasible for fairly general use withwn highes
education. A number of economic issues of this sort will cloarly have 3
major impact on the design and use of a network.
LARGE VERSUS SMALL COMPUTERS

Economies of scale in computer hardware have traditionally been
one of the primary justifications for concentrating a variety of
computing functions into a single large central profassor. Although this
argument still holds for certain very large “number crunching " jobs
found in such fields as physics and meteorology, for the most part
hardware economies of scale are becoming less and less significant.

For one thing, the cost of the central processor as a fraction of total
computing costs is shrinking rapidly. Inthe early rays i computing, the
caertral processor typically contributed over twwa-thirds of the total cost;
now it may be as low as ten percent or less. As advances continueg in
integrated circuit technology, the cost of the central processor is
becoming almost negligible for most applicatians.

A second reason for the reduced significance of hardware is the
availability of powerful yet low-cost minicomputers. The cost-
sffectiven=ss of minicomputars stems from several causes:

@ Fconomies of scale in the high-volume manufacture of mini-
computers offset intrinsic economies of scale in the operation of
electronic devices.

® Minicomputers generally offer somewhat limited capabilities
compared to large conventional machines, parmitting the vendor
to use off-the-shelf hardware components and to reduce soft-
‘ware development cosis.

@ Minicompuzer vendars typically do not offer a full range of on-site
customer services. allowing them to lower their costs of market-
ing and technical suoport in the field.

® Minicomputers have a relatively short design and production
cycle bacause of their simplicity, which permits designerstotake
advantage of more recent technology than is possible for the very
large machines. With technology advancing by an erder of magri-
tude every five years or so. even a year’'s advantage can be

significant.
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® Less canial is required to enter the minicamputer iadusiry than

a large ¥
prices {ow.
® Minicomputes vendors tend lo iniroduce techrucal advances ...

guickly as they can, becauss of competitive pressures and the
modest-sizad base of leased equipment.

Although computer hardware no longer exhibits economies of scale
for many applications, gconomias n sufrvare and operating costs may
sl offer substantial benefits from sharing among many users. Fora
given variety of services. the costs of maintaining software and running
the enmputer center are much the same regardless of the size of the
computer. A centralized center permits spreading these costs over a
larger number of users, and thus can provide substantial economies. As
hardware costs continue 1o decline, ecoaneomies In software
development and mantenance — including associa
such as documentation and tra:ning — will tend to dominate other
factors.

Because of the hardware econamias offerzd by minicomputers, and
the software and operating economies offered by large centralized
facilives, both wiil exist in a netwaork environment Minicomputers are
likely to proliferate at the local level, while the large centars will serve
regional of national populations
GENERALIZED VERSUS SPECIAUIZED SYSTEMS

Large computers normally offer a wide range of generalized services
A order to attract a large number of users, expand the computational
load, and take advantage of any economiss of scale Ontheother hand,
increasing the generality of a computer center adds to the costs of
software development and maintenance, overhead in managing
system resources, operating inefficiences of generalized programs, and
providing user training and consulting. The user may also bear extra
personal casts in coping with the inhospitality of some large computer
centers and overcoming the frustrations of locating and using a specific
service amang the full range of services available.

These added costs of generality often benefit a relatively small
proportion of users. A majority tend to use a very limited set of system
software, such as a debugging Fortran compiler, an optimizing Fortran
compiler, a Cobol compiler, and a few statistical programs, It is not
uncommon ta find, for example, that half of the users at an institution
can be served by about 10 percent of the Zomputer center’'s program
tibrary, while the least used half of the programs serves only 10 percent
of the users

The availability of a network allows an institution to provide very cast-
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5 net
svadable loo: vork The specialized
cenier benefits from a network by drawing on a larger user population
and thus achieving both economies of specialization and economies of

The issue of generalization versus specialization s closely related to

frequently the source of much of the variation in services that a center

il fer Two different statistical packages, for example. may
perf ssentially the same funchion, but the center may feel obliged

s both Similarly, a center mughit offer a varely uf languages
ap one another substantially A center serving separate
ons or decentralized departments might have to maintain a
variety of such application programs as payroll, personnel. student
registration. and accounting. Although standardization on a hmited st
of services perrmits the center to reduce cosis, it does so atthe expense
of the user who has to convert to the standardized service or livewith a
service that does not meet his needs very well

COMMUNICATION CO5TS

Advances in packet switching technology over the past few years has
signficantly lowered the cost of commurnicatiens. For example, a user
located in a major city who wishes to access remota services from a
keyboard terminal would currently pay about $2 per Your for
communications, accounting for 5 to 25 percent of the total cost of
computing

As pne moves away from major population centers, however. the cost
of a leased line or dial-up cail to the nearest eniry node to the network
becomes more and more significant. We can expect that the number of
entry nodes wiil grow rapidly over the next few years, and so this
problem will become less important. Nevertheless, it will probably
always be relatively expensive 1o serve the user in thinly populated
areas {(at least until communications satellites permit inexpensive
broadcast transmission to far-flung locations).

The transfer of large files or documents{in a bibhographic sysizm, for
exarmple) 15 stll prohibitively expensive except 1in cases in which
urgency 15 & major factor. Facsimile and video transmissions are aiso
currently too expansive for broad application within higher education.
These costs will no doubt diminish over the next decade, thus
permitting a wider range of applications that call for high-volume
communications There will always remain, however, applications ihat
are uneconomical for netwerk computing because of the volume of
communication that would be required.

An economic 1ssue of current importance is the costof interfacing a
host computer to a network This can be achieved by modifying the

oy
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operating system of the host computer, through a programmable front-
end, or by means of 8 minicomputer. In any case, the cost can be
considarable — perhaps $5.000 10 $50,000. Over the course of a few
years’ use of a network connection this would add only a relatively
small portion to the iotal cost of providing computing services.
Nevertheless, the imitia! zost 15 large enough tn gdiscourage some
institutions from joining a network. Technical advances that lower the
entry fee for linking to a network will greatly encourage experimental or
casual sharing of network resources.
COSTS OF SERVING REMOTE USERS

A serious inhibitor of network romputing is the lack of services to
support remole users. such services might include.

® Local consultants who are knowiedgeabis asbout services
available over the network.
® “Circurt riders” who periodicatly visit remote sites.

® FRemote consulung services provided over a “hot line” or by
means of an “electronic mailbox.”

High gquality documentation designed to serve the indepandent
remote user.

® Computer-assisted training aids.

® (On-line information refrieval systerns to assistusersin matching
remote services to their needs.

Most university computer centers do not provide extensive user
services. Instead, they rely heavily on knowledgable faculty or students
who can assist new users. Although this approach may work
satisfactorily when dealing with local users, it is entirely inadequate
when dealing with remate users who do not have access to someone
having experience with the service they wish to use.

Commercial firms in the business of providing remote computing
services typically provide more comprehensive user services than
university computing centers. Many firms spend 25 percent or more of
their sales revenue on user services, The largest firms maintain a
nationwide sales and technical staff to assist users. Few university
computer centers would be able to spend at such a level, but they wili
certainly have 1o increase their efforts if a national network is to be
achieved.
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NETWCRK OVERHEAD

Sharing of any resource entails some overhead cost. Network
sharing calls for such servicesaslocating aremote compulingresource
that satisties a user need, instructing the user howto use theresource,
accounting and reporuing associated with remote computing.
pontracting with usersand suppliers, and other netwark adrranistration
functions At least some of these services are required whether the
computing 15 local or remote, but increasing the geographical
dispersion of users inevitably results in some additional overhead
costs. Bernause pyramiding of overhead costs atthe {ocal. regional, and
national levels increases the cost of a givenresource. institutions wili
generally cc s -~ thoze resources thatshowa
clear advantage when shared among a regional or national population.

Administrative lssues

Administrative 1ssues are ainong the mostimportant ones facingthe
implementors of a national network. Gnovernance of the network and
improved incentives for usersand suppliers must be establishedbefore
widespread sharing will take place; certamn iegal and regulaiory
problems must also be solved. The use of a network will conflictin part
wite established practices, and will therefore require overcoming
inertia, entrenched positions, and well understood ways of obtaining
computing services. Itis likely that administrative problems, rather than
technical or economic considerations, will pace the developmentof a
national network for higher education
GOVERNANCE OF THE NETWORK

Colleges and universities in this country remain largely autonomaous,
and show no intention of weakening this autonomy in a guest forreal or
imagined computing efficiency. Although some states have beén
moving i the direction of statewide centralized networks, most
educational institutions have joined only with the strong prodding of
legislative committees or state boards of highr education.

This experience strongly suggests thata successful national network
for higher education must be largely decentralized. Each instutution
should be allowed to decide on its ewn whether it willjoin the network.
It should be able to choose which services itwill sell toothersand which
services it wiil buy. An institution should also be free to set prices and
the quality of services it provides to others.

Although decision making will be largely decentraiized, certain
“facilitating” functions are best handled centrally. Included in such
functions are billing and reporting, developing siandards and security
procedures, contracting with vendors, and providing network-wide
user services. Some sort of national network organization will be
necessary to provide these centralized facilitating services.
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The Planning Council on Computing in Education and Research is
currently serving in the role of coordinatar for the development of a
pational facilitating natwork. Established officially in July 1974, the
Council now consists of the following 21 member institutions:

University of California

California State Urmversity and Colleges
Carnegie-Mellon University

Case Western Reserve University
The Uriversity of Chicage
Dartmguth College

Harvard University

University of Hlinois

Lehigh University

Massachusetts Institute of Technology
University of Minnesota
University of North Caralina
University of Notre Dame
University of Pennsylvania
Pringeton University

Stanford University

State University of New York
University of Texas

University of Utah

University of Wisconsin

Yale University

The Council ic governed by a Policy Board consisting of a senior
executive from each of the participating universities. A Technical
tommittee, cornposed of a senior computer manager from each
member institution, serves in an advisory capacity. Thisarrangementis
proving to be an effectve way of obtaining participation from the
educational community. Inputs have also been obtained from regional
and statewide networks, vendors the government, and other
interested parties.

Its charter limits the Planning Council to a life of five years. By 1979
the Council is expecled to decide whether a permanent arganizationis
required and, if so, what form it should take. Any such organizatien will
clearly have to provide a governance mechanism that will insure broad
representation among educational institutions and classes of users.
INCENTIVES FOR SHARING

One of the serious problems thatlimits growth of network computing
is the lack of strong incentives to encouage sharing. incentives are
missing for both buyer and seller of services, and atthe level of both the
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individual user and the insutution. Furthermore, the problem tends to
feed on itseit: lack of incentives to use shared resources reduces the
incentive for suppliers to improve their services, which in turn further
reduces the incentives for users.

Users often resist sharing of resources because of the frustrations
involved. Because programs and databases are often not well
documented and carefully debugged. they are very difficultto use. Lack
of consuiting services to aid the new user, as well as the long time
delays typicaily required to serve remote users, have further hindered
the sharing of resources

Most institutions are guite reluctant to see their faculty, students,
and staff spend money to buy remote services even if aremote service is
oriced lower than a similar service offered by the institution's own
computer center. An external purchase requires “real” money, while
the cost of providing local service is largely fixed and therefore does not
impose significant incremental cost in the short run. For this reason,
some institutions may insist on restricting external purchases by their
own members to a rate of growth that approximately matches the
growth in revenue from their network sales (thus keeping their net
“balance of payments” from network activities within fairly small
limits). To some extent, network purchases by an institution can result
in offsetting savings (or avoided cost increases) in the "fixed costs” at
its own computer center, but these savings canusually be realized only
over an extended transition period as equipment becomes obsolete and
personnel attrition takes place.

Potential suppliers of network resourcesface disincentives similarto
those that apply to the buyer. Faculty members and other individuals
who create programs and data bases are typically not rewarded
financially when their programs are used by others. Professional
rewards, such as those sssociated with the publication of a paperina
prestige iournal, are rarely accorded the creators of widely used
software,

{nstitutions also lack strong incentives as suppliers. Although a
university might welcome add:tional revenue from external users, the
financial gain may nat be sufficient to justify the considerable
additional management effort that serving such an expanded
population might entail. Faculty and students served by the center may
resent the intrusion of outside users, even whenthe additional revenue
allows the center to lower its unit prices or provide additional net
capacity. Serving cutside users also requires that a university assume
some additional risks, such as uncertainty regarding the level of
externai income and the expenses of praviding remote user services.
All of these disincentives are collectively strong enough that many
institutions choose not to become suppliers of service, except perhaps
as a minor and incidental adjunct to their internal computing activities.

9
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The creation of a national facihitating network is hikely to increase
substantially the incentives for both buyers and sellers. As the market
graws, supphers will be motivated to improve {heir user services; this,
in turr, will encourage greater use. As a routine part of the regular
acce nting system, faculty and staff members could be rewarded
through royalty payments for use of the software or databases they
create. With the complaiely documented usage that the system would
provide, creators of widely usad programs couid receive appropriate
professional recognition for their contributions (in fact, with much
better authentication than is possible with a journal article).

Mary of the exisling disincentives for sharing will be reduced with
the development of a network. Fast response available over a network
will eliminate the frustrating delays currently experienced by remote
users who attempt 1o share by shipping reels of 1ape or decks of cards.
Faculty and students will have less cause for resentling external users if
they are themseives servadin part by remote computer cenlers, To the
axtent that the facilitating network organization assumes some of the
marketing and user service functions, a supplying institution will have
less reasonto avoid serving external users. All of these factors are likely
to overcome many of the difficuities that have been experienced in the
past whan trying to share computing resources.

PRICING OF NETWORK SERVICES

Because the proposed facilitating network will rely primarily on
market mechanisms to provide incentives and allocate network
resources, prices will play acritical role in governing the behavior of the
network. Information about the services available, along with their
price and quality, could be made availsble to prospective users as part of
the facilitating servicas. Prices could be adjusted as rapidly as thought
desirable in response to shifts in supply and demand. Thus, the network
potentially can provide a very effective market mechanism far
allocating resources and promoting efficiency

A {ree market of this sort does, howsaver, raise some very difficult
questions:

® Whai effect would unregulated pricing have on the stability of a
network and the willingness of buyers and sellers to commit
themselves to a long-term dependence on the netwark?

® Would unregulated competition lead to the domination of the net-
work by a few large suppliers{and. if so, would this necessa rily be
undesirable)?

® To what extent do various government regulations against

“descriminatory” pricing canstrain suppliers from adjusting
prices in response to market forces?
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® To what extent would it be desirable to impose such quasi-
price mechanisms as tariffs, quotas, anti-dumping and anti-trust
regulations, constraints against "cut-throat” competition, and
the like?

Much of the complexity of pricing and market regulationin a network
environment stems from the cost structure of computing: most costs
are fixed in the short run, with only a relatively small porportion variable
with respect to the volume of computing. This provides a strong

periods and postpone delivery of less urgent services during peak
periods. Price discounts can often induce users to take advantage of
periods of excess capacity or to accept low-priority service. Price and
service incentives can also motivate a user to guarantee a cartain level
of revenue to the supplier, thus transferring to the user some of the
fixed costs of providing capacity on his behalf.

Pricing policies should recognize the different attitudes various users
and suppliers have regarding the risk they are willing to bear and the
quality of service they are willing to accept. The network facilitating

the following:
@ Differential prices for different levels of priority.
® Differential prices for peak versus off-peak time periods.

® Bothlong-term contracts and “spot” sales (i.e., with no advanced
commitment).

® Both a fixed monthly charge (with perhaps a low per-use
incremental charge) and a full-cost charge for each service
rendered.

Charges based on information outputs (e.g., number of students
registered) as well as computing resource inputs (e.g., CPU,
storage, etc.).

A special problem facing the network organization is the method of
charging for facilitating services. Here, too, a variety of options exist:

® A fixed membership charge, which entitles the user to all of the
facilitation services.

® “Bundled” prices, in which the charges for facilitation services
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a payment by the supplier to the network organization, with no
additional cost borne directly by the user).

@ Completely unbundled prices, in which each faci! stion service
is charged for on a per-use basis.

BUDGETING FOR NETWORK SERVICES

The procedure by which an institution budgets for computing is likely
to have an important effectonthe users ability to obtain sgrvices overa
network. Under the conventional centralized procedure, an institution’s
aggregate computing capacity is allocated by distributing to.users non-
discretionary “computing dollars” — i.e., funds that can only be used to
buy computing services at the local computer center. This scheme
makes it possible for the institution to put a known limit on its total
expenditures for computing. The user, however, is denied discretion as
1o where he obtains computer services — or, indeed, whether he
spends the funds for activities other than computing {e.g.. hiring an
extra research assistant). Furthermore, under this centralized
procedure, computer center ma nagement is not subjected tothetest of
a free .market, and therefore may not remain fully responsive to users’
needs.

As an altermative procedure, all funds can be budgeted through
regular organizational channels. The chemistry department, for
example, could be budgeted ata level adequate to support its necessary
activities, including computing. The department must then decide how
much should be spent for computing services and from what sources
they should be obtained. Network services or the acquisition of a
dedicated minicomputer might both be considered as alternatives to
purchasing from the institution’s central facility.

The disadvantage of such decentralization is that it exposes the
computer center to an unpredictable level of revenue from users. Te
deal with this uncertain market, the center sheuld periodically adjustits
capacity to bring expenses in line with revenues, The institution as a
whole must balance its budget in the face of some uncertainty, and so
there is no justification to insulate computing activities from a similar
discipline. )

In order to mitigate short-term fluctuations in revenue, an institution
could require users to enter long-term arrangements — one year, say —
for the amount of computing they wish to obtain, The computer center
could then rely on this level of support, and adjust its capacity
accordingly. 1t should have the option, however, of retaining some
“axcess’ capacity to meet the demands from unguaranteed “spot”

sales. 4 2



LEGAL AND REGULATORY ISSUES

One of the haunting uncertainties about a national network is the
extent to which governmental restrictions will limits its usefulness.
Possible problems include the following:

@ Thelnternal Revenue Service often takes a narrow point of view
in assessing revenue sources of tax-exempt organizations. The
tax status of revenue obtained from network customers is by no
means clear, particularly if the service being sold can be inter-
preted as not being central to the educational mission of the insti-
tution. The problem may be especially troublesome for the faci-
litating network organization that must sustain itself through the
revenues it obtains from the services it renders.

® Constraints on pricing /mposed by government contracting
regulations could restrict a computer center from adjusting its
rates in response to changes in supply and demand for services.
For exarnple, a price discount for low priority off-peak service
might be viewed as denying the government the most favorable
price if some of the government computing is done at the regular
rate.

® Subsidized government computer centers may inhibit the play
of a free market for computing services. If a university researcher

that might not include any charge for the original cost of
purchased equipment, the university's own computer center or
other alternative sources of computing cannot compete on an
equal basis. The government center is not tested in the market
place, and might thereby exist and prosper even if it does not
serve users needs very well.

Approach to implementation

The development of a facilitating network is obviously a major
undertaking. The eventual form of the network, and the extent of its
use, are still open questions. Given the environment in which the
network will be developed and operated, the following assumptions
appear to be reasonable.

® Once developed. the network must be financially self-supporting.

prospective users of the network, although financial aid from
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government agencies and private foundations would certainly
accelerate the development process.

® Network usage is likely to grow at a steady and fairly rapid rate,
but at no point will there occur a sudden surge In growth. A rela-
tively long transitici to a network environment is required for
buyers to gain experience with network services, institutions to
adjust their internal capacities in conformity with changes in
demand patterns, suppliers to develop more powerful aids for
assisting remote users, and the facilitating mechanism to
mature.

® The network musl evolve gradually, rather than be implemented
ina “final” version in one major step. To adapttochanging nezds
and technology, the design at each stage of implemgntation
should be kept as open-ended as possible. Large fixed costs, such
as those that would be required to develop and operate a packet
switching netwaork, should be avoided; to the extent possible,
costs should be incurred in proportion to the level of network
activity (for example, by purchasing communication services
from a packet switching common carrier).

EDUCOM is developing a network along two complementary paths.
Over the short term, efforts at the Planning Council on Computing in
Education and Research are being focused on developing a prototype
network in order to gain some early operating experience. In parallel
with this activity, EDUCOM is engaged in a research project to develop
a network simulation program as a means of gaining more fundamental
knowledge of network behavior.

PROTOTYPE NETWORK

The availability of common carrier packet switching services makes it
relatively easy to connect terminals ¢ nd host computers. The Flanning
Council intends to encourage universiies toconnecttheircomputersto
a common carrier network in order to ir ake services available toremote
users. The fixed cost of cennédction is around $1.,000 per manth, not
including the initial interface cost. The variable cost of actual use tends
to be quite lew — around $.50 per hour on an interactive terminal, for
example. After studying the two available packet switching networks,
the Council concluded that Telenet Communications Corporation
currently offers the mast attractive prospect of serving the needs of the
facilitating netwark.

The prototype network will give its members experience in serving
remote users, as well as some early benefits of resource sharing. The
insights gained will be very useful in dgeveloping a more mature
facilnating network. In a number of ways, however, the prototype
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network will differ significantly from the expected eventual network:

® The prototype network will involve primarily bilateral relation-"
ships between buyer and seller. For example, the assignment of
user numbers, billing, and user services will all be handled
directly between the two parties. In the eventual network, the
facilitating organization is expected to handle many of these
functions on a multilateral basis. obviating the need for a
separate relationship for each buyer-seller pair.

® User services will be limited lo those curently offered by each
separate network supplier. Since most suppliers currently deal
only with local users, their user services are inadequate to serve
remote users. In the eventual facilitating network, a variety of
services will be developed to serve the needs of remote users
{with the important by-product of improving the services avail-
able to local users).

® FEachuser of the prototype network must learn special procedures
specific to each host computer he wishes to access. In the even-
tual network, some standardization may be possible, thus permit-
ting a user to access a variety of standard services using a single
protocol, )

® The prototype network will be limited to a relatively few large
users, because of the primitive facilitating services offered. Even-
tually, as a richer variety of user services are developed, the
facilitating network is expected to serve a variety of users who
cover the full spectrum of computing sophistication.

An important part of the Planning Council’s efforts to develop the
prototype nefwork is a program to investigate the special needs of
various academic disciplines, The intention is to bring together
representatives of several disciplines to determine how a network
might best serve their needs. An emphasis is being placed on providing
each discipline with network services at a relatively early date. The
expereince gained will be very helptul ingetting a better understanding
of the common needs that cross disciplines, as well as serving the
unique needs of each discipline. Among the disciplines that have
expressed an interest in participating in the project are chemical
engineering, law, medical education, statistics, political science,
economics, social science, and psychology.

SIMULATION PROJECT

The prototype network will be relatively limited in scope andisaimed

at providing short-term benefits. Although the experience gained will
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be very useful in understanding fundamental network behavior, this is
by no means its primary purpose. Tofill thisgap. EDUCOM isengagedin
a longer-term project to simulate an interuniversity computing
network. The objective is to gain insight into buyer and seller behavior
in a network enviranment. Special attention is being given to such
issues as pricing and budgeting procedures, the dynamics of network
traffic flow, balance of payment problems, reporting on network usage,
user attitude about network services, and the response of
administators 1o neiwork alternatives.

The first year of the project has been funded by the National Science
Foundation, and further funding is expected for two additionalyears.In
the first phase, which will be complete early in 1976, arough model ofa
types of services, and has a time increment of one week (although this
could be changed easily if a finer or coarser increment turns out to be
appropriate); in particular, the mode! does not consider individual jobs
as they flow through the network. Typical services considered within
the model are small student Fortran programs, batch processed
statistical programs, and interactive editing. The model will produce a
complete weekly traffic analysis (or at a specified longer time interval if
weekly details are not needed). Includad in the reports will be such
information as dollar expenditures broken down by buyer and seller,
average response times at each host computer, and special analyses
showing trends and any ""exceptions”’ that occurred {such asa center’s
loss of revenue because of excessive response time).

The simulation program is being written in Fortran, with the intent to
make it as transportable as possible. Concepts of structured
programming are being followed so that the model can be extended and
maodified during the course of its development. This flexibility will also
permit individual institutions 1o adapt the model to their special needs.

The second phase of the project will bedevoted to tailaring the model
to each of 16 institutions that are participating in the study. The
following institutions are included:

Bryn Mawr College
Carnegie-Mellon University
University of Chicago
Dartmouth College
University of Georgia
 Harvard University
University of lowa
Lehigh University
Massachusetts Institute of Technology
Nationai Bureau of Economic Research, Inc.
Ohio State University
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University of Pennsylvania
Stanford Research Institute
Stanforu University

Texas Tech University _
University of Texas &

Tailoring the model to an institution requires collecting data about the
institution and then fitting a set of the madel’s parameters to the data.
In some cases the model will have to be modified to accommodate
unforeseen needs. Included in the data being collected are the
hardware and software available at the institution, the institution’s
policies regarding external sales and purchases, and the types of
services that might be purchased over a network.

In the third and final phase, the model will be usedin a gaming mode,
Each institution will be represented by a senior administrator with
general policy-making responsibilities, as well as the head of campus
computing. The participants will make various policy decisions as the
model moves through simulated time, and can change any of their
policies as simulated resuits are presented tothem. The purpose of this
gaming phase is to gain an understanding of how policy decisions are
likely to be made in a network environment.

Based on experience gained from the prototype network and the
knowledge acquired from the simulation study, the Planning Council
will prepare detailed recommendations regarding the implementation
of a national facilitating network. These two parallel efforts have
already begun to complement one another. Benchmark studies
conducted as part of the simulation project have been useful in
developing plans for the prototype network; similarly, results from the
prototype network will be incorporated into the simulation model.

Conclusions

It is difficult at this stage to predict the exact characteristics of a
national facilitating network. Each advance in co:iputer or
communications technology may call for changes in the network. With
so little network experience within higher education, the attitudes and
needs of buyers and sellers are bound to change as the network
matures. The important thing is to keep the design adaptive so that the

Deaspite the uncertainty surrounding the network, it is nevertheless
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possible to make some assertions about its likely characteristics. The
eventual network is expected to be:

Highly decentralized, with decisions regarding supply,
purchases, and pricing made largely by autonomous institutions.

Functionally distributed, with each supplier tending to specialize

Operated through a centralized f{acilitating organization that
performs those functions inherently requiring coordination
across multiple buyers and sellers.

Part of a hierarchical system consisting of local, regional, and
national computing services.

Focused on offering relatively specialized resources, rather than
the more standard services that can be more economically pro-
vided by local or regional centers,

The availability of a national network will offer new opportunities to
educational institutions. An individual institution might respond in a
number of alternative ways. Some will choose to remain apart fromthe
network, attempting to offer a fairly complete range of services for their
local users. Others may choose to become almost completely
dependent on the network, and not maintain any local computing
capacity except for terminals of modest “intelligence”. Still others will
follow a hybrid strategy, meeting most of their local demands with local
computers, but buying specialized services that they do not maintain
themselves and selling services in which they specialize.

* The two most likely strategies appear to be either total dependerice or
the hybrid approach. Small institutions, in particular, may prefer torid
themselves altogether of the responsibility of operating a computer
center: the availability of a network makes this a feasible alternative,
Most colleges and universities will undoubtedly find it cost-effective to
meet standard demands with their own computer center or a
multiplicity of minicomputers, but the ability to obtain specialized
resources from a network will refieve these institutions of many of the
headaches and costs associated with a full-service center. They will
find it atiractive to sell their own specialized services, both from the
standpoint of making a professional contribution and as a way of raising
revenue to solve their balance of payments problems.

Probably the least defensible strategy for an institution is to ignore
the network altogether. The benefits of at least limited sharing will be
great enough, and the incremental cost will be low enough, that no
institution should attempt to remain self-sufficient in the traditional
manner.
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by David E. Winkel

Predicting the course technology will follow in the computer field is
hazardous at best. This task can be approached by looking at three
areas:

@ Presently available front edge computer systems

@ Presently available front edge computer components (integrated
circuits, etc) ‘
f
® New technologies currently in advanced laboratory research and
development

The Impact of Available Computer Systems

A surprising range of advanced systemsare now available which will
take some time to be absorbed into the university computer milieu. The
ume scale for absorption will vary frorn campus to campus but isonthe
order of 1-2 years. The computers mentioned below are not necessarily
the most advanced in each category. Chosen simply because the author
is familiar with them, they illustrate some advanced technologies.

Microdata REALITY. This systemn has been optimized for file handling
by incorporating much of the operating system primitive software in
firmware. The system is a time-shared virtual memory machine with a
viftual address space available to each user of 6.4 x 10° bytes. The
system will support 32 simuitaneous users. Al} page faults, terminal
handling, search to delimeters, and so on are microcoded and supplied
as part of the hardware by the manufacturer.

A software system is supplied which 1s largely tailored for data
processing applications. Such processes as file updating, information
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retrieval, reportgeneration, sorting, and so on are almosttrivial. The file
language is simpie enough to allow end users to do most of their own
report generation thereby relieving the computer center of much
routine programming. All of these things can be achieved if
programmers can be persuaded to give up COBOL and their traditional
way of doing things. The entire system is implemented on an 8 bit
minicomputer.

High Speed 32 Bit Minicomputers. Systems presently available are
the Interdata 8-32, SEL-32, and the MODCOMP IV. Thirty-two bit
systems can be expected in the near future from most minicomputer
manutacturers which will be able to impact university computing
centers because of their raw computing power. The fastest CFU's in the
above group are roughly equal to an iIBM 370-158. Memary capacities
and speeds are also equivalent to the 158. Prices are remarkably low;
one of the above machines with one MB of memeory {(no peripherals)
sells for $180,000. The low price implies that something will be lacking
compared to an IBM 370-158. That something is software,
Nanetheless, a machine with a good FORTRAN compiler only, coupled
with raw speed can supply a good portion of the campus computing
power. The challenge is to integrate it sensibly into the computing
complex.

16 Bit Minicomputers. These systems have benefited from recent
technology. As a result prices have decreased or performance has
improved. These systems also tend to have better software than the 32
bit systems because they have been around longer.

Summary. Near term (1-2 year) development of computing will
depend on presently available computer systems. Real opportunities
exist for innovative approaches based on these systems which can
permanently alter the way a campus does its computing.

Administrative data processing is one area that can weil be
revolutionized With archaic designs and procedures typical in many
data processing operations, minicomputer based systems may be the
only tool 2 manager has for breathing new life into a data processing
argamzation. The standard COBOU world can be transferred to a rini at
considerable cost savings, but the distribution of computer power to the
end user will be the real revolution. If users can generate individual
reports, maintain data bases, etc., they will not bother the computing
tenter with these tasks. The computing center can then concentrate on
systems design and implementation. At the University of Wyoming this
approach has increased data processing programmer productivity five
fold.

New systems challenge academic computing in fnore profound ways.
In the past minicomputers have proliferated on campus for a variety of
reasons — some valid, some not. However, these systems did not pose
a fundamental challenge to campus computing because of their limited
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power. The situation 15 somewhat analogous to & proliferation of
typewriters. No one worries about it. However, when the item being
duplicated is equivalenttoan IBM 370-158, new problems emerge. The
drive to proliferate computers is a natural part of campus life. Another
characteristic of this drive is lack of understanding of what it takes to
make these new systems operate. Itis not just a matter of larger discs,
line printers, card readers, memory, and so on, eventhough these items
will cosi more than the computer. The probiem is that paople will want
to use the Iuli power of their system and this implies a tremendous
programmer investment in local software. i the programmer
requirement is duplicated, the personnel will be difficult to come by in
today’s academic climate. If they are not duplicated, the computers will
be under-utilized.

One natural solution is to standardize on a given type of
minicomputer for campus computing. Note the distinction between
mini's for computing and mini‘s for laboratory automation and other
dedicated applications. Although coercive standardization has little
chance of success, standardization by enticement is possible. Gne form
of enticement is for the computing center to provide software support
for only one type of minicomputer. f maintenance of hardware is
centrally supplied from the computing center that is a second form of
enticement. This model presupposes a medium to large computer
center that has putgrown its central computer and needs supplemental
computing power. While the central computer should remain to support
the broad range of languages and services provided in the past, routine

minicomputers. The model for a small university would, of course,
emphasize other features.

Distributed computing en campus is not viable until a stong user-
oriented staff has been assembled. Since a computer is a necessary
nucleus for staff development, such a computer should be selected for
its software support as well as hardware power.

Components

A slightly deeper preview of the future can be obtained by looking at
the most recent components announced. Evaluating such components
one can fairly accurately predict capabilities of systems which will
emarge as the components are designed into new products.

Disc Drives. Since larger or faster discs enhance performance but
cause no fundamental architectural changes predictions are relatively
straight-forward. At least three manufacturers are making high
performance discs using 3330 technology. Such discs cost
approximately $6500 for 80 megabytes of storage. For 1976 extended
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performance drives storing 380 megabytes are projected 1o cost
513,000

Memory. Integrated circuit memories are rapidly displacing core. In
present integrated circuits which contain 1K and 4K bits, access times
range from BO nanoseconds to 1000 nanoseconds. Costs of integrated
circuitmemories range from$2 to$16 in smallguantities. Inearly 1976
16K memaories are slated for introduction with speeds projected to be
200-300 nanoseconds and costs less than $10 per integrated circuit.

To putthis in perspective, a one megabyte memory would require 512
integrated circuits at a total parts cost of $5120. Power supplies,
printed circuit boards and packaging will cost another $5000 to
manufacture. Use any factar you wish to obtain selling price and it will
still be very cheap.

CPU 'Bit Slices’. These componénts make the construction of
modern CPU’s almost trivial in comparison with older technologies. The
fundamental idea is to construct a universal CPU building block which
can be paraileled to form an arbitrary CPU. Usingbit slices of either 2 or
4 bits, 4 slices would be used to form a 16 bit CPU. Expansion toa 32 bit
CPU would require 8 slices,

Components hke those described above simply allow the designer to
provide more of the same computing capabilities for less cost. No
fundamental architectural innovations result from their application.
However, a final component, microcomputers, will change the way we
design and build everything from cars to computers.

Microcomputers. These components are simply cheap small
computer systems. The word micro implies only low costand small size.
In all other respects microcamputers are normal computers and are
used and programmed as such. Although the field is so broad and
changing so rapidly it deserves a separate paper, some special
implications can be seen in a university.

® Process control has been a traditional justification for campus
minicomputers. Many of these applications can be handled by
microcomputers at far lower cosis.

® Dedicated computers for computer science departments (minis)
have been used to give students experience in operating systems,
interrupt handling and input/output programming. Some of the
newer microcomputers provide ideal hosts for such activitiesata
very low cost.

® Microcomputer terminals will provide the least expensive
internal control logic, character generation, and screen refresh.
Once there, the microcomputer canalsodolocal editing and com-
putation.
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Advanced Laboratory Techniques

Although this area is difficult to probe because companies are
secretive about their most promising projects, references do give some
inkling about the state of the art. A rule of thumb is that parts like
memory will double in size and halve incost every iwoyears. Theyears
ahead promise 10 be exciting.
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CHAPTER 5

by CAROL M. NEWTON

Policy and Management Issues
In Distributed Computing
On Campus

Paradise’

Academic computing was accelerated into being by commercial and
governmental subsidies that enabled us 1o recognize the computer’s
wrufy important and potentially pervasive role in the contipuing
advancement of academic pursuits. On most campuses, a central
cornputing facility was organized to undertake the responsibility to
provide cornpuling supports to its academic community. Although:
mirnicomputers were acquired by some individuals for laboratory
research, campus computing was primarily delivered by a relatively
large central cormputer, and users’ services and classroom instruction
ternded to orient to it. Growing sophistication in academic computing
gererally was associated with growing sophistication of the central
tormpulers and their associated systems and applied software.

|11 soor was apparent thatoutstanding computing supports invarious
specialties differed from one computer model to another, and from
carnpus to campus for similar models, Academic computing obviously
wo uld be greatly enriched if eachindividualcould be provided accessto
a wvariety of excellent compuling resources. Hopes for such a
networking capability grew as the ARPA nelwork achieved technic.s
success and as more modest regional consortia (2, 3) pioneered
resource sharing. Meanwhile, in cenain specialties such as hospital
cornputing, distributed computing involving minicormputers was
recommended (4) just prior to the recent minicomputer revalution, and
the adva ntages ofallying such local minicomputing with accesstolarge
specialized centers were discussed (1). Now, recent technological
breakthroughsare dropping the price sof minicom putersand escalating
thesir capabilities atan amazing rate,

“With apologies to Milten
— 5] —
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Although software and customer servicesare notkeeping pace in the
latter developments, and although more work remains to bring the
EDUCOM neiwork into baing, it s safe to assume that advances in
computer technology now beckon us toward a new era in distitbuted
academic computing. Tramsition into this era requires an examunation
of academic computing strategies, and hence of policies that already
have at umes perturbed traditional precepts of academicgovarnance. In
some ways, the new technology offers altermatives that might restare
important aspects of decentralized governance, of freedomofindividaul
choice But in other ways, its richest promises may be realized and
financial feasibility assured only f unwveisities enter into binding
agreements with one another

Finally, anotlzer especiaily attractive aspect of distribuled computing
15 emerging as virtues of wholesale ‘retall systems are being debated.
Consultation in scientific computing and the development of high-
quality apphlied software for education and research are being
increasingly recognized as important elements of academic cormputing
re their own night, and as being 0 many cases administratively
separable from the centers providing hardware and basic systems
support. deally. consultants expert in scientific computing for a given
discipline might reside 1n departments, together with programmers
serving them; general consultants and specialists in systems and
communications might reside at the campus computing center; and
feading expers mightbe available for occasional high-level consulting
by way of the networks.

Clearly. (f all of these objectives in distributed computing can be
effectively implemented, if the required transivon canbeachieved with
considerate attention to the needs and aspirations of all parties
involved, there willindeed by a renaissance inacademiccomputing. lts
hkely impacts on both educational and research programs are exciting
to contemplate

Paradise Lost

Unfortunately, our declining economy discourages the priming that
wouldgreatly help entry into this new era of acadermic computing, andit
has sel into mohon forces that may very well oppose 11
BACKGROUND

As a declining economy and anti-trust badgering substantially
reduced or eliminated subsidies upon which campus compuling
centars hadcome torely. their efforts to protect ather sources of incame
understandably nghtened Caught in other fimancial binds as well,
many universities failed to adequately cover these losses pius
increased uapenditures required by the rapid growth of computing in
academic pursuits Recognition of the importance of extramurally



O

ERIC

Aruitoxt provided by Eic:

POLICY AND MANAGEMENT ISSUES IN DISTRIBUTED COMPUTING 53

funded researchers as sources for suppart for the campus computing
center grew. In many cases, this posed no problem. However, insome
casesit wasclear 1o the investigator that his research mission wouldbe
best served if a portion of the computing for itwere rendered by hisown
minicomputer or the purchasa of services from an especially
appropriate facility other than the campus computing cenler.
Nationally-based peer-review groups, whose expertise would be
diffic ult to fault, reviewed the requests for extramural funding that
would have provided these altermatives.

Or many campuses, review boards were formed to monitor
diversions of computing revenues from the campus computing center.
They tended to place upon extramurally funded researchers, who
wished to acquire their own compuling egquipment or to purchase
elsewhere services they believed to be more cost-effective of
appropriate to their specialty, the burden of proof that they could not in
fact use and therefore help finance the campus center. One realizes,
especially 1n advanced research, that there can be a tremendous
difference betweer struggling to make use of 8 marginally appropriale
system and progressing rapidly 1 one’'s work by accessing more
adequate specialty computing supports. Campus review boards have
differed on where to draw the line in such decisions. Some have
engendered a legacy of resentment because decisions appear to be
based on administrative rather than the traditional academic priorities.
Others, upon ascertaining that the applicant’s plans were wellthought
gul, have permilted a more pluralistic system to evolva for campus
computing. The latter campuses seem 10 be 1n a better posttion to
advance in distributed computing with less disruption of the campus
center They already have jearned how to cope with such shifts, and an
atmosphere of mutual trust pe rmits constructive negotiations thatare
unhampered by compulsions on both sides to over-hedge one’s bets.
THE PRESSURES OF OUR TIME

financiai support for research hasfailenfurtheratatime when many
inve stigators have become convinced that the continuing advance ment
of their research depends on assurance of atleastsome minimum level
of computer support For the firsttime in their careers, many excellent
investigators are experiencing substantial cuts in funding and, all too
frequently, loss of funding. Because this often is not a question of
research quality but, rather, of unpredictable shifting of priorities for
funding certain areas of research in a drastically curtailed economy, the
ivestigator understandably reacts with an unprecedented sense of
insecurity. What is no longer highly and objectiveiy depandent upon
scie ntific quality is no longer under hisor her control. Concurrently, the
investigator encounters higher prices for computing services at the
gempus center, or endures limited or low-priority accass for now
unsupported research. He or she mentally extrapolates this rapid
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downward slope for computer avarlabihity anddecidesthatsurvival 253
researcher may very welldepend on acquinng anindividual computer,
no matter how high the costsin other butdollars These costscanbe
very hugh. When this 13 pointed out by a review committee whose
motwves are suspect, rightly or wrongly, & deaf earand despened drive
toward freedom’ are likely responses The more autocratic the
system, the greater the renforce ment of the investgator's sense of
powerlessness and hence the more intensified his or her drive for
“survival”

The spiralofdistrust and contention builds as more cases are added.
All partses impelling 1t onward see thermselves as pillars of the
university, as standing for principles essential to its well-being. And
this is true. Wheninvestigators asseritheirrights. with fundstheyhave
obtained, to acquire equipment they deem 1o be essentig! to their
research or educational mission, theycan see themselvesasdefending
which their funds have been provided When com puter center directors
accapt a responsihility to guarantee basic computer supports to all
members of the academic cornmunity, andbelievethat their capacityto
do so is threatened by decentralization of financial support for
computing, they can see thermnselves as defenders of the welfare of the
majority. And 50 it goes.

Perhaps thispictureisa bitextreme. Butelementsof itcanbesensed
on various campuses and in various individuals. As federal budgets
tighten and prices of minicomputers fall, the drive toward such a spiral
is likely to becorme more manifest. The polarizations thus engendered
coufid become a major obstacle to overall advancement of
computing capabilities. Bids toupgrade thecenter's computer are likely
o be resisted by those fearing that further indebtedness for central
hardware would elevate the barriers to legitimate bids for
decentiziization. Deprived of the interactive capabilities offered by
more recently designed computers, the center is hard put to defend
against claims of individuals who assert that their work requires
interaction and hence acquisition of a minicomputer. In short, these
human factors can have real and important consequences. In these
days, three types of hurdle must be surmounted for us to realize our
these, the latter, impelled by the secand, may provetobeby far the most
difficuli to avercome.

EXAMINATION OF SOME ISSUES :

Some rather divisive issues have arisen in the evolution of local
policies for academic computing. Their frank discu ssion and thaughtful
resolutionis essential to attainment of the environment of mutual trust
and constructive outlook requirad to advance academic computing.

The several examples thatfoliow are encountered rather frequently.
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Those seeking to legitimize campus controls on how all dollars should
he spent for computing must contend with the fact that some are
supplied by extramura! sources for well-defined missions. They
therefore seek justification for policies that are independent of funding
sources. Investigators resisting controls challenge that it is
inappropriate to dernand reviews for the acquisition of minicomputers
that cost less than uncontrolled equipment such as electron
mICroscopes.

Relevance of Source of Funding to Choice of Compuling Supports.
Many of the arguments advanced to decouple the choice of computing
supports from sources of funding sound pla usible when initially heard
Typical examples are: (1)1t's the people who ultimatelyare paying for all
of this anyhow, whether federal or state budgets are invelved. We are
doingwhatisbestforthemn, and distinctions on the basis of sources of
funding shouldn’t be allowed to obstuct that. (2) All funds accruing to
this university are awarded to its {Board of Regents, Trustees, etc))
regardless of source, not to the individual faculty member. Therafore,
policies for spending them should not have to recognize differences in
sources of funding.

All such argumenlts must be held up to the light of proper
accouniability. As citizens n a pluralistic society, we direct our
mandates to various branches of government and privateagencies, We
ask our state and private universities to educate our young people; we
ask certain of our federal institutes and private foundations to supporl
research for the eradication of cancer, solutions to theenergy problem,
etc. Each such program is individually accountable to the citizens
supporting itfor optimal use of funds for its defined mission. Our society
has been deliberately founded on the principle thatno one group shall
presume to “know what is bast” for the people.

It therefore is improper to hold that the fact that one is extramurally
funded should be ignored when an investigator seeks to acquire a
computer of computing services that best serve the mission for which
they are being purchased. Assuredly the university can and should
reject any projects it believes to be harmful to its own mission. But to
routinely label as such all projects that decline to assent 10 its
determination of how their computing funds shall be spent would be
both artificial and potentially seriously damaging to the university's
academic standing.

Whose Rights Come First? Traditionally, universities have stood firm
to protect the rights of individual scholarsto choose how to pursué thewr
work, especially when they need not draw upon common university
resources in order to do so. One must question the legilimacy of
equating an individual'sfailure to subsidize acampus computing center
with censurable harming of one's academic community. I this
equivalence is granted, there seemstobelittle reasonnotto extenditto
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other academic pursuits. The conseguences of doing scare disquieting
to contemplate. Not only does it seem proper to restore traditional
pricritiesthal respect the individual, where such have been warped, but
such may now be necesssary for restoration of a climate of accord
essential to the entire campus’ computing welfare.

Why Should Minicomputers Be Subjected to Controls Other Than
Those Regulating the Purchase of Equipment of Equivalent or Greater
Cost Such as Ulracentrifuges and Electron Microscopes? This
guestion often 15 raised by those resisting imposition of university
controls on computing. Superficially it makes sense, especially if the
contrals are directed to discouraging alternatives to use of the campus
computing center. However. setting aside the question of whether
there also should be better protection of prospective buyers of other
equipment, one notes that the complexities and often very poorly
understood cost centers in scientific computing place it 10 a class by
itself. The functions of ultracentrifuges and electron microscopes are
few and relatively well understood. The minicomputer is functionally
protean, and a number of its prospective purchasers, though
knowledgeable n their own fields, do not appreciate the many
considerations that should enter deliberations on choice of a system.
The prospective purchaser may be oversold by manufacturers’
representatives, iIn-house programmers envisioning the challenge of
developing software on a machine of their own, junior faculty unaware
of the extent and possible consequences of their own inexperience and
eager to introduce computing into their department, or enthusiastic
assaciates elsewhere whose successful use of a given computer for
something rather similar might notin factbe readilytransferabletothe
task at hand. Most often these impartunings are well intentioned, but
the results of an unwise choice can be disastrous regardless of
intentions.

Results are what should concern us. lf an ultacentrifuge won't work,
itcan be promptiy repaired or replaced and the investigator wastes little

., time in the process. It is otherwise with computers, instances of

software problems are legion, and their resolution may drain even an
experienced investigator's resources, energies, and patience. Results
of this drain might very weli fall but nearby in the academic community.
Although it may be deemed paternalistic by some, a requirement for
prospectiva purchasers of computing equipment to plan thoughtfully
and knowledgeably for its acquisition would seem to be in the best
interests of all If the reviews and consulting required for this are
carried out expeditiously and in an atmosphere of trust, there is litife
basis for valid objection. Anessentialemphasis mustbe attentiontothe
purchaser's and project’s own welfare. Hidden agendas that place first
a concern about Ssupporting campus computing are improper,
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counterproductive, and, at best, uniikely 1o substantially zlleviate the
campus computar cenler’s financial woes.
THE REALITIES

Minicomputers are going to play an even greater and more pervasive
role in academic computing than at present ltis only a2 matter of time.
Falling prices will make it impossible to maintain restrictive polices. The
autcome iscertain. Many willbe acquired by individ uals with extamural
support, and some of their computations may duplicate what might be
provided by the central campus computer If thecampusisviewedasan
isolated, zerp-sum entity with respect to financial support for
computing, consequent diminution of extramural revenues for the
central computer 15 inevitable and the overall results could be serious.
Arternpts to repress this trend willatbest only buya little time, and their
potential for triggering or intesifying a spiral of mistrust is great. The
latter couldbe very harmful to all aspects of campus computing. Finally,
with the princ:ple of responsible free choice an established policy for
minicomputers, it is difficult to justify denying researchers and
students access (o extramural services that are especially appropriate
for their wark With consaquent further diminution of support, viability

of the campus computer center, as presentlyconstituted, may be called
into question,

With this, the issue of who then guarantees continuity and quality of
basic computer supports for all membersof theacademiccommunity is
also calledinto question. since somefields areonly beginning to realize
the benefits of computers in their instruction and research, we cannot
remand this responsibility to departmental or school levels. There can
be no doubt that a campus computing center must be maintained. The
only questions are, "How?”, and, "In what form?”.

Paradise Regained

STEPS ON THE WAY BACK

First, we must recognize and accept the realities. Academic
computing inevitably will become distributed within and between
rampuses. The sooner we face this, the smoother and rmore generally
constructive will be our transition toward the future.

Second. we each must recognize the essential strengths of all of our
positions, and the importance of all to the academic community.
Extramurally supported research tremendously enriches our academic
programs. It brings to campus intellectually challenging problems
together with the resources to pursue them, and contributes through
overhead 1o other research and educational programs in the university.
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policies that compromise an investigaftor’s ability to obtain the kind of
computing one needs lo maintain the productivity required to bid for
continuing extramural support. Indeed, in these difficult times, the
university should play an even more active role in strengthening the
investigator's competitive advantage On the other hand, the needfora
campus computing center as guarantor of the continuity and quality of
basic computing supports for all members of the academic community
is altogether beyond debate. ltis doubtful that campuses ever could
have gotten along without ane, but with the complexities of distributed
computing upon us, it is certain that we should now have to invent
expert campus computing centers did thiey not exist.

Finally. with knowledge of the future and an awarsness of cur
strengths, let us begin right now on each campus to chart a thoughtful
course that will bring to both its educational and research programsa
rch variety of cost-effective computing resources to further their
excellence. We can and must work together in the traditional spirit of
collegiality that respects individuals and makes universities great.
Erosion of collegiality by coercion is a halimark of failure.

THE CAMPUS COMPUTING CENTER

Maintenance of a substantial hardware capability at the campus
computing center in the face of inevitable trends to decentralize imnlies
either substantially increased university support or escape froma zero-
sum funding. game. While advocating that universities themselves
more adequately fund academic computing, one must suspect thatin
these tight financial times, the escape alternative will be preferred by
some. This implies building a market of extramural users by accepting
commercial or research institute contracts, providing standard services
to other regional campuses lacking a major computer, or joining a
national network. To become attractive on a national level, the
development of outstanding capabilities in one or more areas should be
considerad: i.e. in addition to providing good basic services, the campus
center might become a specralized facility. A combination of general
regional services and specialized national services very likely will be the
best solution for larger centers. The implications for gverall upgrading
of academic computing n this couniry are obvious.

But development and maintenance of a truly outstandirmg campus
camputing center need not be equated to maintenance of a substantial
hardware capability. Instead, such a center maychoose to develop high
general expertise in modern scientific computing; in networking,
minicomputing, sophisticated interfacing of computers to other
systems, academic software development, expert counseling and
instruction in strategies for scientific computing, etc. An adequate
minicomputer or small standard computer might handle the great
majority of routine local transactions. Being knowledgeable of

No rational research-oriented university will continue 1o promole
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computing throughout the country, adwisors at the center could direct
students and faculty to the most appropriate exiramural serviceswhen
capabiliues beyond those obtamnable Tocally are required.

Either approach would ssem to bring us closer to what academic
computing is all about, excellence inscientific computing that reaches
above and beyond stewardship for a large machine Manysof our
campus centars now exhibit this excelience and shouldbe ableto make
the transition with httle difficulty.

DISTRIBUTED COMPUTING ON CAMPUS

Distributed computing on campus probably sheuld include both
mimcomputers and lecal departmental consultants and programmers.
A prospective purchaser of computing equipmentshould be helped and
required to plan knowledgeably with the assistance of University-
supported staff and faculty. Other alternatives should also be carefully
described and possibly recommended to the purchaser. However, if
users provide ewidence of having considered these suggestions
competently and if those financially supporting the acguisition agree,
they should he parmitted to stay with their choice.

It would seem to be in ther best longterm interest for most campus
computing centers to assume an actve, constructive role indeveloping
high-quality supports todistributed computing oncampus, and perhaps
for extramural users as well, The development or maintenance of
cross-assemblers for more commeonly available minicomputers,
provision of rechargeable expert custom programming and interfacing
services, mainterance oF 2 pool of minicomputers for rental, the
development of systerns for communicating some minicomputers with
the central campus computer as intelligent terminals, might be
suggested Consider the latter. After the novelty of reinventing
statistical and other established software has worn off, new
minicomputer users may more fully appreciate the great wealth of
expertly developed, long-tested software available on larger machines.
If they then can use their minicomputer both stand-alone for
appropriate local transactions and as an intelligent terminal that can
tap the campus computer’'s major applied software, their financial
support and advocacy for the campus center are likely to rise
substantially.

SUPPGOHTS TO DISTRIBUTED COMPUTING
FROM MULTICAMPUS CONSORTIA

individual campuses may fall short of the volume of activity required
to achieve important economiesof scaleinminicomputing, whichcome
within reach for consortia of carnpuses. Economical group purchases of
minicomputers and their associated commercial software are obvivus
ventures for a consortium. In fact EDUCOM has arranged fur discounts
with twa computer camponent vendors for all members. The larger the
number of members, the more likely that the required number of
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prospective purchasers canbe attracted fora given transaction without
pressuring other purchasers who really prefer something else. Spare-
parts depots and highly cosi-effective maintenance services for the
more widely used minicomputers also should be considered. Although
founded for mare positive goals, a newsletter can bring pressure on
manufaciurers and software houses by making kinown commaonly
encountersd problems.

One of the most valuable products of sharing and collaboration
within a consortium (s likely to be software. imadequacias In some
applied and systems software in minicompulers constitute one of the
major reasons for preferring large computers for certain apphcations.
However, much of the latter's software constitutes a major investment,
involving teams of experts, substantial documentaton, contnuing
maintenance, and numerous corrections and refinements accruing
over a large number of years. There is no way for this quality 12 be
duplicated instantly for minicompulters. However, if universities believe
thalm;n’u:ﬂmputmgis|mpﬁnamlmheurfumre,ﬁqwisthetimémbegm
deliberate. weli-planned collaborative programs to place minicomputer
software on a sound basis. The desultory offerings of informal users’
groups wili not sutfice The "ustbeas
both development and continuing mainlenance. While one university
rmight undertake such a commitment ina limited area, perhaps as part
of its role as a specialized center, the need for group action is clear.

Finally, local conscria enable sharing of equipment that is required
only occasionally and hence unlikely to be well represented on all
campuses. Consider especially the equipment that is required to
translate data from one machine-readabie form to another. A
specialized minicomputer may perform only one part of a larger job. Its
output may not be readable by the next processor to be used
Considering the possible combinations in such incompatibilities, it
would not be surprising to find that all of the data-conversion
equipment desired on a given campus might not be found on that
campus. Again, the loca! consorlium's potenually broader equipment
base is one answer
THE ROLE OF STANDARDIZATION

An obvicusdilemma ansesfrom the foregoing considerations. One of
the most attractive advantages of municompulers is their ability to
intreduce at relatively low cost a2 rich diversity of local computing
supports that are specialized 1o different areas of application,
Unfortunately. these specialized software syslems associate with
different minicomputers and often are not reachly transferable to
others. In addition, very promising new minicomputers are being
offered by less well entrenched companies. We can expect a broad
ndustrial frontier of inngvations in the coming years. All of this
mihitates against restricting academic minicomputer scquisitions 1o a
few models of manufactursrs
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On the other hand, itis clear that many of the advantagesthatcanb
reahized from central campus support and collaberanon im consortia
require focusing attention on a few computers Group buying and
shared support of saftware are obvious examples requinng volume o
be cost-effective. but the development of interfaze devices and
protecols for accessing networks rmught prove (o be even more
imporiant  Clearly, a plurahstic system s best one that offers
substantial advantages to those acquiring standard systems while
permitting freedom of choice to those whose academic missions would
be better served by ather systems

One would anticipate little contention where the better established
standardized systerms are concerned The advantages already achieved
by collaberation should be guite visible for such, and wide preference
for them would be expected to create a comfortably adequate user
community without acuve recruitment It maybe otherwise for systems
on the borderline, whose proponents have much to gain by pressunng
sthers tojoin them A spinit of collegiality that favors the great majority
of users, adherents 10 popular standard or 1o non-standard systems, 1s
essential to a healthy academic computing environment, and hence
computing policies 1o discourage undue prassures
1o standardize, while making available the undemable advantages of
some standardization. Again, the need lo coerce is evidence for failure.

Yet ancther dilemma Thelarger the collaborative base, the larger the
number of standard systems that can be cost-effectively, comfcriably
accommodated, and hence the wider the choice for individuals. Large
consortia are one answer. However, responsiveness 10 the particular
needs of users on one<ampus 1s likely to be lessened iIf decisions
concerning priorities for collaborative efforts mustbe madeon the basis
of what 1s best for a larger group of campuses Pluralism should apply
here. too A campus should partition its investments hetweern local and
consortal activities. One further notes that speciaiized extramural
software collabaration often hasbeen. and s likelytobe, by professions
rather than campuses The mimcomputers or MICroprocessors chosen
for extramural collaboration may not be the same as those preferred by
a majority of campus users. All the more reason for a plurahstic
approach and respect for what serves the 1ndividual bast.

o

University of California Advisory Panel
on Minicomputer Policies

BACKGROUND AND GENERAL CONCLUSIONS
An Off ce of the Execute Director of Computing has been created for
the University of California sysiem. Since the DireClor repor's directlyto
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the President of the University, the University apparently appreciates
the important, pervasive role of computing throughout its vanous
branches. Since being appointed to that office, Melvin Peisakoff has
initiated a number of committees to Nvestigate various aspects of the
University’s computing needs. For instance, a task force on com-
rmurnications has investigated both microwave and common carries
communications for hnking computers among the nine campuses. The
panel on minmcomputing has based its policy recommendations on
intensve deliberations on acadernic needs. Since campuses have, to
different extants, permirted or weicomed minicomputers and other
aspects of decentralized computing, the panel does notforesee serious
difficulties in advancing into a new era of distributed academic com-
puting Indeed, that 1s what much current planning is all about.

it would be difficult and perhaps not worthwhile to summarize all of
the panel's deliberations. Some of the more importantgeneral observa-
tions were

In municomputing software tends to be a greater conceris 1han
hardware. For instance, it might at times be a very false economy to
require two nearby people 1o share purchase of a single minicomputer if
their disparate software needs are adequately metonly by two quite dif-
ferent machines.

Aithough one would like to, it may be difficult to obtain purchiase con-
tracts for minicomputers and their associated software that enable
acceptance 1o be canlingent upon demonistrated systen: performance
given specifications. The minicomputer market is guite different from
the established. large computer markat. Low prices reflect to a large
extent mnre modest services, guarantees, and general hand-holding.
This is an important reason for recommending that minicomputer
purchases bé aided by knowledgeable advisory panels,

Minicomputing should beviewed as part of a total capability far distri-
buted comguring. Both on-fine and off-line intercommunication among
computers should be enabled. Software aptimal for several portions of
one job may reside on ditfurant machines: large computer backup for
the mini is oaly ohe example of thiz need.

All of these considerations point to the advantages realizable in
consorna. The University of California system is an excellent testing
ground for what may be accomplished by consortia for minicompiiing,
and the panel on mnicomputing recommends that 1t acuvely and
creatively explore what can be achieved in this dimension.

AN OPINION FURVEY

Two opinion surveys concerning iminicomputer policies were con-
ducted by panel members. In the briefer survey questionnaires were
sent to department chairman and directors of major researchunits. Ina
few cases, faculty designated torespond for them, or deans, replied. A
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preliminary analysis of same general questions indicates the following
results’

Q. Do you believe thal perrmussion to acquire a minicomputer should
be by the tradsional procedures for other equipment of comparable
cost?

A 78 yes
18 no
3 very qualified

Along with "yes” were some comments that computers shoutd not be
treated differently from mass spectrometers, etc., but others perceived
that some different considerations might be appropriate in reviews of
their purchases. The primary consensus was that channels of govern-
ance should be the same. Along with “no” were comments that mini-
computers were less well known or well defined to some than were
ultracentrifuges, etc., and tat decisions concerning minicomputers
are likely to have greater educational impact.

Q' Who should review minicomputer purchases, if itisdecidedtodo
557
A: 62 traditional local channels
11 local, with university technical support
€ university-wide
18 strong anti-review sentiment
& want only some technical advice

Q To aid universily planning for cost-effective computer supports,
do you object to some regular reporting on minicomputer use?

A. 72 accepiable
30 object
Of those to whom some regular reporting on minicompultel use
would be “acceptable”. 25 urged that reports not be too frequent or too
tong. This generally favorable attitude suggests the earnestness of the
respondents They are willing to invest the effort required to make a
good system work.

O What are your reactions to required technical review that
addresses questions of importance to purchaser. that are answerable
by any reasonably knowledgeable buyer.

A: 41 OK., with some guslifications
15 O.K., with firm assurances that it is purely advisory
34 negative (18 emphatic)
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0 Should applicant be reguired to accept a recommended
alternative?

A 15 yes
51 no
5 depends on funds

Q: Whose considerations should come first? With this question a
rankirg was reguested among the first four ntems, and the top two
choices were scored when more than one check was made.

A 29 purchaser, faculty
13 department
10 campus

3 university

37 depends on source of funds
5 depends on use

11 depends an tircumsiances

Q. Should apphcant be free to chonse, so lung as ali people funding
the acquisition are satisfied and he nas considered the priposed

alternatives?

A: 73 ves
4 qualified

5 no

Q- Should all minicomputers acquired for educational purposes be:
administered by the campus computing center?

A: 19 agreeable
55 against (15 vehement)
7 favor pluralistic systems

Although only seven respondents volunteered that they would
recommend a system where some were administered by the center and
some were not. it is likely that more people would have been agreeable
to this had itt -2n an explicit alternative in the question. Some voting
“against” noted that one of the purposes of minicomputers is to
decentralize computing.

Befare drawing conclusions from the foregoing response, cne must
be mindfu! that itis only a casual survey, with obvious liabilities to bias
with respect to nonrespondents. Also, itwassent to academic adminis-
trators at the department-chairman level, not to individual faculty and
students. (The larger, two-pass questionnaire seeks to reach these
people as well) However, certain of the findings are so clear that, at
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lezast for this category of respondent, it seemns unlikely that a more
svstematic survey will reverse them.

What might one anticipate about this group of respondents? They
gmbéblyariemtoacaderﬂicimereaswhuleapprec—iatiﬁg administrative
néce ssilies required for the welfare of the department or university,
The preference for adherence to traditional channels of academic
governance is not surprising. Any controls might be resisted more
wnce mpromisingly by the faculty whom they would most directly affect.
Evidence.corroborating a sense of administrative responsibilityisfound
ir the willingness to report on computer usage, together with the
awareness that this could entail an administrative burden (ie. the
requests to keep reporting simple).

In view of this, quite strong sentiments that the preferences of
irfor med purchasers and their sources of funding must be respected,
canrot be ignored, Ambivalence with respect to a required techmnical
réview probably reflects concern, some of it openly expressed, that
s uch might cease to be purely advisory.

As remarked earlier, most University of California campuses have
tended to welcome, of at least tolgrate, minicomputer acquisitions in
the past. One therefore might expect phobias against controls, or
crppoesition to the computer center's administration of educational
minicomputers, to be less adamant for the Unive rsity of California than
for campuses harboring resentment of more authoritarian systems.

it seems rather safe to conclude that any enduring policy, while
requiring and technically supporting a responsible pre-purchase
review of alternatives, must allow the applicant’s choice of a system so
long as alt people funding ils acquisition and maintenance are satisfied
a@nd the user provides evidence of having seriously considered all
proposed alternatives. It also seems desirable to adhere to the
traditional channels of academic governance as closely as possible.
plore detailed policy and program recommendations recently released
sy the University of California minicomputer panelare available from
the author.

PROPOSED UNIVERSITY-WIDE SUPPORTS TO MINICOMPUTING

As mentioned earlier, the advantages realizable by a consortium of
<amypuses can be substantial Whileit mightbe easier forthe University
of California system io mobilize the administrative vehicles for
cc.isortial activities, it is unlikely that the activities themselves would
differ markedly from those. which other cansortia might adopt.
tniversity-wide activities to support minicomputing might incipde:

Baséc Technical Supports
® Bargaining power for group purchases or good service should
respond to expressed needs rather than risking overestimation of
future requests for a system.
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Jointly  pported custorn programming may enable cheaper
machii .. 3,

Contracts or grants to facully to develop inngvative systemns to
advance research or education.

Salective software maintenance, documentatien, and
distribution.

Selective contracting for hardware maintenance.

Depot of spare parts, or computerized inventory of what is
available on various campuses, whom to ¢ontact,

Investigation and development of regional communications hard-
ware and software systems, to link minicomputers to large com-
puters and to each other.

Development of shared resources for converting machine-
readable information will allow a diversity of data formats.
Specialized minis may do only part of a job.

Basic professional fuli-time statf will be necessary to manage
support activities and to consult wilh users and prospective
purchasers,

Academic Resource Sharing

® Shared expert consultants.

® Shared instructional resources can be facilitated by mutual
listing of computer courses, permission (o enroll. and sharing of
teaching aids.

® Workshops, syrmpasia, demonstrations, "road shows”.

® Users group.

® Joint studies and evaluations.

® Shared support for representatives to appropriate professional
commitiees.

Newsletter

® Announce new shared technical support

@ FRequest bids for new saftware.

® Announce newly available software.

® Advertise for participants in a group purchase or for support for
custom software.

® Anpounce workshops, new courses.

® Reports from represantatives to national meetings, committees.

® FReport manufacturer support deficiencies, frequent hardware or

software problems.

This is all very promising, but how do we pay for it? How do we set
priorities? How do we attract and compensate substantial investments
of time by top acadernic talent? How do we ensure longterm commit-
ments, that justify major investments in communications? Howy 4o we
achieve a healthy balance of resource allocation betwesn indivilally
owned minis and sha red large computers? How do we accomplish alt of
this with minimal invasion of the informed individual's freedom to
choose?
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Starting with simple programs requinng little capitalization, we can
gradually work toward more ambifious goals, learning as we go.

Conclusion

Distributed computing within and between campuses i5 virtually
certa:n as we move toward a new, exciting era in academic computing.
Concomitant with this, decentralized funding is likely to erode suppont
for large campus computing centers, if each campus isregardedasan
isolated, zero-sum funding entity, and if the centers adhere to their
traditional forms. However, the very situation that poses this problem
also points a way to its solution. With the complexities of distributed
computing upon us, the need to support an expert campus computing
center brcomes even greater than before. Centers that prepare for
active leadership in fulfilling this role are essential to the university's
academic mission and hence in littie danger of being denied financial
support. Revenues from services will increasingly supplement those
from use of the large computer. Campus centers can exercise and be
esteamed for their expertise in scientific computing, earning respect
well beyond what they might once have been accorded for possessing
a large piece of hardware. Those who wish to retain the latter can
break the bonds of a zero-sumgarne by developing specialized supporis
whose excellence can attractusers from a nation-wide base. while also
providing high-quality corn:puting supports to smaller nearby academic
institutions. Inteliigem planning fo¢ such tranzitions with respect for
the rights and needs of a# involved. should begin right now.

On the other hand. while distributai corrputing is to be welcomed,
requirements that j -aspesive mnicomputer purchasers make weil-
informed chgices are not .nreasonable. As the market ranidly
broadens as hardware prices fall, and as fears for continued funding
far their cwmputer-dependent research force some to desperate
measures. 4 number of proposed purchases may be ili-cansidered.
Mar:y neswly attracted purchasers may be far less well informed about
minicusngeuters than about other equipment of comparable cost that
tregy might buy. and the impact on them and their work due to struggling
with an inadeguate minicomputer system can affect others in the
nearby academic community. However. any review should provide
helpful technicalconsultationandbe oriented to the user's needs. After
requiring a knowledgeable considefation of alternatives, a review
committee should permit the gpurchaser and those supporting the
purchase and system maintenance ta make the final choice,

Firnally, multi-campus consortia can contribute tremendously to the
cost-effectiveness and excellence of distributed computing systems.
Beginning with simple programs requiring little capitalization, theycan
advance carefully toward more ambitious goals.
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CHAPTER 6

by Clinton DeGabrielle

Legislative Perspective On
Distributed Computing
On Campus

Introduction

| have never been a legislator, but | doreceive a considerable amount
of direction from the Washington state legisiature and have a very
direct interface with them. It is on the basis of this environment that |
address ithe subject, ‘A Legislative Perspective on Distributed
Computing on Campus’™.

First, it is necessary to define “Distributed Computing.” At the
Washington State Data Processing Authority we use the definition,
“providing a functional capability to a user at the location or locations
where the user would most usually perform the function.” There are
probably many who feel this is a cop-out devised to establish a broad
generalization which can be applied to any sitgtion with any solution
that has been pre-ordained. However, we found many more specific
sets of language to be restrictive and to tend to describe parochial
interests.

While setting a frame aof reference. it 15 only fair to reflect also some
assumptions regarding legislative bodies that you may findcompletely
unacceptable. Assume that your legislature has a strong desire to
understand your need for computing resources and an equally strong
desire to satisfy those needs within the bounds of an equitable
assignment of fiscal resources. Further, assume that your legislature
has experienced a frustration in dealing with several dozen individual
requests for data processing resources which onthe su rface appear to
duplicate themselves, to a large extent. As a final assumption, accept
that your legislature does not have the wisdom of Solomon, the
patience of Job, nor the luxury of infinite financial resources.

To combat this frustration, to overcome the lack of understanding and
1o make some order out of the chaos which they felt, legislatures have
resorled to a number of schemes in dealing with data processing

— 69 —
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resources. Commissions have been established, departments of data
processing have been created and data processing advisory
committees instituted. All this atténtion to better control from a half of
one percentto 1.5% of a total state budget. Asinmany instances, itisn’t
the magnitude of dollars. but rather the visibility and glamour of
computers that attracts this attention

Computers get attention because the media like to report on
computer activities, and politicians will attach themselves to any focus
that the media develops. Computers have consistently received a great
deal of notoriety. Their cost, their applications, their acquisition and
their mistakes are all newsworthy and at the same time they are
suspect by the general public. All of this adds up tosufficientreason for
the legislature to have a high level of interest in computers. Throw in
the security and privacy issue and the big brother image. and you have
created an ideal situation for legislative interest and involvement.

The Legislative Perspective

With this background, let's try to examine the legislative perspective
of cemputing. There has been a good deal of emphasis in a number of
states onconsolidationand it is normal to expectthatsuch a direction of
such an attitude precludes consideration of disrributed computing.
Although we have had a major thrusttoward consolidation, in the State
of Washington, this is not the case.

| sincerely believe that most legisiators are interested in providingan
optimum return on the investment of any resource. They are not really
interested in being involved 1n decisions of what computing resources
are appropriate for a specific function. They are getting involved and
they are making those decisions because, in a great many cases, they
just do not feel comforiable with the stories they are getting. Seldom
are they presented with a request that deals with a multi-campus or
multi-purpose computer. Rather, most requests are for resources to
serve an individual campus, an individual department or a single user.
Thus, over time a lack of credibility develops between the requesting
schools and the legisiature, and the legislators cast ahout for awayto
develop a set of controls,

Most academic computer users might say, “thatdoesn’tapply tome: |
share my resources and | am willing to cooperate in use of my
computers. | have lots of examples of people who are noton ourcampus
using my computer.” They may be right, but how many have taken a
rmature objective approach to any statewide planning of data
processing resources and how many have ever consulted with the
legislature to try to understand their concerns? How many have
woluntarily used someone else’s computer or contributed to the
development and implementation of a system on someone else’s

74



O

ERIC

Aruitoxt provided by Eic:

A LEGISLATIVE PERSPECTIVE ON DISTRIBUTED COMPUTING ON CAMPUS 71

campus Inso many cas:s, any solution 15 ail nght as long as ithappens
to someone efse. Maybe the legislature nas some small grounds for
feeling that more cooperation is possible.

In agreat many casesa campus or a user makes acase for a particular
approach based solely on the biased analysis of a local situation. A
desired resource is chosen and then elaborate Steps are taken to prove
that this is the most cost effactive way to meet the need. In inany
Instances the needs are not truly representative and the solution to
mael the needs has not been selected from a setof viable alternatives
Rathsr adesired solutioe is compared to one or move alternatives which
have been proposed becsuse they present the desired solutionina good
light. Requestors show that they can't afford to use another schools
rescurces because the communication costs and cost of service on the
other schools com.puter exceed the cost of their own solution. Howecan
pne school be penalized by asking them to pay more than they needto
with the handy dandy solution they desire? It is strange that in over
thirty reque sts for equipment over the pastiwo vears from universities,
colleges, communmity colleges and state agenciesthe Washington State
Data Procosssng Authonty has not seen a single set of supporting
documentation that examined the costs in light of costs to the state or

cost to the taxpayer. The green dollass required to support the desired

equipment are blithely compared to the grey dollars representad by the
estimated costs of using an existing state resource The argument 5
made that both costs represent real charges against the requesting
schools budget, and this is probably true. Howewer, if as much effort
were directed to solving this bookkeeping problem as justifying a
position, perhaps a more equitable solution for all parties concernad
could be arranged.

Legislative Strategies

Toinduce ce&péranan, each legislature seerms lo attack the problem
a little difierently and to be looking for different results, In Washington,
the legistature created a Data Processing Authority to establish policy
and standards and 1o control the acquisition of hardware. A major
thrust of the legislation was the consolidation aof hardware and the
development of appropriate common Syslems.

Some basic principles have been developed as the Washington State
Data Processing Authority has impleme nted legislative strategies. A
first principle 15 that, wherever practical, computerresources shouldbe
partof a network that provides the user with a varietyof meansto serve
his or her needs. When implemented according to this principle a
systern would provide a user with access o any of the hardware or
software resources in the state. Thus, a user witha terminal primarily
being served by an on-campus mini with BASIC, would also, through
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the mini, have access to other computer resources on another campus
or in Olympia to solve problems that do not lend themselves to BASIC,

Another of our principles is the establishment of centers of expertise
atvarious campuses. One campus becomes the leader in research and
development of C Al They try the new hardware and software in
support of C.A.l. and become the introduction facility far other schools
to begin to use C Al As other schools develop a high level of demand,
using the center’s fesources, an on-campus facility is installed und the
center continues to be used for libraries and development. In this
manner, a ime-sharing center of expertise, a simulation center, atext-
editing center, a storage and retrieval center, a vocational training
center and centers in specific disciplines, such as nuclear physics,
business, language, medicine, and so on are established. Some do not
proliferate to other campuses and others spawn multiple campus
facilities. In this manner, the state is providing distributed computing.

still others are larger scale general purpose machines.

The Washington State Network

To make this concept work, there i5 need for an extensive
telecommunications network. At present, the stale has some 300
terminals in a variety of communication links. A plan is now being
completed to develop an integrated network based on a hierarchy of
dedicated circuits, polled circuits, multiplex, concentrators, switching
centers and intelligent cornmunication pre-processor front ends. The
legislature seeks to create an environment that will permit the user to
access any computer of any other terminal in the state. The network
will serve terminals on thirty-three campuses as well as terminals in
the K-12 school system, the state and local police, statewide driver
licensing stations, district highway engineers, a statewide library
network, weifare offices, forest protection sites, the state’s liquor
stores, employment security offices, and more than a hundred other
users of communication based information systems.

That 15 one state’s approach to distributed compuling — an
integration of computing and communication resources beng
deveirped with 8 measure of cooperative planning and intended to
provide a pick and choose super market of resources for the user. Along
with this manner of providing hardware resources goes handinhanda
program of common application systems development. a statewide
commaon payroll/personnel systern, a common library network system
providing bibliographic, acquisition, circulation, serials, and locater
functions, a standard accounting system, a common student record
system for the twenty-seven community colleges, a common budget
and budget monitoring system, a common purchasing system, a
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common inventory system, a common business identifier systemand a
common finaneial information system for the community colleges.

Comman integratad data bases are also a main element in theplan.
Where appropriate, data management systems are used to make the
data available for access and use by a variety of applications. The
residency of these data bases is nol important but the common data
element definition and maintenance is significant. Dala bases are
under development to provide student records, human resourcesdata,
fisca! data and information on agency and institution missions. In the
on-line library system presently in the pilot test stage, a single
bibliographic data base is being constructed to serve as a ceniral
reservoir for the author, tile, subject and other details needed to
describe a particular work, Thus, there will be only a single record for
any book with holding, acquisition and circulation systems pointing to
the record in the data base.

It would be inappropriate to represent all of these items as
accomplished fact, but for every single item some work has been
completed. In some cases such as the student record system, the
accounting systems. the library system and the payroll/personnel
system, production modules are in operation. In other areas, we are
doing the requirements analysis; in still others, we are in the design
phase and in some we are in final stages of programming and testing.

in some cases, there has been a reasonable acceptlance of the
progam and there is a sincere cooperative effort underway to produce
program and » good deal of setting on the sidelines waiting to see what
happens to others. In ather areas there has been strong opposition and
considerable attention to proteciing oné's turf. Some things are
waorking weli; others are not. But, at least at present, we donot have a
wholesale catastrophe or revolution on our hands.

How does the Washington State Legislature feel about all of this? |
may be biased, but | sincerely believe that the Data Processing
Authority and a large segment of the slate’s data processing
community are developing a high degree of crediility with the
Legislature. Neither a user nor a provider of computer servicescan slip
must build an increasingly solid image of mature, objective planning
and implementation. Further, if an individual, a department. a schoolor
a group of schools is willing to approach any request for resourcesin
terms of a cooperative planning and implementation, with a sound
analysis of the costs to the state, then the chances of the legislature
responding in a positivz fashion increase with each instance.
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Limits of Revenue

The great majority of governmental units have reached the practical
limits of generating revenue yet are faced with every-increasing
demands for services and support In the State of Washington, votersin
iocal elections turned down over 150 million dollars in tocal school
levies, and higher education had its budget request trimmed by nearly
50 million dollars: A state income tax has failed three times in the last
nine years and other proposed tax increases have met similar fates. The
message seems to be pretty clear "the taxpayer even with
sapresentation has had enough.” The pie from which you receive funds
for computing has been frozen in size and you are going o receive a
smaller and smaller percentage of the total. Because many other things
share the same pie and have more people involved, as people costs keep
increasing, less will be left for your computerbudget. Atthe sametime,
since most of your computing budget is people costs and your cost of
people keeps going up, you need more money. The financial squeeze 15
very real. The simple truth is there isn’t enough additional revenue
available to support the increased cost of the people presently on the
total state payroll.

How does this all tie into the question of how does the Legislature
iook at distributed computing? It ties in very directly Two yearsago, the
Washington State Legislature could support a program that had a four
or five.year payoff. Today. the Legislature can support only programs
that pay for themselves during the current fiscal period because there
isn’t any reservoir of revenue. This is certainly not a popular view of
funding for computing. for education or for any other governmental
service, but it is fact.

Perhaps, we all nead to take alook at our priorities andreorder them
in hight of today’s realities. If, with distributed computing, you can do
your job better with the same dollars, then the legisiature will laok on
distributed computing faverrbly. But perhaps you should really get
invalved and play a part in looking at the overall use of funds on your
campus, not to see how you can get more, but to become a positive
factor in the determination of how best to apply available resources. If
you can’t see yourself in a 1otal campus involvement, how about a
statewide or a regional involverment in computing planning? Nota study
f9r studies’ sake or a study to delay an action, but rather a real
contribution to as broad a program as you can mount. in this
anvironment, distributed computing will find 11s own place and you wiil
have made a contribution to the solution of a broader problem.
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by Thomas E. Kurtz

Management and Policy Issues
In A Regional Network

fundamental differences are few and that common probléms are many.
The NERComP experience is fundamentally no different from that of
other networks Minor differences arise from these facts:

1. NERComP got started earlier thun most.

2. The disparity of eguipment is greater than in pre-planned

networks.

3. Historically, there has been less central planning and control.
With respect to the third fact, werecall the motto of New Hampshire
{“Live Free or Die”’), of Dartmouth {"'Vax Clamantis in Deserto”), and of
Harvard ("' Every Tub on its Own Bottom™).

NERComP Begins

NERComP is historically one of the oldest regional consortia devoted

to sharing computer resources. Its ancestor beganatMIT in 1957 when
a grant from IBM to MIT specified that computer resources on the 704
be made available (free of charge) to New England colleges and
universities. The arrangement lasted ten years, and gave a strong
New England colleges and universities.

In 1867 this activity, which for ten years provided service only on the
MIT computer, expanded to include computer services from other
institutions. In 1970 NERComP became a not-for-profit corporation
with forty institutions of higher education in NMew England as its
members (owners).

Until recently, NERComP and its ancestor served as marketing agents
for first MIT alone, and after 1967 up to six or eight other supplier
institutions. The services i1 provided were obtained from computer
“haves” and delivered tc "have-nois.” In many cases the have-nots
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were departments, individuals, or projects at insututions which
possassed some compuier capability but were not able to provide the
exact service needed.

Around 1972 NERComP recognized several problems inherentinits
style of operati *n. First, it marketed time sharing services which could
be duplicated on iciatively inexpensive mini time sharing systems.
Second, its marketing efforts were sometimes in direct competition
with those of its suppliers, some of whom maintained de-facto
marketing efforis of their own. Third, NERComP was doing little tc
promote the exchange of computer resorrcas ~ztAman upplier
institutions. in fact, at thattime its memper it tutions coulg be div-s =
into two mutually exclusive subsets, supplie’s, ¢nd users

NERComP Changes

NERComP perceived that tvo major changes were needed: First, the
kirnd of communications in use had a strong influence on the nature of
the services. Communications technology was muiti-drop frequency-
division multiplexing in almost ali cases. Although this technology is
well suited to retail distribution of time-sharing services, an alternate
technology offers greater flexibility in dealing with RJE aswellasdirect
computer to computer communication. While there are technical
prablems still to be resolved (some of which will be mentioned later,)
the message switching technology (sometimes called packet switching)
currently under construction will make computer-computer
communication between suppliers relatively simple. It is true that the
technology does not guarantiee one particular type of service nor
preciude another, but it has a strong influence. For many years we used
computersremotely by carrying boxes of cards to the distantcenter, and
carrying back the printer outputor havingit mailed. This is stili possible,
and relatively inexpensive, but hardly anyone does it.

The other change needed was a major shift in the organization, the
image, and the style of NERComP. It needed to change from a retail
markating organization to a facilitating and cooperating group. with the
retail marketing being handled in part by the ten or more existing
university star networks. To assist the reorganization, NERComP
sought and received a second grant from the National Science
Foundation {(NSt; A first grant had been received in the days just prior
to its incorporation.

The history and background of NERComP have been documented
elsewhere. The reader who desires additional information isreferredto
previous EDUCOM conference proceedings and articles (1,3, 4,5).

80



O

ERIC

Aruitoxt provided by Eic:

MANAGEMENT AND POLICY ISSUES IN A REGIONAL NETWGHK 77

A Digression

Although this paper is supposed to concentrate on policy issues, sl
defenders of the faith and dogma, bear witness. | am about to utter a
heresy. The EDUCOM dogma, principal number ane, is that the chiief
stumbling blocks to netwerking are not technical, but organizational
and sociological. The Council of Arlie in 1972 formalized this dogma,
and inscribed it in stone in the good book Netwaorks for Education and
Research as interpreted by the prophets Greenberaer, et al. So, prepare
yourselves, ye inquisitors!

| believe that the chief stumbling block to networking is, at the
moment, not political nar organizational, but technological. Since the
echnical theory is well established, the technological gap can be
measured in dollars. To purchase or construct the technology neeced
for widespread networking is still very expensive. The major expense
exisis over and above, well over and above, the raw cost of data
transmission itself, at least at the moment. | have four theses:

The high cost of alternatives to standard voice communications.
To allow general networks to flourish, speed-independent message
switching in some form is needed. Such services can be obtained
commercially, but prices are high and services limited to certain urban
areas, Neither Telenet nor Tymnenet serve Hanover, New Hampshire,
for instance. Nor have they any plans for local service to the nearby
towns of Lebanan, Norwich, Lyme, or Etna. Similar technology can be
built, but much eflort spread over a penod of years is needed. NERComP
is developing its own message swilching equipment in an effort thatis
both costly and time consuming but for which there is no immediate
alternative. National networks need link only major population centers,
but regional networks must sérve the hinterlands.

The high cost of connecting existing communications front end
pracessors to networks more general than a phone line or FDM circuit.
Most front end processors must be reprogrammed in order loconnectto
general netwarks, but in some ¢’ €3 they cannot be reporgrammed.
Since institutions use their own software for front end processors, a
Jarge number of differentrevisions exist. Programming costs have been
estimated at between ten and fifty thousand dollars per processor.
Whether or not institutions with similiar machines can share costs
remains to be seen. It is one matter to build changes in your own
systermn, and quite another to design and maintain changes from a group
of sirmilar machines. NERComP is approaching this problem by
designing its network to replace existing front-end processors. if
necessary.

The high cost of changes to operating systerns. Most operating
systems now in existence are not eruicped to handle computer-
initiated file to fila transfers. Further, most operating systems lack
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detailed access control mechanisms necessary to carefully delingate
who may use which network and for what services, Lacking as well are
the requirements for essentially instantaneous billing and accounting.
Finally, most systems are not secure enough to permiit connection to
general networks and to user groups of unknown constitution and
inclinations. In short, operating systems are notyet ready for networks.
The costs which will be incurred to make them so are substantial. In
NERComP this situation will be remedied only gradually.

The high cost of high quality software products. There is already
enough software of reasonable quality to justify networking. But
universities now realize how expensive it is lo provide a well designed
and debugged software package with documantation and user support.
Computer center managers will have 1o spend time and money
rendering their software fit for networking. Among NERComP members
efforts have already begun, since they have had to face this problem for
five years.

Management Issues

One trouble with trying to solve the management issues is the
difficulty of discussing them in the abstract. With only part of the
eventual network operating, it is difficult to know which problems are:
important and which do not matter. For instance, if a new statistical
system is to be offerred by the network, how does one decide where to
mount it? The question may be moot, or it may be severe. Once a full
network is available, the problems may be resolved as they arise.
Technigues for decision making that do not work will be discarded and
replaced by ones that do.

With NSF support, NERComP has organized three advisory
committees to discuss management issues and to devise solutions and
policies. Each committee has a staff coordinater 1o help carry out its
work and to carve it defiberations into stone, The three areas are:

® Organization and Governance (OGAC)

® User Services (USAC)

® Technical (TAC)

Since each advisory committee is composed of persons from member
institutions, the schools are closely involved in setting policies and
procedures.

To illustrate managervent and policy issuas, concentrate on the
activities of the OGAC whose deliberations will be inciuded in a policy
handbook. The first activities of the QGAC were 1o define the
responsibilities of each persen or entity in the networking chain of
relations"ips. It identified four roles: Central Coordinator, Supplier,
Distribute ¢ 1 User (See Figure 1).
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e
) I " .
USER e DISTRIBUTOR “tmmmsmi SUPPLIER

FIGURE 1 — Networking Chain of Relationships

The arrows indicate the direction of computer services The user 1s the
enduser . smdirect contact with the distributor, which may be his
the site of the

5

local carapus compuler center. The supplier
i
f

Nardweais Uiy bLeiag provided

The comm.oee next wentfied eight areas where responsibiiities
might exist 2y mclude:

& Network management

& “Provision of computer powear

® Network operation and mantenance

® Accounting and vahdation

® User sarvices

® Marketing

L) rehiating

® Extra network activity

The next step was o devise a matnsx of responsibilities, with entries for
most of the smight areas. For example {since the full4 x4 x 8 matrix 15100

large to mclude 1n detail) the responsibihties of a supplier w a
cistributer in the area of user s -wices are 1o provide

Seminars and support matenals
Consultation

Documentation

Traimng

Other general support

Detals hke the amounts af thes
levels of support will be specified by the OGAC infurther deliberations.

'n the resource chaining model, NERComP 1s concerned primarily
with the supplier-distributor relationship. Contracis that specify obliga-
Lions are now in preparation by the 0GAC for NEAComP 7 ruppherand
NMFRComP/distnibutor :
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Regarding the Future

| hesitale 1o predict 15 - 20% of campus computer center wark
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CHAPTER 8

by LB Walden

Statewide Sharing Experiences
In Washington State
Higher Educatior

Introduction

This paper 5 restt ~d to statewde hardware and snfreare resource

sharing as e . Higher Edducation in the : ‘shingtes
Although & :rab nount of resource st ‘between

Higher Educas <d State Agencies. and betwe . 2te Agencies,
these activinio ot described here. Sinee the sharing of computer
related reso. the State of Washingtar < somewhatconfusingto
insiders, it e s quite baffling to outsiders. Many diverse act =8
are going or . yel Higher Education seems to be slowly developing a
5 ¢ il ve 1o statewide sharning of computar ralatad

For a very onef descnipuon of Fhigher Education in the State of
Washington refar toFigure 1 InWashington there are two universities,

Institutions Location Enrotlmant
University of Washington Seattie 34,504
Washingtur: State Uriversity Puitman i5613
Central Wash. State College Ellenshurg 6,965
Easterr- Wash. State College Cheney 5,390
The Evergreen State College Olympia 224E
Western Wash State College Ballingham 5,601
Community Collages 141,000

Twenty - seven, Coordinated hy the

Stare Board for Commuenty Callege Educalion

EIGURE 1 - Washington State Higher Srtcation

T -
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by a State

sragghy Ehes o oun

Bijl{ MAN @
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College and University Locations and Equipmient

FIGU

Higher Education Computing Consortium

fey Janaary, 1975, the Had
formed Despite the fact that the term Higher Education 15 used, this
Convan tuam consists only of fepre s atatives frem enah four year
fent Thu. the
sumity Colleges e notmciuded althouch o cepresentative from
2 rur s 1o ted 1o attend

thereanif uriversity, promarily at the eved of Vieo S

State Board bor Commurnity College B
neatinigs of the Comsortioee Bosrd 7 group heoa full-time

Cocrdnaror eated in Olympia, the State Cagnal Figure 2 shiows the

stronctipee aof the Cosadtiim
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SHARING IN WASHINGTON Bb

| Higher Education |
I Computing
Consortium
Board

A, - = =
) P Techmical
N 1%uﬁ1mmee
o
H
{ 1
_ i .
Uriversity and i
Coilege |

Computer Centers,

bt

FIGURE 3 Higher Education Computing Consortium

The Fhgher Education Computing Cor
s yal aphteas s

which adopts several comn

wch 15 to maee a
=k institution By

area the conceptual apprd
vices available 1o

1 in the acadenuo
substantally widars range of
, off-campus resources, as an addhinion to local
» of speciahzed expertise and services In
ablished.

gt Inaat

a awork would be

2 Agademee bateh compuning wll be i :
of the job. 3ad on the avalabihity of

centers depending on the

hardware and software resours
3 The distinctinn betwean mateh and teractive 18 becorming blurred
=g thal zome anphoatnng may uss hoth hassh and interactive

capabiifies on the same epuipment

4 Interactiva amd nstructional bme sharing computing will be
performed primanly on rr-camputers

5  Secandary centers will prowvide those resources (of Access to
Jry to meet the parucular nevds of anmattution. The
AV (HERRE1 analysts ard programmears to suppaort

sourcers will inciud
uyrigue  msitutional requiremants as well as intermediate scale
bardware to provide ac

of th support othar insutulions

& In the adrpnistnative data processieg  ired the conceptual
-nat affectively involvas the

s 16 o Majol ceniarin support of local needs

apprasach o urowihing addiyonal resou

use cf gmiversity sRnvice center compliters accessed from each state
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!

FIGURE 5 — College and University fguipment Sharing

Washington State University is acquiring 11s interactive services from
Eastern Washington State Zollege. In turn, Eastern Washington State
College has started conversion of administrative programs and will
install a REMCOM 4780 card reader printer tarminal on Muvamber 1,
1975 in order to start submitting admimstrative tothe Vs ashington
State University Center,

The Evergresn State Callege hus a Hewle1-Posiard 2000 which is
used to provide interactive BASIC on campus. They do most of thei
admuimstrative data processing atWashington State University by using
a REMCOM 4780 card reader ‘printer terminal, and submit some
acadermic [obs to the centers at Washington State Umversity and tne
University of Washington

At Western Washington State Collzge, which has an IBM 360/40
and an IBM 7094, some users access the Umversity of Washington
acadermic center for large or spuciabized aca*uraic jobs.

Washington State University faculty ¢a d.ate students submit
some jobs to the University of Washingte.: 227 d=nie computer. Todate,
:Aost have rur olready developed prograoas o {,03C 6400 1o avoid
conversion to the IBM 380 at Washung.w iiate University. For
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mteractive BASIC
anid staff ace
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Washington 5

sme jobvs 1V e Uriversity, primarily
rams which run on the IBM 360 Some

At Vst

\/'\!1L,1|r1th F%f.ixe' (n’lw;e-
Although Washington state colleges and umversities have made a
ources, much ess has been

iart toward the sharning of hardware re
mplished raelative to comman systems To my knowledqge, the
no computernized commaon system shared by all publm colleges
unwversihes although soms Itnlateral transfer has
Evergreen State College Financial 5
Cvmfa! Wmmmqtan %mte

yﬁ.tz::m 15 lﬁ‘i‘d”?‘d an
Tre Washington

SIaIE C }Hg

Uriversity

Community Colleges Sharing
In Washingion state the community colleges have formed two
consorba to uthze computing sguipment loca at Seattle and
Spokane The Seattle Center, with a UNIVAC 90 60, and the Spokene
Centar. with a UNIVACG 0 sach run two magor admimistrative
ams  The Fnancial Information System and  the Student
formation System are both an hne systems which utilize o separate
Base Managemsant Systern Figure 6 displays the jocations of
caommunity colleges 5
Trie State Board for Co
extersives plan for c;mm)uhng;} and data processing in the community
argis of the board o number of committees address
ymurity  colle Computng and data
ppears 1o be yood coop

"L

s WO Cendars
HH"‘IIV Cutiege Edutation has developoed an

sration dimong the
commun:sty collages in n'f\plcdmpr1 mg thh plan w24 would have the
codsmuiily colleges use the E Wast nqgion State College
Intaractive Center for interactive prog 7. the W
Univaraity Service Center for remote batet processing. and the
Spokane and Seattle Centers for major common on-ling systiems

shingion State
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FIGURE 7 - Communit College Use of College and
University Facilitia

Related Statewide Systems
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CHAPTER 9

11 B Peisahofs

Experiences in State-Wide Sharing
In California —
The University ot Caliioniia

introduction
The Cabtorma Muaster Plan for Higher Educ
f the three

=10 1959,

yments of higher

assigned specabzed functorsto

wifial = s :
graduate ard profosiionat educanon, research, and medicine and law,

i addibon to an approprate undergraduate program The state

imoss the Dahfstona State Umivarsity and Colleges) would

r's level education, with a imiited

emphasize undergraduats and ma
graduale operation. the cammurmty colieges would provide vocational
programs for thase who did noet wish 1o go turther, and pre itory
o onninue their higher aducation

ed an organizational structure and
Asaconsequence, the

r who wie

programs for the
Each of the segm ¢
supportive activibies apprapriate o s funst 2
computing achvities of gach segment have sigmf sant dissimilanties
ralative to the activities of the others Thes paper o aews the approach
to camputing vithun the Umvarsiy of Califormia This mavbe compared
with the approach within Calfarmia State Unwversity and Colleges
descrnbed by Dr Buakerin his papsr which appears in this valume as
chapter 10 i

Computing Within The University
Within the Uriversity, past emphass
cartars supplemented asnecessary Dy specabzed o
Intes ampus shanng of computing capabiotes has been refatively
minar In contrast future emphasis s expected (o be on networking to
maore fully share existing and new capabiities, and on mare andsmaller
m.nicomputers (o take advantage of the substantual advances 0 cos?
effectivene rreing at thus end of the computer ie
Thus new wsmphasis i reflected in a statemant of Goals, Policies, and
Plan of Implerngnt stian for Companng i the niversity of Califorma

: heen oncampus compulter
mptiter facilines

5 which are oc

- 91 -
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services fora Imifeg class of usesis. Exgriples of speciahized
cormpu ting facrlite =5 inc ludes npt onlvcormpsters assaciated with
dca dermic depanmenis . research unils. arnd proects, but also
farcger faciiessuch msthase ot the Unyersity hospitals and
Systermwid e Adnifzisy Atior

8 [aborgtory Cormpur&r(entersat the ERD.A)g borastor 2swhich are
ava ilabs e toea Mpu S ysers und e specif e raims and conditions
Mmuluaily cleve lopes b~ EFRDA, labora tory manmgement, and
Systlemwid e Admirtisiration .

Th e Urive rsity cu rrently s & ppr aximiatefy 480 computers on its
rine cimpuses a nd 1 NSy Slerrwid e Admirzistation represe nting annual
expe nlitunes of Approarmitte W$2 1 millic ninclid mg an g Hlowance for
equipnent amortiza tion. Thisdees Mot g rclude the ERDA laboratory
computers Approgimat&ly 5% of Unve nipy expernditures  for
compsiing afe  ingsifecd gt the campus Corsputer centers and
Systemweide Admin stiari ve [Jata Processi ng (AN ) cormpu ter facilities.
The remaning A89% are expenciitures for 25 of other specialized
compiters Functionally, apprroxiematesly 1 5% of the total expe nditures
a@te For instructiong | cormpu ting. 25 % for syste mwide and campus
adm nistraywe compzuting, a nl &0 for mesereh Intercam pus use
reprezsents about 3% of cAmp uscamp uler e ler reverue 5.In addition
toERDA workrunanthez abzorat oy com pute 1s By ca mpus personnel
with ajoint appaintment apmoxmaltely 6500400 of gther campus
computingis ruriannualfyat the hhortores .

The main compyters a tthecarnpesard A Dp centerg are listed in
Fuurel

— = ——ces R e e S = — =
Loc etigry | CornpuEer
Berkelezy (6400
Dawvris : Bu rroLsghs B 700
Irvi e Xerox Sigrma7.DECPDP-10
los Angeles BM 3B/ =1
Riverside BN IEN S0
Sars Diego Bu rrousghs B700,£DC 3600
Sars Franciseo BR 360/50
Sareta Barbara IBMA 3650/ 75
Sarsta Cruz 18R 360740
Systemywide ADP BrA3IS0/6 5, 1BM 360./40
FIGURE 1 — Main Carepus and Systemwicle Computers at
Thee Urive msity of California. 1975
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The mam compuiers at the ERDA Iabs are all COC Comrputers
avalable at Lawrence Berkeley Laboralory, Lawrence Livermore
Laboratory and Los Alamas Scientific Laboratoryare heted in Figure 2

cho

Compurters
Labs 66020 7800 Cyber 73 Cybar 76 5TAR
i BL 1 1 - - —
LLL i 3 1 1 b
LASL 2 3 2 1 —

EIGURE 2 —Compuiers at Wniversity of Califern-a ERDA
Labaratories.

N

The Uiwersity's compuling  dlans recogmze the incred ing
importance of networking and minicomputers theforrmerasa means of

ptihzing  and. sharing  current faciines, both ntramurally and

exta muraltly anul the latter as a means of captalizing ontechnological

Data Communications

Data commuzncausns in theUniversity are caried gutinthe context
of other University communications requirements, particularty for
telephone and television tratfic. The Iniercampus Telephone System
which cornect s all campuses, Systemwice Administrationoffices, and
other selected locations via dial-up is curjently available for data
communications, as well as voice traffic. The pubiic telephone system
is available as back-up and for off-network connections. ln addition,
there are specific leased lines dedicated 1o data communications
including a 50KB wide band line between the North and South
Admnistrative Daty Processing Centers and ten additional
iAlercampus narrow band ieased hines. tisexpected thatthe number of
dedicated lines will increase as intercentersisage. both interactive and
patch, grows. Such increase willbe signficant in all applicationareas:
imstructional, research, and adminisirative. However, from the
starvdpoint of bandwidth, the most dramatic future increase in
requirements wili probably arise from traffic gerierated by shared
administrative data bases throughout the Unwversily. Consideration
will be given tu implementing a University mictowsgve netwaork
multiplexed to accommodate some combimation of data, vome, and
ielevision trafhe. Packet-switching will Be considered in heu of
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2TATE

bacomes avalabie wiuch 5 morse st clive and more
to both ns ang user than currently available packet-
swWoChing geTvices Dnasychp sy may be the ATS5-D8 natwork
bemng developed by PT&T for the Cadforma Department of General

- @ft

Services Caormmurucalions Divigion

Ymoaddizior: 19 o5 inernal data commumeaticns capabiities. the
Unwersiy plans teparticipate sn ECUNET as both a userand supplier,
s wall as 1o continue to patopaste m ARPANET Extramural dialup
traffic onthe tefephang and value -added newwor ks alsawilicontinue at
GIRTIE AL FaTe Wil reguire ments

Minicomputars

In 1975 aporoumatelyB7% ol the Universily's computers cast under
3100000 Theras aed anmyal cost 1w appraxsmately 26%
of the totat amnual costs fo costof minicomputers
decreasms, they e bec lgetive for many computer
applicatosis in the Ynversity that previously wete appropriatz2 only for
multpragrammead large compaters Thus g of course. not feressenfor
alt apphications For example farge data bases andextgnsve analytec
caleulatiors well generatly not be appropriate for muinicomputers,
Neverimeless. o) 15 expacied that 3n increasing portrient of the
Urversery's coraputirg will e done on rmmucompulecs Many of these
wilt e portatsle computers, some costing as ligtle as$5,000t2.§10.000
each in quantity purchases, but capableenciugh for manyinstructional,
arch. laboratory., and admrrostrative applicanons, Thess
“parsonal”’ miniompuiers will also serve as interactive and batch
terminals for accessimg lerger mumcompuiers and thas cormpuler
centers. and are expected tn exert 2 stromg influerce on the future
structure nf commputing on e Jmiversity

Systemwide standards for future minicermnpuler acguegitions will
stress scftware compahhity and sharming, fast ang iow Zost
maintenan flex ity for termmat use, and transferabiity among
users While there will be substarbal operatonal and cost advamitages
associated with standardized systemas, in tha University environment i
¢ aspecially important that standards not preciude use of more cost:
effective or necessary systems for particular applicabons, including
providing warved imstruchonal, research, and ppefabional expenence
with different computers Some ofl the campuses are eizectad 10
sers and lor

masatain pools of minicormputers for short-term IGan (e o
reciculaumng \tems nolonger requirediby thetr pfaviou s users. The #irst
gystermwwide comtracts for stamdardized syslems ate expacted 1o be
negotiated dunngFY 197677 based oriindustry rephestos requestfor
infarmation 1o e put oul by the Unversily in 1976
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Additional factersim e nnersity 8 g ppreach fo minicormp utersare
desenbed in detail by Or. Newien in Chapier 5.

The Universily's evalving computing policies place iin & posiure 1o
captiahze on the oDportianet 38 Lt sermed by minicomputers and
netevorking Fungs are allocaled w oD wual campuses, and each
Chanceltor, in tura, altecates then within the campus Users then seek
e most et o soource of supply Embargoes anz discouraged as a
matter of pohoy, and shanng of resources is encouraged These
pohicies, n the context of ineressed availabimy of miricomputass and
netwwork g, should fave a substantial impact o the role of each
computer center, Cormputer Caniers normally rechargs thair services
=« rendered basis Therefore, if income
ard axpe = are to balan speciahze in what it
doss well and be sized CAs s
urs, the role of thie municomputer and the network Wil e further

o & full cost recovery, sefvi

ertta 0l

it prder to avoud a conllict of imarest, s espectally imoortanithata
center ditector’'s performance be evaluatad not anly oy the etitcicnt
oparation of the campus computer center, but more importantly, on
how well the campus overall computing reguirerment s Are satishied
from available sowrces with a s turds A center director should
not only be charged waih the afficient cperavon of an on-going
entarprise, but should be expacted 1o recommend and arrange for
other, sometimes cormpeling. sourees of computing frornamong otfwer
ceniers OF minicompulers A campus Cormpuier center direciars step
1mta this broader role, it is expecied ihat they will perceive the new
feamewvark as a walcormie QpoeTLunity A positive su pportive attitude by
all participants, inciudimg users. as well as directors and their staff,isa
kay element o maruzing the penzfits afforded by the evolving
changes
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CHAPTER 10

bv LAURENCE H. BAKER

CsUC Computer
Resource Alternatives

Background
The Calslorn:a Admunistrative Code staies.

‘The primary function of the California Stawe
University and Colleges (CSUC) is the provision of
instruction for undergraduate students ang graduale
sruderits through the Master's degree, inthe liberal
aris and sciences, in applied fields and the
professions, including the teaching profession’

The Calfornia State University and Colleges which includes nineteen
campuses distributed over one thousand miles and a central
administration. is governed by a Board of Trustees In 1975 there are
over 290,000 students enrolled and close to 20,000 faculty.

During the 1974-75 academic year, The California State University
and Cotleges graduated 48,000 students and awarded 8,708 Masters’
degrees, During the same period, the University enrolled 225,797(FTE)
undergraduates and 39,319 graduate students. Six degree programs
involving 73,762 students require particularly heavy computing
support. In addition, faculty has determined that all majors in the
following degree programs require considerable computer skifls,

® Business Management (15,725 students) 8€% moderate

. exposure, 34% intensive exposure.

@ Computer Science (1,275 students) 100% extensive and
intensive exposure.

@ Engineering (11,985 students) 30% moderate exposure, 70%
intensive exposure,

® Moarhematics (4831 students) 28% moderate exposure 60%
inte nsive exposure,

9 Physical Sciences {5489 students) 33% moderate exposure
58% inlensive exposure.
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& Social Sciences (34448 students) 56% muoderale eaposure

177 intensive exposure

In nearly all other areas of the University some degree of computer
utilization 18 essential for some students in order to be trainad in the
appropriate 1ools of ther academic major For example, 60% of the
education populatien {36,407 students), require some exposure 10 the
computer, whiie 9% require intensive Computer training.

As agreed upon by both faculty and administration, the role of
computing in The California State University and Colleges is to satisfy
the instructional requirements deseribed andtosupport those kinds of
admimstralive processing necessary to praperly manage theindividual
campuses and the system. v g

s fully recogrized that increasing enroliment in disciplines
requifing intensive computing support andincreasing computer usage
1 most every other academic discipline {eg . Biology. Agriculture,
Graphme Commumications and Urban Planning) will resuitin rapidly
increasing demands upon our computing resources. Although we will
provide the tools necessary 10 support qualily and competitive
education, we do not intend to be at the forefront of information
processing technology and affect the state of theart in thisfield. The
Office of infarmauon Systams will select theze ways of satisfying our
computing requirernents which are most cost-effective consistent with
reasonable service o our USers.

Strategy for Exploring Resource Alternatives

The central administration includes a Division of information
Systerns (DIS) charged with coordinating budget preparation, policy
and procurement concerns relative to computing. This diision
interfaces with the community of users in the CSUC which can be
classified 1 four groups

@ instructionat Faculty

® Academic Administration

#® General Administration

® Faculty Research

Through an adwvisory commitlee which includes campus
representatives from thesegroupsas wellascampus compuler center
directors, policy changes, budget recomme ndations and procurement
plans are revigwed in addition, a variety of informal communications
exist with each group; individual contacts, special interestgroups, ad
hoe commitizes formed to satisly specific functions, and User Surveys
desigmed o @xaming trends 10 USEr requirements.

Represenratves from each group play an important role 1n helping
define angy gquanufy short- and long-run systemwide computing
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requirements. For exarnple, asa resultofcooperative efforis by campus
representatives and the Division of Infarmation Systems, we have a
planning model to project instructional computing workload. Using the
model, instructional computing workload is projected as a furction of
number of students by major, computing skill leveis expected by major,
and number of problems required of a student in order 1o reach a
specified skill level,

Toaugmentthis model, the Division hasalsosurveyeda crosssection
of employers in California to get an estimate of their needs for
manpower in computer related skills.

The Division of Infarmation Systems has taken three stepstobesure
we have considered all the alternative ways of satislying CSUC
computing requirements.

First a documentdescribing existingcomputing facilities and present
and projected demand for computing support was releasedtocompule
vendors with a request for information. Each vender was asked t
describe how CSUC should satisfy projected computing requirements.
This request motivated vendor interest.

Second, a draft of the Electronic Data Processing (EDP) Master Plan
was released to campuses asking for their comments, Responding to
proposed plans and priorities, campus replies outlined concerns, and
made alternative suggestions and proposals for changes in priorities.

Finally, CSUC became a member of the EDUCOM Planning Councit
on Computing in Education and Research.

As a result of these exercises, the alternatives CSUC has considered
include:

-

® One large general purpose consolidated computing facility
serving all instructional and administrative users via a
Communications Network.
® A distributed general purpose network of campus and one
systemwide data center supported by a communications facility.
® Fight limited general purpose regional cenlers supporting two or
three campuses each.
Decentralized general purpose campus centers.
A disiributed Rierarchical netwark of campus and systemwide
data centers mcluding a hierarchy of computing resources
supported by a communications facility.
® (Commercial services to support specialized requirements.
® Contract services from other universities.
General cost categories have been included where alternatives are
considered: hardware, software and maintenance; communications;
personnel; site; travel, and utilities.
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@ large general purpose fems
® Meadiu 0 scale systems designad o suppori general purpose but

distinct from timasharing)

® Medium-to-large minicomputars

® Intelligent terminals and personal computers {microcomputers
and minicomputers).

EHect of Institution Size on Strategy

After extensive consultation the CSUC Division of Information
Systems develops objective specifications and contract lerms ard
conditions for all systems and services to be obtained. Because the
practice is required by law, all systems and services are procured on a
competitive bid basis. This practice has sorme desirable features, the
most important of which 15 cost savings. Im addition. through this
practice ndustry has at times been motivated 10 consider charnges to
rmeet CSUC requiremeants

Although most smaller institutions are not devoting the same
resources toward planning and managerment functions, many smaller
insttutions may stll be able to benefitfrom paying more atiention to
these areas. Smaller colleges and univarsiies mayalsofind substantal
verefit N the discounts for computing equipment and consuiling
support now available through EDUCOM.

Institution Policies Affected by New Resources

in The California State Unwversity and Colleges. all program areas
conte nd for himited dollars. Thedesirability of improvingbudgetzupnort
far computing 1s considered along with requests for improvementinall
areas Through consultation with e Presidents of all nineteen
campuses, priorities for program improvements are dentified which
then must be supported bafore the Board of Trustees, slate agencies
and the state legislature 1o obtain improved levels of financial support.

| he .eve that the majonty of CSUC requirements canbesatisfiedbya
Fierarchy o compuling resources irternal to the system. At the same
nme N may be desirable to salsfy spe ..zed administrative or
\nstructionak- requirements through contracts with  commearcial

Thamaris
P,
-
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services, other universiies or consortia designed to cffer specific
services. Such specialized requirements include:

® A Financial Aid billing and collectiun servize

@ Shared library cataloging

® Access to diverse vendor hardware and software not installed.

Some policies concerning computing in The California State
Unversity and Colleges may have to be changed to make it possible to
consider these alternatives. Steps are being taken o enable CSUC
users 1o access sSpeciahzed computing services and to make the
hierarchy of computing resources within The Californis State
University and Colleges available bayond institutional boundaries.
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appctor of Computer Seruces
Urwversity of Wyomeng

Deveioprrant of themes raisad in Session I
informaf duscusiren wilh emphigiis on
saperency At g Univeisdy al Wyaming and
i EhT uliEny TRpE S rited by 18gisirants

2. Msnsgemant and poelicy izsues in
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amePaics @n esperence i the New England'
Hegranad Cawnpuier Nerword informal Dhsc ussion
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4. Distributed computing in healtl saiances
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Do Maron. ﬂquﬂgi of Heslth Seances Comp
Activiligd

Uniwersity of Washingron

Speeial problems aswocated with heahth
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sxperience will be compaed wath that of ather
usBr grouss

imfarmal repons of these workshops were
prepared Following the conterence Copies ol the
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the cost of reproducton (Y0C per pagel and
posings Report length rangestiom 4 jo 8 pages
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