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accuracy scores. Similar results were obtained in a second study in which 
each student received both time-limit and no-time-limit conditions. In 
third study each testee received the same testing condition twice, and higher 
response rates were observed under the time-limit condition; response accuracy 
remained consistent across testing conditions. All three studies showed 
essentially zero correlations between response rate and response accuracy. 
Response latency data were also analyzed in the three studies. These data 
suggested the existence of different test-taking styles and strategies under 
time-limit and no-time-limit testing conditions. The resulte of these studies 
suggest that number-correct scores from time-limit tests are a complex 
function of response rate, response accuracy, test-taking style, and test-
taking Attategy, and therefore are not likely to be as valid or useful as 
number-correct scores from no-time-limit-tests. 
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EFFECTS OF TIME LIMITS ON TEST-TAKING  BEHAVIOR 

Rate and accuracy of response are important variables in the ptudy 
of ability test, performance. Response rate is reflected in several 
kinds.of measurements, including average response latency, the time 
taken to complete a test, the number of item responses that are made 
in a fixed period of time, and the average number of item responses 
per unit of time. Accuracy of response refers--to measurements such 
as the number of items answered correctly and the proportion of items 
answered correctly by a given individual. As'the terms are used here, 
rate and accuracy refer to response characteristics; they are 
characteristics of test-taking behavior,' These terms should'not be 
confused with the terms speed and plower, which refer to test characteristics. 

The relationship between rate and accuracy of response has been 
studied actively since the turn of the century. Much of the research 
has compared test scores obtained under time-limit versus. no-time-limit 

conditions. Previous reviews of the relevant literature have been 
presented by Highsmith (1925), McFarland (1928), Tryon and Jones (1933), 
Bennett (1941), Himmelweit (1946), and Nummenmaa (1960). .An 
extensive bibliography has been provided by Morrison (1960). 

Miller (1974) has identified three major viewpoints with regard 
to rate and accuracy in ability test performance: 1) rate and 
accuracy are indicative of the same underlying ability; 2) rate 
and accuracy represent separate abilities; and 3) rate and accuracy 
depend upon personality and motivational factors as well as upon 
ability. The first viewpoint was typified by the work of Spearman 
(1904, 1927) and a number of early researchers at the Harvard psycholog -
ieal Laboratory (McFarland, 1930; Peak and Boring, 1926). The 
second viewpoint derives from the research of Baxter (1941), Davidson 
'and Carroll (1945), and Horn and Bramble (1967). Thurstone (1 70 set 
the stage Jor research motivated by the third viewpoint, dealing with 
time limits and test bias. Much of the psychometric research dealing 

with time-limit versus no-time-limit testing conditions as been guided 
by one or another of these viewpoints. 

A distinction between rate and accuracy of response becomes par, 

ticularly important when tests are administered under time-limit 
conditions. An individual's time-limit test score, or the number 
of items answered correctly within a time period, is a function of 
bQeh rate and accuracy of response. If the testee maintains a constant 
level of,accuracy but increases his/her rate1 his/her time-limit test 

score will increase. If the4 testee maintains a constant rate of response 
btlt increases his/her accuracy, his/her time-limit test score will 
increase. Similarly., decreases in rate or accurst will canse 
corresponding decreases in time-limit test scores. `Unfortunately, 
many of the previous studies comparing time-limit and no-time-limit 
testing conditions have used the number of correctly answered items 
as the major dependent variable. A better understanding of teat-

taking behavior under time-limit versus no-time-limit conditions 
would be obtained by using separate measurements of rate and accuracy 
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of response. 

Separating the effects of rate and accuracy in abilityltest 
.performance has other advantages as well. Since different indi-
viduals can obtain ehe same time-limit test score through different 
combinations of rate and accuracy, time-limit test scores may be 
factorially complex. Because of their complexity, they may be 
more difficult to interpret and less useful in predicting external 
criteria. It is often argued tfiat time-limit testing procedures 
penalize the slow but accurate responder. By obtaining separate 
rate and accuracy measurements, the slow but accurate responder 
can be identified and his test-taking behavior studied. Rate and 
accuracy scores could also be used as separate measurements of an 
individual's ability level. 

By using computerized test administration it is posssble to make 
accurate measurements of 'item response latencies. Such information 
might have diagnostic and predictive utility, especially in situations 
where individuals have different rates of response but similar levels 
of accuracy. Item response latencies can be utilized in the study of 
test-taking styles. Response rate or test-taking styles could also 
prove to be important moderator or predictor variables in prediction 

.studies. 

Within the context of the research on adaptive ability testing 
reported in this series, the present research illustrates an additional 
application of on-line computers in psychological measurement. 
Previous research into rate and accuracy in ability test performance 
was limited to paper-and-pencil test administration. The present 
research utilizes computerized test administration to make accurate 
measurements of item response latencies and response rates. The three 
studies reported below utilize separate measurements of rate and 
accuracy of performance. These measurements of rate and accuracy are 
studied u der both time-limit and no-time-limit conditions of ability 
test administration. 

General Methodology  

Each of the three studies reported below was addressed to the 
same basic question: What are the differences in test-taking behav-
ior under time-limit versus no-time-limit conditions? Test-taking 
behavior was operationalized by measurements of 'both rate and accuracy 
of response and by an intra-individual analysis of response latencies. 
Different experimental designs were, used',in each of the, studies, but 
in many respects the studies employed the same general methodology. 

Testees 

The testees for the three'studies were undergraduate student 
volunteers from the University of Minnesota. fri to experimental 



testing the students were informed that they would be taking a multiple-
choice test of verbal ability and that they would receive•a penny for 
every correct answer that was given. There were 72 students in Study 1, 
30 in Study 2, and 30 in Study 3. 

Ability Tests  

The tests consisted of multiple-cloice vocabulary items. A 
compleje listing of these iteths is given in Miller (1974); McBride 
and Weiss (1974) describe the calibration of the item pool. Study 1 
utilized an untimed pretest consisting of 100 items and an experimental 
test consisting of 250 items. Studies 2 and 3 utilized two experimental 
tests Rconsisting of 175 items each. 

The item ordey within the experimental tests was determined as 
follows. First, the test items were grouped according to difficulty 
level. The p-level, or the proportion of individuals in the norm 
group answering an item correctly, was used as the index of item 
diffiFulty. The tests were composed of blocks of items, and lach 
block of items within a test contained one item chosen at random 
from each difficulty level. The order of items within blocks was 
randomized,in order to avoid introducing any cyclical effects. This 
procedure of item arrangement insured that the average item difficulty 
of each block of items would be approximately the same throughout each 
of the tests. A more detailed description of this method for arranging 
test items is given by Miller (1974). 

.Administrative Cosditións  
Each of the three studies utilized a Control Data Corporation 3200 

digital computer to provide on-line control of ,the experiment. Test 
'instructions and ekperiméntal test,itemè were presented on cathode-ray 
terminals (CRT,) equipped with a typewriter keyboard for the recording 
of responses. The system could be used to administer tests to as 
many as six: subjects at a time. Complete items were written on the 
CRTs.instantaneously., There was virtually no delay between an indi-
vidual's answering one item and the presentation•of the next item. 
Item response latencies were recorded in milliseconds, although 
these measurements were accurate only to a tenth of ,a second when 
testing more than'one individual at atime. Each item response was 
examined for admissibility, and skipping items was not allowed. 

Each of the three studies employed time-limit and no-time-limit 
conditions, but the assignment of testees to experimental conditions 
varied from one study to the next. The nature of the testing condi-
tions was described to the students in a series of instructional frames 
presented by the computer (see Miller, 1974, pp. 233-256). To-insure 
that each testee was aware of the testing conditions, he/she was required 
to respond correctly to a series of computer-administered multiple-
choice questions. about the test instructions. Under a.  time-'limit 
condition each item was presented with the item number in the upper 

 



		

	

right-hand corner of the screen and with the time remaining (in minutes 
and seconds) at the bottom of the screen. Under a no-time-limit 
condition each item was presented with the item number alone. 

Dependent Variables 

Rate and accuracy of response constituted the primary dependent 
variables of interest. An individual's response rate was defined as 
the average number of item responses per minute. An individual's' 
accuracy of response was defined as the proportion of items answered 
correctly out of those attempted. These two dependent variables were 
analyzed in separate analyses of variance, using experimental designs 
which varied across studies. 

Item response time or item response latency is the length of time 
between the presentation of the test item and the testee's response to 
that item. Response latdncy is determined by three components: 1) 
The time it takes to read the item; 2) the time it takes to arrive 
at a solution to the item; and 3) the time it takes to record one's 
solution to the item. These three components--reading time, solution 
time, and recording time--will vary between individuals and between 
items. 

By using multiple-choice items of similar length, inter-item 
differences associated with reading time can be reduced. Consequently, 
each item used in these studies consisted of a single stimulus word 
and five one-word alternatives. The task in' responding to each item 
was the same: the testee was instructed to find the alternative 
closest in Meaning to ttfe stimulus word. By using items with a 
similar format and by administering items by computer; inter-item 
differences associated with recording time were reduced . Thus, by 
standardizing conditions relating to reading time and recording time, 
the major influence on a testee's rate of response was solution time. 

Study 1

This study was designed to investigate individual differences in 
test-taking behavior under time-limit and no-time-limit conditions. 
The study employed a randomized block design with testees blocked 
into high- and low-ability groups according to their performance on 
a pretest. Such a design permits analysis of the extent to which 
high- and low-ability groups perform differently under time-limit 
and no-time-limit testing conditions. 

Method  

Procedure. In this study students first,were administered a pretest 
consisting of 100 multiple-choice vocabulary items. This test was used 
to block the to tees into two ability groups. Testees scoring above the 
median on the prestest were assigned to the high-ability group, and 
those scoring below the median on the pretest were assigned to the 



	

	

low ability group. Testees from each ability group then were assigned 
randomly to one of the administrative conditions. 

Under the time-limit condition testees were told that there was 
a 25-minute time limit and that the test contained 250 items. They 
were told that they would have to answer an average of 10 items per 
minute im order to finish the test. Under the no-time-limit condition 
the testees were Old that there was no time limit and that the test 
contained 250 items. Students in both groups were told they would 
receive one cent for each item answered correctly. 

Data analyses. The observations,for rate and accuracy of response 
were analyzed in separate analyses of variance using 2 x 2 factorial 
designs. The first factor was die testing condition, time-limit versus 
no-timerlimit. The second factor was ability level, high-ability group 
versus low-ability group. Pearson product-moment correlations were 
computed between selected pairs of the following variables: testing 
condition (0=time-limit, 1-no-time-limit), pretest score, response 
rate, and response accuracy. 

The relationship between item difficulty4p-value) and mean item 
response latency was studied for each of the four cells in the design. 
For each of the 250 items the item p-value was obtained from the 
calibration study data (McBride b Weiss, 1974), and the mean item 
response latency was obtained by averaging the response latencies of 
all testees who attempted thq item. 

In addition to these analyses, a test response record was obtained 
for each individual in the study. This response record was a time-
series plot of the number of responses per minute during each minute of 
the testing session. 

Results 

Response rate. Table 1 shows the means and standard deviations for 
response rate (number of responses per minute) in the four experimental 
groups. Also shown are the results of the analysis of variance using 
testing condition and ability-level as the independent variables and 
response rate as the dependent variable. The mean response rate under 
the time-limit condition (8.56) was significantly higher (p<.001)1 than 
the mean responsé rate under the no-time-limit condition (5.77). The 
mean response rate for the high-ability group (7.61) was higher (p<.10) 
than the mean response rate for the low-ability group (6.73). There 
was po significant interaction between testing conditions and ability 
levels. The point-biserial correlation describing the degree of. 

relationship between testing conditions and response rate was -.59. 

Response accuracy: Table 2 shows the means and standard deviations 
for response accuracy to the four experimental groups. Also shown are 
the results of the analysis of variance for response accuracy. The 



	

difference between mean response accuracies under time-limit versus 
no-time-limit conditions was not statistically significant. The mean 

Table 1 
Means, Standard Deviations and Analysis of Variance 

for the Number of Responses per Minute 

Testing Cóndition 
and Ability'Level N Mean S.D. 
Time-Limit Condition 

Total group 36 8.56 2.20 
High-ability 18 9.00 1.68 
Low-ability 18 8.12 2.59 

No-Time-Limit Condition 
Total group 36 5.77 1.61 
High-ability 18 6.21 1.30 
Low-ability 18 5.33 1.80 

Ability Group (Conditions Combined) 
High-ability 36 7.61 2.05 
Low-ability 36 6.73 2.63 

Analysis of Variance 
Source of Variation df MS F p 
Testing Condition 1 140.11 38.75 <.001 
Ability Level 1 13.87 3.84 .051 
Testing Condition x 

ability level 1 .00 .00 .995 
Error 68 3.62 

accuracy score for the high-ability group (.60) was significantly higher 
(p<.001) than the mean, accuracy score for the low-ability group (.36). 
This result was expected, however, since scores on a vocabulary pretest 
were used to block individuals into ability levels. The correlation 
between pretest scores and accuracy scores was .95. There was no signif, 
icant interaction between testing conditions and ability levels in 
determining response accuracy. The correlation between response rate and 
response accuracy was .17 for individuals under a time-limit condition 
and .i8 for individuals under a no-time-limit condition. Neither of 
these correlations was significantly different from zero. 

Item response latencies. Figure la shows the bivariate distribution 
of item difficulties (p-values) and mean item response latencies (in 
seconds) for the high-ability group under the time-limit condition. The 
regression line for predicting mean latencies from item difficulties is 
plotted on this figure. For this group the correlation between item 
difficulty and mean item response latency was -.36 (p<.01). Figure lb 
shows the bivariate distribution of item difficulties (p...values) and mean 

'item response latencies (in seconds) for the high-ability group under the 



no-time-limit condition, and the regression line for predicting 
mean latencies from item difficulties. 

Table 2 
Means, Standard Devisions and Analysis of Variance 
for the Proportion of Items Answered Correctly 
	Testing Condition 

and Ability Level N Mean S.D. 
Time-Limit Condition 

Total group 36 .47 .16 
High-ability 18 .59 .14 
Low ability 18 .36 .06 

No-Time-Limit Condition 
Total group 36 .48 .16 
High ability 18 .61 .10 
Low-ability 18' .35 .07 

Ability Group (Conditions Combined) 
High-ability 36 .60 .12 
Low-ability 36 .36 .07 

Analysis of Variance 
	Source of Variation df MS F p 
	Testing Condition 1 .0033 .36 .555 
	Ability Level 1 1.1225 122.69 <.001 

Testing Condition x 
	ability level 1 .0070 .77 .611 
	Error, 68 .0091 

		

	

Figure 1 
Mean Response Latency aa • a Function of Item Difficulty 

for the High-Ability Group 

(a) (b) 
Time-limit condition No-time-limit condition 



For this group the correlation between item difficulty and mean item 
response latency was -.56 (p<.01). Both correlations were negative: 
longer response latencies were associated with the more difficult 
items (items with lower p-values). The difference in the magnitude of 
the correlations, which was statistically significant (p<.05), reflects 
the fact that testees mpend proportionately less time in responding to 
the more difficult items under a time-limit condition than under a 
no-time-limit condition. A similar pattern of results was obtained for. 
the low-ability group (see Miller, 1974, pp. 68-71). 

TIME IN MINUTES 

Sample Response Records Resulting fro m 
Time-Limit Administration 

TIME IN MINUTES 

Figure 2 

Test response records. The test response records for all of the 
individuals in this study are shown in Miller (1974); only four are 
presented here for illustrative purposes. Figure 2 shows sample test 



response records for two testees who received the time-limit condition. 
Both testees whose response records Ore shown in Figure 2 completed • 
all 250 items in the test within the time limit. Both testees received 
approximately the same number-correct score (104 for the upper response 
record and 107 for the lower), but their "styles" of test-taking Is  
behavior were quite different. •The upper response record is typical , 
of test-taking behavior under time-limit conditions. Most testees show 
a generally increasing response rate under these conditions, implying 
an adaptation effect or a motivational effect due to the time limit. 
However, as the lower part of Figure 2 shows, some testees obtained 
identical scores even though they worked at a consistent speed, without 
evidence of adaptation or motivational effects. 

Figure 3 
Sample Response Records Resulting from 

No-Time-Limit Administration 

TIME IN MINUTE

TIME IN MINUTES 

Figure 3 shows two sample response records under the no-time-limit 
testing condition. Both testees obtained approximately the same 
number-correct score (143 for the upper response record and 150 for the 



lower). The upper response record is characteristic of response rate 
behavior under no-time-limit conditions. This testee answered    a rela-
tively constant number of items per minute throughout the test and 
took 70 minutes to complete the test. On the other hand, the test 
response record shown.in the lower part of Figure 3 shows the charac-
teristic adaptation,or motivational pattern of the time-limit records, 
even though the test was Administered under no-time-limit conditions. 

Some of the resonse records show even more unusual patterns of 
response rates (see Miller, 1974, pp. 167-202). Thus, there is a wide 
range of individual differences in response rate patterns both between 
and within time-limit and no-time-limit testing conditions. 

Conclusions. The results of this experimental study indicated 
that higher response rates are to be expected under time-limit condi-
tions., There were no significant differences between response accura-
cies for time-limit versus no-time-limit conditions. The lack oP a 
significant interaction between testing.conditions and ability levels 
for either response rate or response accuracy indicates that testees 
from different ability levels show Similar patterns of response in 
adapting to time-limit and no-time-limit conditions. By examining 
response latency data as a function of item difficulties under the two 
administration conditions, one can see what these response patterns 
entail. There was some evidence in these data that under a time-limit 
condition subjects spend proportiónately less time in responding to the 
more difficult items than they do under a no-time-limit condition 
Students maintain their level of accuracy under time-limit conditions 
although they increase their response rate. They do this by spending 
less time on the more difficult items than they do under no-time-limit 
conditions. The individual response records showed wide individual  
differences in behavior, implying different test taking "styles". These 
different styles, if reliable within individuals, could be important 
moderator variables whose use might improve predictive válidities 
based on ability test scores. 

Study 2  

This study was designed to investigate •intra-individual variability 
in rate and accuracy of response. Study l showed different patterns of 
teat-taking behatrior between time-limit and no-time-limit conditions 
using a between-subjects design. This study used a within-subjects 
design. , 

Method 

Procedure. Each student received two 175-item tests in puccesgion, 
with one test administered under a time-limit condition and the other 
under a no-time-limit condition. Each testee was randomly assigned to 
one,order of administrative conditions. The design was counterbalanced: 
15 testees received the time-limit condition first, and 15 received the - 
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,no-,time-limit condition first: Under   the time-limit condition, testees 
were told that. the test contained more   than 150. items and that there 
was a 13-minute time limit. They were told that they would have to 
answer more than 10 items per minu a in order to finish the test. 
Under the no-time-limit condition, testees were told that there was no 
time limit, but they were not told the number of items in the test. ,r 

 The testing-sessions were terminated at the end of 15 minutes regardless 
of the testing condition. Again, each testee was paid one cent for each 
correct answer. 

Data analyses. Repeated measurements analyses of variance were 
employed. Testing condition represented a within-subjects factor with 
two levels: time-limit condition versus no-time-limit condition. The 
order of testing conditions-represented a between-subjects factor with 
two levels: time-limit condition fir'§t versùs no-time-limit condition 
first. Pearson product-moment correlations were computed between selected 

'pairs of the following variables: time-limit response rate, time-limit 
response accuracy., no-time-limit response rate, and no-time-limit response 
accuracy. The mean response latency for correctly answered items was 

compared to the mean response latency for incorr tly answered items. 
These mean latenc,fes were examined for both time-limit and no-time-Limit

conditions. 

.

Table 3 
Means, Standard Deviations and Analysis of Variance 

fot Number of Responses  Minute  Per 
Ordér and Type of 
Testing Conditio Mean S.D. 
Time-Limit Condition First (N-15) 

Both ,  conditions combined 7.80 2.78 
Time-limit 8.22 2.54

No- time-limit 7.ti38 2.95 
No-Time-Limit Condition First (N-15) 

Both conditions combined 7.05 2.92 
Time-limit 9.20 2.23 
No-time-limit 4.89 .1.66 

Testing Condition (Orders Combined)
Time-limit condition 8:71 2.44 
No-time-limit condition 6.1'4 2:70 

Analysis of Variance 
Source of Variation df MS P p 
Between Subjects - 

Order of testing conditions,. 1 ".11.48 79 .615 
Subjects  within groups 28 10:72 

Within Subjects 
Testing condition 1 99.85 138.86 .001 
Order x testing condition 1 45.31 63.01 .001 
Testing condition x 

subjects, within groups 28 .72 

Results

Response rate.  Table 3 shws'the coup means and standard deviations 



for response rate under the time-limit and no-time-limit conditions. Also 
shown are the results,of the repeated measurements analyst's of variance. 
Regardless of the order of testing conditions within subjects,, he mean 
response rate.under the time-limit condition was\higher than the mean
response rate under the,no-time-limit çondition,(p<.001). 

The order of administration of testing conditions did not have a 
significant effect upon response rate by itself, but the interaction be-
tween•the orders of administration and the testing conditions was signif-
icant- (p<.001). Figure 4 shows the pattern of this, interaction. When 
the no-time-limit condition was first, imposition 'of time limits led to a 
large increase in mean number of responses per minute. When the lrime-
limit condition was administered firpt, there,was virtually no decrease in
response rate under the no-time-limit condition. For the testees receiv-
ing the time-limit condition first, the correlation between time-limit and 
no-time-limit response tates wits .90. For those receiving the no-time-  
limit 'condi'tion first, the correlation between time-limit Ad no-time 
limit response rates was .88. 

	

 

Figure 4 
Group Means for the Number of Responses per Minute, 

Testing Condittdn,and Order of Administration 

Time-limit condition first 

No-time-limit condition first 

Time-limit 	No-time limit 
condition condition

Response accuracy. Table 4 shows the group means and standard devia- 
tions for response accuracy under the time-limit and no-time-limit condi- 
tions. Also shorn are the results of the repeated measurements analysis 



  

of variance. There were no significant main effects or interactions. For 
the testees receiving the time-limit condition first, the correlation be-
tween time-limit and no-time-limit response accuracies-,was .98.s For those 
receiving the no-time-limit condition' first, the cortelation between time-
limit and no-time-limit response accurácies•was .86. Combining the data 
from both orders of administration, time-limit response rates correlated 
.08 with time-limit response accuracies, and. no-time-limit response rate's 
correlated .31 with no-time-limit response'accuracies. While the correla-
tion of .08 under time-limit conditions was not significantly'di'fferent, 
from zero, the correlation,of .11 under no-time-limit conditions was 
significant at the .05 level. Thus, under no-time-limit conditions there ' 
was a tendency Tor higher scoring testees to answer test items mire quickly

Table 4 
Means, Standard Deviations and Analysis of Variance 

for Proportion of Items Answered Correctly
Order and Type of 
'Teéting Condition Megn S.D. 
Time-Limit Condition First (N-15) 

Both conditions combined .54 .17 
Time-limit .54 .16 
No-time-limit  .54 .17 

No-Time-Limit Condition First '0.15) 
Both cdnditions combined ..46 .14 
Timerlimit' .46 .15 
No-time-limit .45 .13 

Testing Condition (Orders Combined). 
Time-limit. condition ' .50 .16 

- No-t'ime-limit condition . .50 16 

Analysts of Variance 
Source of variation df MS F. p 
Between Subjects 

Order of testing conditions 1 .1118. 2.53 .120 
Subjects within groups 28 .0443 

`'Within Subjects 
*Testing cpndition 1 .0007 .41 .539 
Order x testing condition .0009 .49 .504 
Testing condition s 

dubjects, within groups 28 .0018 

Item response latencies. Table 5 shows the group means and standard 
 deviations separately-for the average response latency for correctly 

answered items and for incorrectly answered items under the time-limit 
and no-time-limit conditions. These mean latencies are plotted in Figure 
5. 

Regardless of the order of administration of testing conditions, 
mean littencies for correct responses were shorter under the time-limit 
condition than under the no-time-limit condition. Mean latencies for 



incorrect responses also were shorter under the time-limit condition than under
the no-time-limit condition. In general, the- mean latencies for correct 

Table •5 
Means and Standard Deviations-for Average Latency 

of Correct and'-incorrect Responses in Seconds 

Correct Responses Incorrect Responses 
Order and Tepting Condition Mean 	S.D. Mean S.D. 
Time-Limit Condition First (N-15) 

Both conditions combined 7.x67 3.18 10.75 4.78 
Time-limit 7.25 2.95 9.59 3.19 
No-time-limit 8.09 3.34 11.90 5.73 

No-Time-Limit Condition 'First 	(N-15) 
Both conditions combined 8.80 3.66 11.80 6.19 
Time-limit 6.25 1.51 	7.76 2.62 
No-time-limit 11.34 3.39 15.83' 6.10 

Testing condition (orders Combined) 
Time-limit condition 6.75 2.40 8.68 3.06 
No-time 1imj,t condition 9.72. 3.74 13.87 6.24 

responses were shorter than the mean latencies for incorrect responses. It is 
interesting to-note, however, that the differences in mean latencies between 
correct and incorrect responses here greater under the no-time-limit ;ondition. 
Under a time-limit condition subjects spent proportionately less time in 

Figure 5.. 
Mean Latencies for Correqt and Incorrect respsonses Plotted 

for the Two Testing Conditions and (Aders of Administration 

Time-limit condition first No-time-limit condition first 

Time-limit No-time-limit Time-limit No-time-limit 
condition condition  condition condition 
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responding to items which they answered incorrectly. 

Conclusions. Generally speaking, the results of Study 2 were in 
agreement with the results of Study 1, although the design of the two 
studies differed. Higher response rates were observed in this study 
under rime-limit conditions, And the highest response rates were ob-
served when the time-limit cbndition followed the no-time-limit condition. 
As in Study 1, mean response accuracy was not affected by the imposition 
of time limits, but amount of time spent by testees on items answered 
Correctly or incorrectly differed under the two administrative conditions. 
The fact that response rate and accuricy are different variables was 
illustrated by the near zero correlation between the two variables under 
time-limit conditions and by a low positive correlation under no-time-
limit conditions. 

Study 3  

This study was similar to Study 2 in that it employed a within-
subjects design; it examined intra-individual variability. It was 
uniquely designed to investigate learning or practice effects that 
could result when an individual moves from one time-limit testing 
session to the next or from one no-time-limit testing session to'another. 
Such learning effects might include different test-taking strategies. 

Method 

Procedure. The test materials, instructions, and incentives were 
the same as those used in Study 2. In this study, however, each testee 
received the same testing condition (i.e., time-limit or no-time -limit)
twice. There were 15 testees in each of the two experimental Groups.  

Data analyses. Repeated measurements analyses of variance were em-
ployed. Testing condition represented,a between-subjects factor with two 
levels: time-limit condition versus.'no-time-limit condition. Testing 
session represented a within-subjects facfor with two levels: Session 1 
versus Session 2. Dependent variables were response rate and response 
accuracy. Pearson product-moment correlations were computed between 
selected pairs of the following variables:, Session 1 response rate, Ses-
sion 1 response accuraCy,,Session 2 response rate, and Session 2 response 
accuracy. 

Td examine possible learning or practice effects, the variability of 
item response latencies was examined across the testing sessions. The, 
standard deviations (biased) bf a subject's item response latencies were -
computed for the first and second testing sessions. These standard devia-
tions were treated as dependent variables in a repeated measurements anal-
ysis of variance of the same type as those usld for response rate and 
response accuracy. 

Results' 

Response rate. Table 6 shows the group means and standard deviations 
for response rate under the time-limit and no-time-limit conditions. Also 



shown are the results óf the' repeated measurements analysis of variance. 
The mean response rate under the time-limit condition (8.93) was signi-
ficantly higher (p<.001) than the mean response rate under'the no-time-
limit condition (6.60). .The mean response rate during the second testing 
session (8.25) was significantly higher (p<.001) than the mean response 
rate during the first testing session (7.28). ' 

Table 6 
Means, Standard Deviations and Analysis of Variance 

for Number of Responses per Minute 
Testing Condition and 
Testing Session Mean S.D. 
	Time-Limit Condition (N=15) 

Both sessions combined 8.93 1.98 
Session 1 8'19 '1.42 
	Session 2 9.66 2.18 

No-Time-Limit Condition (N=15) 
Both sessions combined 6.60 1.88 
Session 1 6.36 1.44 
Session 2 6.84 2.21 

.Testing'Session (Conditions Combined) 
Session 1 7.28 1.70 
Session 2 8.25 2.62 

Analysis of Variance 
	Source of Variation df MF F p 

Between Subjects 
Testing condition 1 81,11 13.20 .001 
Subjects within groups 28 6.14 

Within Subjects 
Testing session 1 ,14.09 19.60 .001 
Testing condition x 

testing. session 1 4.65 5.08 .031. 
Testing session x 

subjects  within groups 28 	.72 

The data also show that in moving from the first to the second test-
ing session, the rate of response for the time-limit condition increased 
 more than the rate of response for the no-time-limit condition, since 
there was a significant (p<.05) interaction between testing condition and 
testing session. Figure 6 shows the pattern of this interaction. 

Under the time-limit condition the correlation between Session 1 and 
2 response rates was .87. Under the no-time-limit condition the dorrela-
tion between Session 1 and 2 response rates was .86. 

Response accuracÿ. Table 7 shows the group means and standard devia-
tions for reapohse accuracy under the time-limit and no-time-limit condi-
tions. Also shown are the results of the repeated measurements analysis 



Figure 6 
Group Means for the Number of Responses per Minute 

by Testing Condition and Testing Session 

First Second 
testing testing 
sees roh session 

Table 7 
Means, Standard Deviations and Analysis of Variance 

for Pro.órtion of Items Answered Correctl 
Testing Condition and 
Testing Session 	 Mean S.D.  
Time-Limit Condition (N'151)  

Both sessions combined 	 .58 .13 
Session 1 	 .57  .13 
Sé tun Z 	.58 .13 

No-Time-Limit Condition (N=15) 
Both sessions combined 	 .56 .18 
Session 1 	 .56 .18 
Session 2 	 	 .56 .18 

Testing Session (Conditions Combined) 
Session 1 	
Session 2 	

56	
.57 

.16 

.16 

Analysis of Variance 
Source of Variation 	 df 		MF F p  , 
Between Subjects 	 - 

Testing condition 	 1 	.0040 '.09 .770 
Subjects within groups 	28 	.0470 

Within Subjects 
Testing session 	 1 	.0005 .36 .556 
Testipg condition x 

testing session 	 1 	.0005 .36 .556 
Testing session x 

subjects, within groups 28 	.0013  



of variance. There were no significant main effects or interactions. 
Under the time-limit condition the correlation between Session l and 2 
response accuracies was .96. Under the no-time-limit condition the 
Correlation between Session 1 and 2 response accuracies was -.94. Under 
the time-limit condition the correlations between response rate and 

. response accuracy were -.16 and -.07 for Sessions 1 and 2, respectively. 
Under the no-time-limit condition the correlations between response rate 
and response accuracy were .03 and -.11 fior Sessions 1 and 2, respec-
tively. None of these last four correlations was significantly different 
from zero. 

Table 8 
Means, Standard Deviations and Analysis of Variance 

for Variability of Item Response Latencies 

Testing Condition and 
Testing Session Mean S.D. , 
Time-Limit Condition (N15) 

Both sessions combined 3.59 1.19 
Spsaion 1 3.91 1.25 
Session 2 . 3.27 1.04 

No-Time-Limit Condition (N=15)
Both sessions combined 5.52 2.20 
Session 1 5.36 1.97 
Session 2 5.68 2.39 

Testing Session (Conditions Combined) 
Session 1 4.64 1.80 
Session 2 4.48 2.20 

Analysis of Variance 
	Source of Variance df MS F p 

Between Subjects 
	Testing condition 1 56.07 10.63 .003 
	Subjects within groups 28 5.28 • 

Within Subjects 
	Testing session 1 .38 .46 .510 

Testing condition x 
	testing session 1 3.46 4.14 .049 

Testing session x 
	subjects, within groups' 28 .83 

Item response latencies. Table 8 shows the group means and stan-
dard deviations for the variability of item response latencies under the 
time-limit and no-time-limit conditions for the two testing sessions. 
Also shown are the results of the repeated measurements analysis of 
variance for that variable. The average variability of item response' 
latencies was significantly smaller (p<.01) under the time-limit condi-
tion (3.59) than under the no-time-limit condition (5.52). There was no 
main effect for testing sessions,.bytt there was a significant interaction 
between testing conditions and testing sessions (p<.05). Figure 7 shows 



the pattern of this interaction. Under the time-limit condition the 
variability of item response latencies decreased when moving from the 

 first to the second testing session. Under the no-time-limit condition 
the variability of item response latencies increased when moving from 
the first to the second testing session. 

	

Figure 
Group Means for the Variability of Item Response Latencies 

by Testing Condition and Testing Session  

First 	 Second 
testing 	 testing 
session • session 

Conclusions. The results of Study 3 were consistent with the 
results of the two previous studies. Higher response rates were observed 
under the time-limit'condition than under the no-time-limit condition, 
while response accuracy remained consistent across testing conditions. 
The analysis of response latency data implies that testees may learn 
different test-taking strategies in responding to time-limit versus no-
time-limit conditions. 

Summary and Implications  

LIERIEL 

Although there are wide individual differences in response rates and 
response accuracies under:bot'h time-limit and no-time-limit conditions, 
the results of the three 'studies may be summarized as follows: 



1. 	As expected, given the apparent differences between the 
testing conditions, time-limit response rates were higher 
than no-time-limit response rates. 

2. Response accuracy was consistent across time-limit and 
no-time-limit conditions. Individuals can change their 
response rates without affecting their accuracy. 

3. Most individuals showed increases in response rate during 
the course of a time-limit testing session, whereas con-
sistent response rates were typical of no--time-limit 
testing sessions. 

4. When the same persons received both time-limit and no-
time-limit conditions, there were high positive correla- 
tions between time-limit response rates and no	-time-limit 
response rates. 

5. There were high positive correlations between time-limit 
and no-time-limit response accuracies under the two experi-
mental conditions. 

6. Under both time-limit.and no-time-limit conditions, corre-
lations between response rates and response accuracies 
were effectively zero. The only indication of a relation-
ship between response rate and response accuracy was in 

the first study, when testees obtaining high scores on a 
no-time-limit pretest tended to have higher response rates 
under both time-limit and no-time-limit Conditions. 

7. There was a correlation between item difficulty and item 
response latency: individuals tàke more time in responding 
to the more difficult items. Under a time-limit condition, 
however, individuals take proportionately less time in 
responding to the more difficult items. 

8. Also reflecting the relationship between item difficulty 
and response latency, response latencies for incorrectly 
answered items were longer than response latencies for cor-
rectly answered items. But the differences between the 
mean latencies for correct and incorrect responses. were less 
under a time-limit condition. 

9. When two sl?ort testing sessions were given in succession 
under the same administrative conditions, the mean response 
rate during the second session was higher than the mean 
rate during the first session. This was especially true 
when tests were administered under a time-limit condition. 

10. When two short time-limit testing sessions were given in 
Succession, the variability. 1.n item response latencies 
decreased when moving from the first to the second testing 



 

session. But when two short no-time-limit testing sessions 
were given in succession, the variability in item response 
latencies increased when moving from the first to the second 
testing session. 

The three studies showed similar resulta with regard to response 
accuracy. Given an item arrangement that ensures consistent average 
item difficulty throughout the test, there were no significant differences 
in response accuracy for time-limit versus no-time-limit conditions. 
Thus it might appear that response accuracy, or proportion Of items 
answered correctly, is an adequäte index of ability level 'under both 
time-limit and no-time-limit modes of administration. However, considered 
in. relation to the findings on response' latencies and item difficulties 
in both Study 1 and Study 2, this interpretation is.suspect under time-
limit conditions of administration. These two studies showed that under 
timt-limit conditions of administration, students spent proportionately 
less time on items of higher difficulty or on items answered incorrectly. 
Since accuracy scores were not affected by the imposition of time limits, 
these data imply a test-taking strategy designed to tiaximize the number 
of correct responses. To implement this strategy, students apparently 
guess quickly on difficult-appearing items rather than spend time trying 
to determine the correct agawer. By using this strategy they are able to 
maintain the same accuracy levels while increasing their response rates. 

Consequently, if a "maximum performance" conception of ability 
level is adopted, scores from time-limit tests might not yield accurate 
indications of the highest level of item difficulty that a given testee 
is able to answer correctly. This would result from the fact that 
testees under time-limit conditions would not spend sufficient time 
attempting to solve difficult items, which they might be capable of 
solving, in an attempt to maximize the number of items answered correctly. 
This is less likely to occur under no-fíme-limit conditions, where 
testees appear to deliberate more on their responses to difficult items.. 
Thus, under no-time-limit conditions they are more likely to obtain 
the correct answer on the more difficult items and to exhibit the 
maximum level of performance of which they are capable. 

Unlike response accuracies, individual response rates weretnot 
consistent across different testing conditions or across different 
testing sessions. Higher response rates were observed under time-limit 
conditions than under no-time-limit conditions. This could be due 
to the different test-taking strategies used by the students. 

The test response records'obtained in Study 1 indicate that there 
is intra-individual variability'in response rates within a single 
testing session. This intra-individuàl variability can be intefpreted 
as different modes of adaptation to'time-limit or no-time-limit testing. 
The response rates for most individuals in Study 2 varied when moving 
from a time-limit to a no-time-limit condition or from a no-time-limit 
to a time-limit condition. Given these reéults, it is interesting to 
note that in Study 2 response rates under a time-limit condition correlated 



	

highly with response rates under a no-time-limit condition. Although 
individuals may change their response rate under different testing 
conditions, they do so in predictable ways. Response accuracies also 
were generally predictable between testing conditions, with slightly 
lower correlations when no-time-limit tests were administered first. 
Both Studies 2 and 3 showed that there was essentially a zero 
correlation between response rate and response accuracy. 

Implications  

The results of these studies have no direct bearing on whether 
time-limit or no-time-limit testing procedures provide better measurement. 
However, the results do have some implications for the utility of 
scores derived from time-limit tests. -The typical time-limit test 
score is the number of items that are answered correctly within the 
time limit. All other things being equal, time-limit test scores 
will be higher for testees who work faster. But testees who adopt the 
test-taking strategy illustrated by the results of these studies will 
obtain higher number-correct scores than others; working equally fast, 
who do not adopt that. strategy. The strategy, as shown by the data of 
Studies 1 and 2, involves spending proportionately less time on ' 
difficult test items, permitting the testee to encounter and answer 
correctly more easy items. 

Thus, number-correct scores on time-limit tests include at least 
four components: 1) overall response accuracy; 2) overall response 
rate; 3) an intra-individual component due to test-taking strategy; 
and 4) an intra-individual component due to test-taking style, or mode 
of adaptation. The first two of these components are uncorrelated. 
The relative contribution of the other two to time-limit scores is 
unknown at present. The conglomeration of these variables into a 
single test score is likely to reduce its relationship with actual 
ability. On the other hand, number correct scores on no-time-limit 
tests are more likely to be a function solely of response accuracy. 

The results of Study 3 provide further evidence of problems in 
the use of number correct scores in tite-limit tests. Given two 
equivalent item pools administered under identical instructions, 
testees were able to increase their response rates considerably when 
moving from one testing session to the next. These results indicate 
that response rate, rather than being completely determined by stable
personality variables, and rather than being just another indication 
of ability level, is a test-taking style or strategy that is amenable 
to learning or practice effects. 

Despite all that is known about time-limit and no-time-limit 
test scores, about their relationships to one another, and about their 
reliability and validity, surprisingly little is known about the 
behavior that yields test scores. Test scores are a function of test-
taking behavior. Progress in improving the reliability and validity 



of ability test scores could result from further studies that take an 
experimental approach to psychometrics. Further study is needed 
into the areas of test-taking styles, test-taking strategies, and 
test-taking behaviors. Computer administration of ability test items 
makes it possible to implement an experimental approach to understanding 
the determinants of ability test responses. 
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