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+ . INTRODUCTION

The _u‘)m.puu\r pk@ns’(lm( ribed 1 this njanual were designed tor .
the analysis of gata resulting 1rom psychological pxperiments which '
hypothesize an aptitude- or trgit-treatment intggaction 1T, The pro- .

grams wore wrilten for tour designs which either have appeared tre-
quently-in reported studies ot ATl's or which have resulted from the
authorg pwWn rvwa_‘g(h «dnductdd at the Research and D{\vélopnwnl
Center tor Teacher tdug ation, The University of Texas at Austif, and
nsored by grants. fram the U S Otfice ot kdmylwm and the Na-
< tonal Institute ottducation. . .
The research designs to which the programs i this manual are ap- .
. pheable represent parackgns which test tor aptitude-by-treatment.n- e
teractions when tab one continuous -aptitude or trait has been '
e measured thgt 1s finearly related to the criterion (program ATILINTD,
7 T twe continuous dptitudes or traits have been measured that are
) hnearlyrelated 1o the critenion fprogram ATILINDY, (¢ one continuous
saptfrude or traithas been measured that s ¢ urv‘ilinvarly' related to the
k Criterion (program ATICURVY and fd) one apiitude or trait has been
“measured that i fincarly gelated to the criterion and group $izes are .o
suthcently large to permit a trealment-by=blocks, analysis‘ot vatance

‘e

on individuals svith extreme scores in the aptitude distribution (pro-

gram XGROUPS:. Program XGROUPS has been dgsigned to increase
the statistical powgr ot an ATl analysis andstherepy ing redse ity sen-; -

ativity lo detegting an aplilU(lv-by~lr(ulms‘hl inferaction. s

fach o the tour programs to be describéd has peen wiritten tor the
case 1n which there arg two treatments and eifher one or two. ap- ’ .
_ titudes: These condition€need not be imiting fhowever, in that-the .o
o programs can,be eastly medified to handlg mofe (()mplvxk onditions
as the models tor these are but simple extensions of, those used to
copstruct the prv_wﬁl programs Also, it has been the authors’ ex-

.« pénence musing the programs that, even when more than two treat-
ments or aptitudes are present, the mvestigator will usually reduce
the problem to a simpler condlitign for interpretative purposes. When '’
there are more than. two tieatments, the investigator can conducl
pairwise compansons and, it there are more than two  aptitudes,
select pairs of aptitudes for whic h the aptitudes are minimally related

to each other and maximally related to the criterion. :

~ Reterence to these and other technical issues are”made in the »

methotdological notes which accompany eac h of th@programs de+

“werbed in this manual, The descriptions and illustrations contained
within the methodoldgical notes review and occasionally go l_)vy()n(l‘ :

’ > B . I3 A
@ ontent provided by standard statistical texts which covefthese pro-—+
ERIC = . 6 .
- . o - i fa
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.7 the programs. Such study !

o1 Program ATILNT

.o . i : .
N B . .
“cedures, The user s encouraged to study these notes to gain a full un- .
derstanding ot the purpoles and statistical procedures employed by
ly Will be helptul, if not prerequisite, to com-
posing a tull and ac ('ural(-\\lnl(‘rpr(‘ldl.i()n of results.

The user may also find Relptul the=annotated bibliography which
appears at the ¢onclusion ()lh(‘ manyal and the following general ar-
ll(l(-s‘dbowl the programs emselves, »

- . .

. N .4 * ) . .
One continuous aptitude i pearly related to the werion.

¢
. . . » . .
Bonch, -G, D. Intetactions among - group | regressions:  Testing

h()m()g(‘n('lly‘()t group regressipns :md plt)tlinglr(‘g%ohs of ,signifi-
cance., '[.du"(’duondl‘ and - Psychblogical Measurement, 1971, 31,
251-253.

- e—
% a

2 l’r()gram. ATILINZ

Two continuouX aptithides linearfs

. Borich, G. D, & Wunderlich, K, W. j()hns()n-_f\]eym\an revisited:
Determining interactions among grpup regressions and  plotting

. regions of significance in the case of tyvo groups, two predictors and
one criterion. Educational and Ps yf holdgical M(‘a'sur('m('n\f, 1973, 33,
155-159. . Lo

related to the griterion.

’

4

v
i

| \
Yelated to the (‘rill\-ri(m.

- » : \
Wunderlich, K. W., & Borich, . D. De

3. Program ATICURV

. _ . .
One continuous aptitude curvilinearly

Jrmining interactipns dand
regions ot significance for curvilinear reglessions. Educational and
Psychological Measurement, 1973, 33, 691

-
-

3 Program XGROUPS.

0

One aptitude hinearly related to the criterio Y and large group sizes..
. 2 i . ’

Borich,»G;. Ix, & Godbout, R. C. Extreme groups designs and the

calculation ob  statistical power. Educational and Ve hologi(‘al

M(‘asuﬁim(*l_wl, 1974, 34,-663-675. .
\ . \
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. i o CHARTER ||
ORGANIZATION OF THE PROGRAMS
L KT WP

-

|

¢ versions that are appropriate for_use on:most CcoC 64()9‘/()6()() and
IBM 360. computer systems. Wwith smallmodifications the programs
can be made compatible with a variety of other computer systems,
sulh as DEC-10 and UNIVAC. The user should consult hi¥ compuita-
tion center to determine the apphcability of the present programs.
. The computer programs to be described fpllow a similar sequence
of operations, this sequence being Y

-

.

N ; . o
1. read intormation from the title, parameter and format- cards
and read data (subroatine. CCD),

2.
-
3. calaulate summary statisti¢s.
N , Tt ot ¢
Programs ATILINT, ATILIN2, and ATICURV:
4. test for the homogeneity of group. regressions,
+ 5. test for common intereepts (analysis of covariangel,
6. define regions of significance, o
r 7. determine point(s) or line at- which regressions intersect, and
' 8. plot group regressions and regions of significance.
" Program XGROUPS: . ‘ »
4. performs a treatment-by-blocks ANOVA on extreme scores,’
and . _ :
5, . estimates statistical power for main and interaction effects.
Each of these operations is distussed brietly below. PR
* Subroutine-CCD

ASubroutine CCD performs the tirst set of operations for all programs.

This subroutine is Used to input information from the control cards

(the title control card, the parameter control card and the format con-

trol cards) which define each problem tobe processer efore return-

ing control to ATILINT, ATILINZ, ATICURV 6r XCROUPS, the

‘@ subroutine prints the infbrmation congained on the three control
o 8

¢ The programs described in this manual were written in fortran IV

delete missing and/or invalid-data (subroutine AMISDAT), dnd




“

cards Atthe start of the routine, the tile control cared s examined to
determine whether this card is blank. 1t the title card 1s blank, a STOP-
statement terminates execution of the program. This charactentiserc
allows-the user to process multipke problems within a Aingle job?
When g pmblvm s completed, subroutine CCD s called and the nest
. card 1s read. 1 this card s blank then the last problem has been com-
pleted and the execution termimates. It this card is not blank, then it
represents e title Card tor an additional problem .m(l Processing
continues. ) '
MValuple /)r()blwn\/w)(mwn, AVhen the user wishes 1O Process
multiple problems within a-single job, data for all problems must 4
. tollow the control cards tor the tirst problem and precede the control
cards tor subsequent problems., During the tirst cadl tg subroutine
. €O alt data are read and then written in card image torm on a
Stratch tape: The data appropriate (o a given, problem are obtained -
by reterence to the data tape with the tormats provided in the control
cards tor that problem. Such multiple problem processing is appropri-
ate only when all problems deal with the same pair” ot treatment
—_— groups. Problems involving ditterent pairs of treatment Broups, must
be submitted as separate jobs.

Subroutine AMISDAT

sAmmediately atter the call to subroutine CCD, subroutine AMISDAT is
called tor the purpow ot deleting missing and or itvalid data. This
routine s controlled by the missing data option (cplumn 12 on the
parametercard’: When a 0 is punched in column 12 of the parameter
card, subroutme AMISDAT will consider all data valid; when a 17 .
punched i column 12, all blanks will be (()n\\d(‘rv(l mnvahd;: and

when a 248 punched in column 12, both blanks.and 0's are con- . -

“sidered wvalid. In that the missing data subroutine pre¢ edes all other
calculatrons, ()nlw data which meet the specificatigns goded in the
mssing data mlumn ot the pardmeter card are andlvzv(l

. v
" Calculate Summary Statistics

‘

Following. the missing data option'sequence, cach pm;,mm calculates
withii-group summary statistics. For programs ATILINT, ATILIN2 and
ATICURV, summ.lrv statistics-consist of group sizes, means, standard
deviations, and” correlations. Summary statistic s\for program
Q‘“,R()UPS consist ot cell means tor the two'main effects fgroups and ,

ERIC 9
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: .
f treatments) and for the groups-by-treatment interaction. W’h(;?ﬂf\‘\/}o\r/ .
. standard deviations are calculated as summary statistics, the printed

valie will be a sample statistic and not an estimate of the parameter
Y value. Therefore, for the table of summary statistics, standard devia-
tions are calculated withthe number of scores (N in the denominator
rather than the degrees of freedom te.g, N Th tlsewhere; ‘where

unbiased estimates of the parameter value are required, the degrees
.o . . . v :
of freedom are used in the denominator.

q
.

Homogeneity of Group Regressions Test oo
. For progrants ATILINT, ATILIN2 and ATICURYV, the fourth step in the
sequence is a regression analysis test for the presence of an aptitude-
by-treatment interaction. This homogeneity of group regressions test
involves the null hypothesis that group regressions leriterion on ap-, |
titade) are parallel, or, equivalently, that group slopes are equal .
th, . b )b Rejection of this null hypothesis indicates the existence of
an aptitiide-by-treatmentinteraction. This regression method for.
determining aptitude-by-treatment interactions differs from the tradi-
Tional factorial analysis of variance (ANOVA methods in that an ap-
_ titude commonly dichotomized or wichotomized to fit the factorial
structure of analysis of variance is-used in the regréssion method asa
Continuous measure o describe as many different types of subjects as
there are observed: values of. a particular aptitude. Cronbach and
Snow (1973, p: 3180 have shown that for the case in which there is a
moderately strong interac tion, the statistical power of a test whidh
employs the aptitutle as a Continuous variable is superior to blocking
. the aptit te at the median, blocking at the 33rd and 67th percentiles
or similar [contigutations that may be employed in a treatment-by-
blocks ANOVA -desigh: These authors have concluded that by
employing the homogeneity of group regressions test rather than a °
median split, about one-third fewer cases are required to maintain
the same |evel of power (see Borich, 19751, 4 '

B

S

.

. Test of Common Intercepts (Analysisof & .
Covariance)

Following the homogeneity of group Tvgr(\ssi()ns test, ATILINT,
ATILINZ and ATICURYV test forcommon intercepts. This test is com-"
“monly referred Lo as “analysis of covariance” and tests the signifi-
F \.‘C(an( o of the difference between group regressions at the mean of the
. ,.K o




aptitude variable. This test is nol interpreted when the investigator
rejects the null hypothesis for the homogeneity of group regressions
test, i.e., finds ah aptitude-by-tréatment interaction. However, ‘when -
group regressions are homogeneous, the investigator may test the hy-
pothesis that the'mean of Treatment | significantly differs from the .
mean of Treatment 2 when gll subjects in Groups T and 2 score at the
mean of the aptityde variale. The new,.adjusted group means for
this andlysis are determined by inserting the aptitude mean into- the
regression equations for Group 1 and Group 2 and golving each for Y,
the adjusted group mean. :

S

v

»  Points of Intersection” - |’ .
ATILINT, ATILIN2 and ATICURV determine the point or points at .
“which the-regression lines (APILINT, planes (ATILIN2) or curves ‘

Y ATICURV) -intersedt. In the _case of the ()nu-prvdi(‘l()r, ATIUNT,
- model; there will be one point of intersection if the' group regressions
are n()l‘parallvl. In_the case of the two-aptitude, ATILIN2, mode, a
straight line Helfines Me interséction of twor nonparallel regression
planes. This line is the “line of nonsignificance” or the “line of

no ditference betweeR regression planes.”” For ATICURY, there may

* be ndnp;onq, or twadoints of intersection. Points of intersection will
be useful 1o the user in visualizing regions of significance which, if
present, will always be defined to the right andor left of the p;)inl(su)/ .

. co . »
=or line of intersection. ) . oy

. ~ .

Regions of Siénificance
" Aregion of significance describes a range of values of a p'rodl("l()r tap-
titude? variable for which there are significant group diffefences on
the criterion—that i, the separation of the regression lines is signifi-
cantly ditterent from 0. The difference botween groups. (Y, = Y,) will
Y exactly 0 at a point orline of intersection and the group
differences will be nonsignificant at walifes ‘of the prediglor variable
which lie'close to an interser tion;” Areas farther 1o the right qnd/dr the
Heft of “an ‘intersection in which group differences. are significant
define the regions of significance. There may be cither one (to the
right or lefu) ortwo (to the dght and left) régions of significance about
~an ntersection. The calculations of regions of significance that are
petformed by the programs in this manual follow or are éxtensions of \
yormulas set out by Johnson and Neyman (1936). The user may be in-

@
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terested in other, dnak)wus proc edures f()r calculating regions of sig-
¢ nificance which are reported in an article by Cahen and Linn (1971). . .
This article is annotated in the blbll()g,raphy that appears at the con-

clusion of thls manual. ,

Plomng Regions of Slgmflcance

Programs ATIUN1 ATILIN2 and ATICURV employ. a graphical output
routine  which constructs égscatler plot, draws the within-group
regressions and delineates the regions of significance. The programs,

. allow the user.to choose a 12 x 10 inch paper plot, a microfiche plot
for use as a photographic negative, or no plot. As the programs them-
selves do not calculate the, number of cases which fall within the’ -
regions of significance, it is'important that usess use the plot option
whenever possible to insure themselves that any regions of signifi-
cance that may be defined are-of practical importance. ’

- Users will nged to check with their computer installation to deter-
mine if a plotteris available, Users whose instatlations do not include i
a plotter must indicate the “;no plot” option on the parameter control
~card, and these ysers may find it necessary "to insert dummy
subroutines named PLT, SYMBOL, NUMBER, LINE, PLOT, AXiS, SCALE,.
+ BGNPLT, and ENDPLT. Th(' formy of these dummy subroutlnes is as

f(){l()ws : . . .
‘ K 4
» SUBROUTINE PLT (1, F2,-1) . .
o RETURN ’ : :
END ’ Y

k]

Appmprmlv subroutine name cards for the remmmng, pl()mn;,

subr()uluws are: . _ ..
SUBROUTINE BGNPLT 11, FJ, 12, 13) _ . ®
SUBROUTINBENDPLT 4 '
SUBROUTINE SYMBOL (F1, F2, F3, 11, F4,12)
SUBROUTINE LINE 4FT, 2,11, 12, 13, 1) .
SUBROUTINE SCALE (F1, F2, 11, 12) e
SUBROUTHNE AXISFL, F2, 11, 12,-F3, F4, F5, F6). . ’

s

" The. graphical output routine included in the present programs is
. appropriate o the CalComp plotting package. (California Computer ~
I’m(IU( s, g, Anahmm California). It will be necessary to alter the

[mc B 12 s

T ~




\ ° w -~

b‘ b * ) . ’ © »

plotting_routine within “the present programs for use with (\lher
.graphical output packages. ’
The-graphical output routine included i the present programs res
quires the following subroutines: -
PLT: . converts all pen {beam) movements from inches to
[ device commands and creates an appropriate file of
) v these commands, \
. i
- k) . . i AR .

a SYMBOL: draws any sequence of characters and symbols. The
L entry point SYMSET can be used 16 redefine any
. . \ symbol. SYMBOL calls only PLT.

C, ' ’ . |
NUMBER: | draws the tixed decimal equivalent of the internal
: floating  pomt number. NUMBER calls SYMBOL
hich calls PLT. 770 . . ‘
e PLI , ~
. . N . . Y
CEINE: plots a series of datd ponts defined by X and Y, con-
‘ 4 necting the points with straight lines if requested. It
thay call SYMBOL as well as PLT. e
N o o 7 b -
SCALE: examines a data array. to determine optimdi start-
> /’mg valte in a scaling factor for use by AXIS-and LINE
lin converting datg units to plottér page dimensions..
[ 1Lis one of the subroutines that does not call dny
I other routine. o ’
AXIS: draws an axis line with the appropriate scalé an-
. - notation and title andj(all.s—SYMB(')l and NUMBER
Cosas wellas PLT. - o " -
—> T BGNPL ﬁ? . begins plot. ’ - o
[ . . . .
. ENDPLT: o Tends plot. .
4 * i 4
- . - E -
~ , ' . S
Treatment by _Blocks—ANOVA -
S ool
“ - ) f@r* ; )
- This analysis is performed only by program XGROUPS. XGROUPS
. classifies an aptitude into high anddow categoriesygeach containing
equal numbers of extreme cases. The analysis yields mean squares for
© 7 treatments, levels thigh vs! fow (at(‘g()ri('s‘),‘ trealment- by levels and
‘ Q '/’ ) : . o :
E lC ‘ . 3) ‘,! . ~
O ¢
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X
« .
OV
. r
X 2t
I * P

A ‘ : A i
resrduaj error. The [-ratic’ for: treatment by levels is the test for an ap—
mude treatmem mteractlon. ' .. - A

e

'Eshmate-fStatlshcal Power i S -
(S

e - l A . 3 ‘- - e .

‘These -calculallons also are ‘made only by program XGROUPS.

XGROUPS.calculates the statistical power (7 — ) for the main effects - * '

1' {levels-and;treatments}, and anteraction llevels by tréatments) for the o

- treatmenbby-block& A[\IOVA “power is calfculated with funlction -
. . %R which provudes power- estimatds-carresponding to- Cohen"s
AP (1 969) tabled. values for differing values of (0 degrees of: freedom in“
"o, the denominator of the Fratio, )] cel! frequency and (3} the -ratio

- requnred for sngmf:cancC “

- - ™

SUmmary

Jhe sequence of steps and outpul for the pro&,rams in. thns manu;al is L
5ummanzed below. .. N L '

. j A‘F o )

¢ -

., Sequence ob-Steps mx{e)dxput‘_‘ ATIUNT  ATILUN2 _ ATICURV  XCGRQUPS

R
» f

CM pm 5ubmu|me o X

alls mlssmg'dam -
subroutmc AM|SDAT .

Calwln(os summary
smmn(s

T 55 humo@,on('ﬂf of
g,mun regfe ss100s

Iosls mlorcep{s ANCOVA)

Dvimos polat (sume
of intersedpon

Plots sggions Le;

* Perfomms weatmeptby-plocks
AM)VA: )

» s

tcumaws Statistic al power

LA .1 70x provided by ERIC
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. o

residual error The 1 ratio tor treatment by fevels is the testtor an ap-
trtude-treatment interaction

.

, J
. €stimate Statistical Power

These  calculations also are nm(lv only by program_ XGROUPS
©XGROUPS calcalates the statistical power 11 gitor the Tnam etects
4 devels and treatments? and mteraction Tlevels by treatmentst tor the
treatment-by- hlocks ANOVA. Power s "glculated with tunciion
POWER, which provides power estimate®s u)rrvsp()n(lm;,, to Cohen's
19691 tabled values tor dittenng values of (1 degrees of treagom in
the denomimator of the f=ratio, 121 coll frequency and 13) the [=

L -
required tor signiicance, .
A . -
. .
.
Summary ° -
fhe sequence i)hlvps and output tor the programs in this manual i
summarized helow -
—_ - 2 pe - - - PR e e e wee e
CSequence ol Steps and Outpat ATIEIN AN ATICLRA NGROUES
’ v ,
Catls mput subroutine €CD \ \ \ TN
N .
Calls musaing data v P
subtoutme ANISDAT : \ \ At \
-~ .
Calcudates MmN -
Aistics A CN \ \ .
Tests homuogeneity ot T
WIOUP TSSO \ AR AN
A 4 '
Tests uitercepts  ANCOV A \ \ \ ‘
Detines puant ~ lane '
ol nterses on \ \ ‘ \ .
! .
Plots redions \ LN \
Pertorms treatment by blocks . - R
ANON A N
, : -
Estiates statisti gl power M X
) N
14
(< J o }
'ERIC -
; . . .
\ \ .

' \ )
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CHAPTER I

—  SY$FEM CONTROL CARDS, :
. +— !

.

The outline below presents the sequence and description of the

" system control cards required for submission of the programs to The
University of Texas at Austin Computation’ Center. Other users will
need to adjust this sequence in accord with the requirements of their
particular facihty. Figure™1 (p. 14) reiterates the control card sequence.

1. User identification card
2. Password card *

3. Job card ‘ . ' . .
4, . BSTAT Macro (ard‘

5. 7/8/9 card

- .

. - 6. Progratﬁ buffer card . i
7. Call program card ‘ @ .
, :
. '
- 8. 7/8/9 cad . . v

9. Program control cards and data

10. End-of-file (EOF) card .

1. User Identification Card -
} p
Col1-7 user number assigned by Computation Center

Col 8+ comma

’ .
Col 9-28  user's name (as many columns as needed)

i

Q  Col29 . period . 16

9




*2. Passwort Car_d

Col 1-3 password (mmally assrghed by Computatlon -

-Center’) A“ .
. Cold413  "=PASSWORD.” o
3. JobCard L ‘ oo
. Colgd . ioB* s . \

: - Col 4 _ comma ) \‘\‘\\
\'D /] “col510  “TM=010" (time limit in seconds) \\\
‘ Col » ‘t comma - - |

. . Col 12-17  “'PR=100" (print limit i; pages)

. ”
Col 78 period ]

These limits may be omitted (with the. preceding comma) if the .-
valie to be used is |ess than: ‘ ) -
~ 2 \

. 8 Seconds'qf~time .

= 717 printed pages. ,
The example limits may be increased as needed. If the default
Itmits are accepted, the JOB card may be.omitted. ~

- 4. BSTAT Macro Card

. Col 1:23 '“‘EXECPF(2350,STAf,BSTAT)" )

’ A -

5. 7/8/9. ‘ , - = .

This card contains the numbers 7,8,9 punched in column one. This
7/8/9 card separates the preceding system control cards from the
]:KC squent FORTRAN program cards (cards 6 and 7).
e 17 © | B
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% #ogram Soer Cas
~ .
. Trow caC oegie M (e T e T e Mo PrOLR AN livned s
e morg SHECT  semmm (o 73 The DU teQered sUT the
Béared Drogram ate Ten IIeT 11 DATENTNEsEs Larirmg n Cof 22
The number an9 Tpe o o buries wib be dmeren: oy each progmam
seletted Thererure tne toliow g labie should De consulted 1n com-
pretmg ths card . T
*
Prpmer C o Bt Reegamed
: ATIING NPLUT OLTPLTRLOT TATET =R 0T TARETS
RIUNE NPT UTRUT 20T TAPES )
N ‘
AT LR, PPLT OUTPLT PLOT TAPTTS
XGROLPS TRLTOTELT TAPETS
.
/' ColT-13 [ PROGRAM
Col 15-20  SHECE™ .
. > L e -~ . ,
.’1 -
. Col22-72 burens . - .
. ’ - L] -
L Exzmple 3 - . .
4 PROGRAM SELECT I\PL:OLT?‘LT?].OT |-‘\PIT—?LOT FAPEI5V ..
. N h
T Call Program Card . ‘. .
v, B . - - iy
This terd 2lso begms o Col |~ and reused to c2ll ghe program |
-Cesved g . ‘3 )
Col 710" ¥ caul R S
- l .
) ... Col12-18 | nemwe of progem ¢ - .
. * -
. . .
#Cel 20 s L. .
&% : - ' .
.. Col 22-24 E\D .
£ % < *
o Ererple,  CALL ATLNTISEND S 7 : .

ERIC . _

OOTmETE, . 1% 18 .




6. Program Buffer Card

This card begins in Col. 7 with the word “PROGRAM” followed by
the word “SELECT” (starting in Col. 151. The butfers required for the
. desired programeare then listed in parentheses (starting in Col. 22).
The number and type of buffers will be different for each program
 selected. Therefore, the following table should be consulted in com-

. pleung this card.

Program ¢ e Butters Required *
T L] - . . P Y
. ATILINY INPUT,OUTPUTPLOT, TAPE7 =PLOT.TAPES:
ATILIN . <PUT. OUTPUT.PLOT.YAPEIS)
< .
ATICURV ~AINPUTOUTPUTPLOT.TAPETS)
XGROUPS INPUT,OUTPUT, TAPELS:

Col 7-13  "PROGRAM”

Col 15-20 "SELECT"

> . 13

Col 22-72 buffers . * - - B
" Example: ’ v .
“PROGRAM SELECT (INPUT,OUTPUT, PLOT TAPE7 = RLOT, TAPH 5)

—_— . ~

7. Call Program Card . " -
- . o : e
This card also hegins in Col. 7 and iscused to call the program
desired. 5 | . - .
S - . » : : -
Col 7-10" FrCALL” o
Col 12-18 | name of program - )

¥col20 |78~
- l
1

& % |
Col 22-24 ''END”

© ' Examples “CALL ATILINT § END” o
, * 11 18 i .
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-

This card contains the numbers 7.8,and 9 punvc.hed in.column one.
This 7/8/9 card separates the preceding FORTRAN program cards
from the subsequent program control cards.

- -

9./' Program Control Cards and Data

h.l’ . » ’
» ~The p\ggram is controlled with the following cards which are
specific toleach program. Chapters Ill, IV, V and VI of this\mandal will -

explain the preparatnon of these program control cards.

» a

Alphanumeric title card - ) B . ’

Parameter card(s) ‘ P
. 4
F-mode variable format card fof Group 1 indicating locations on

data cards of relevant aptitude(s) and criterion .

(Group 1 data, aptitude(s)rfirst and criterion second) . »

x

» F-mpde variable format card for Cro@p 2 indicating Iocatnons on
data cards of relevant aptitude(s) and criterion

.

. (Croup 2 data, aptitude(s) first and criterion secdnd)
- . A separate set of program cehtrol cards is required for each problem '
. tobe processed. Data for all problems must be included-with the pro-
gram control cards for the first problem..Group 1 data for all probléms
" follow the Group 1 format control card for the first problem. Group 2
data for all problems follow the Group 2 format control card for the
first problem. Program control. cards for addjtional problams follow
the Group 2 data: A blank ¢ard is inserted after the last set of program
control cards. The sequence of program control cards and data is pre-
sented in Figure 1. Nol(\that all problems submitted within a single
job must concern the same pair of treatment groups. Problems involv
ing different pairs ot'treatment groups must be subm:tted within s¢
arate jobs.
Data organization. Data should be arranged‘ by sub]ect with
ment group with all of the data for Subject 1 preceding t+
* 2, etc. Within a subject’s data, a predlttor (aptit

19 '
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e ]

" must precede any critegion variable included in a problem with that
predictor variable. The predictos variable(s) andscriterion variable ap-
opropn‘te to a specific problem ase determined by the format cards in-/
“cluded in the program’ control cards for that problem.
” L3
0. EOF Card : -
, o - .
. The numbers 6, 7, 8 and 9 are punched in column one. The EOF .
card indicates the end of a job. - . .
> . - ‘ oo
[] M ' ’ « !
. \»‘ . . -
- ‘ % -
teD [
\ N
v i -
&
‘. Aol .
; "
. .
- e \
. e » ! Rt
3 ‘.
¢ 4
i!(
L L4
20 -+ - \
o

ERIC W
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Figure 1.

Aruitoxt provided by Eic:

/
/

Blank (f there are no further problems)

3

e /Cards 9-11 and card 13 are repeated for each additional problem)
. ‘

] 1 ”_
T

/

11

¥
-~

Group 2 data (for a‘l\l problems) “
Format card - 13) v

/¢ Group 1 data (for all problems) (12)
/ Forma: card ] : "‘(11.) A

_ /- Parameter cardis), ‘ . , ('lO)l

Alphanumericlutle can; ‘ - 9. \l

?’;’8/9 . h ) (8)

i Call Program card -7

' : - ®)

at

i | /ngmm bufferca‘(d
'8/9

(5)

le

7 -
: Macro card _ - .
- . job card, 3
Password :
- » _ - ’ 5.
' /User identification - (-

System and program control card arrangemedt. -

./' : ‘ . .
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Aruitoxt provided by Eic:

CHAPTER III
ATILINT

-

Program Description

This' program tests hom;)geneily of .gfoup regressions and defines
regions of significance for the case in which there are two treatment
groups and one continuous aptitude oftrait that is linearly related to
a criterion. Program outputs (1) table of summary statistics — group

sizes, means, standard deviations, and correlations between aptitude

and criterion; (2) regréssion equations (Y-intercepts and regression
coefficients) for each group; (3) the aptitude value at whith group
regressions intersect; (4).F-value, degrees of freedom and probability
for the homogenaity of group regressions test; (5) [-value, degrees of
freedom-and probability for the test of common intercepts (analysis
of covariance); and (6) aptitude values for which treatment groups

" ar€ significantly différent (regions of significance). A flow" chart for
program ATILINT is presented in Figure 2. )

'

-Program Input . "

L . i A ¥
L}

“Card 1 alphanumeric title card Col 1-80-

P »

Car_d‘ iﬁg@'\ partarpeter card: ) &
bs N Col 1-5 N for Group 1 (maximum = 200)
> Cole-10 N for Group 2 tmaximum = 200)
Col 12 ~ missing data option
-0’ = all"data valid
1 = blanks are invalid
: 2 ='§/)|anks and zeroes are invalid
Col 14 * output option
0 = plot
“17= film
= printed output only
Col16 °  option for table of predictor and cii-»
terion scores listed by subject within
treatments. If this option is' taken, 1D

3

15
22 L "“‘ v
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’ Fhi{zure 2. Program ATILINT flow chart.
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" titude score, and then the criterion score. If Col

1

: todes will be read according to format
- . and will be printed out (A5) along with
corresponding predictor and Criterion
scores for subjects in each treatmenit
group. Subjects with missing data quI
not be ||,sted in this table..
=no table : .
= list 1D codes and scores (begin
format cards with A mode field»
Col 18 no. of cards per subject in Group.1-
Col 20. no..of cards per subject in Group 2,
«Col 25-34  alpha level for regions of significange

)

Card 3, format for Group 1 Col 1-80
: followed®by Group 1 data

Card 4 format for Croup‘Z Col 1-80 - .
’ followed by Group 2.data

Card 5 blank (after last problem),"
for multiple problems repeat cards 1-4, omlmng data

s (if desired), the ap-
on the parameter
card is 0, then formats must specify two F-mode fields—the first field
for the aptitude and the second for the criterion, IfICol 16 on the

Data cards should contain subject 1D co

parameter cafg.is 1, then formats must specify an initial A-mode field -
(A5 or less) for the ID code‘}and then- the tﬁmoe fields.

¥
<
.

Example Prpblém

Data for this problem will be the first predictor gfrd<thie.criflerion given
as-sample data in Chapter VIl (p.95) of this ma ggram control
cards for this example problem are as follows.

. 1. Alphanumeric title card

/Example problem for ATILINT -~

o




[y

2. ‘Parameter card
. N _‘

0005000050 ©-0 1 1 1 .05

" Format card for Group 1

(A3; 1X; F2, 2X, F2)

4. Group 1 dgta

5. Format ¢ard for € .r()up 2

«

(A3, 1X, F2, 2X, i’»‘z

6. '\*Group 2 data

7. 8lank card (after hst pr oblem

-

Printed output for this example problem is glven in Ftbures 3 and 4.

Plotted ()utpul is given.in Figure 5 ,
h- 0

.- 18
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s . ,'-
- . °TABLE OPNPREDICTOR AND CRITERION SCORES LISTED BY SUBJECTS WITHIN

* "TREATMENTS °, . )
- R
- TREATMENT 1 - . - L o S
PREDICTOR » CRITERION  ~ * . " -
10.00Y - 2 5.000 o : T
15.000 7 15.000 - . <. .
20.000 "5 15.000. S e S oo :
. 25.000. ~ 20,000 . o -
o 30.000 * 20.000 i <
20.000 25.000 .
; 35.000 25%000 :
- gos 40.000 25.000 ‘ . .
} -~ oe9 30.000 - 30.000 - L.
* 210 - 40.000 ° . °© 30.000 " s e
011 - 50,000 30.000 : ,
- 012 25.000 35.000 -
i .- @13 . 30.000- 35,000 I
e 014 « 45,000 35.000 ~ - . o
. oS 55.000 + 35,000 ° S ;
216 . 35.000 - - 40.000 . . : o
017 40.000 40.000
, @18 50.000 -~ 40.000
819 ' 35.000 : 45.000 .
. e - 55.000 45.000 L T N
@21 60,000 . 45.000 . B
. @022 65.000 45,000 . . ) .
023 40.000 - ° - 50.000 . o
024 °, 45.000 50.000 o . :
.@25 . ~ 50.000 ) 50.000
- 026 60.000 50.000 .
027 65.000 C T 50,000
028 70.000 . 50.000 - . .
029 "0.000 55.000°
230 50.000 . 60.000 ¢
. 231 " 55.000 60.000 ..
032 60.000 60.000 :
‘ 033 * 65.000 .%0.000
034" 70.000 60.000. - .
, 835 . 75.000 60.000 o -
236 60.000 * - §5.000 < ‘
037 70.000 65.000 . . .
@38 . . . 80.000 65.000
039 - &0.000 70.000 - . .
040 .65.000 70.000 ' .
- @41 70.¢00 70.000 - ™
toa ‘@42 75.000 70.000
043 . 85.000. © 70.000 . .
. 044 o 70,000 35.000 7 . ~ .
@45 © 80.000 7¢8.000 " - _ . B
. 046 75.000 80.000 :
" . Q47 85.000 80.000 a !
. . @48 : 90.030 .- . 80,000 ) .
049 > ag.m 2 « 85.000 i D
" @50 * 9¢.000 85.000 ! s ‘ \’
. b ’ .
’ ’ ) \ " - ¢
. .. ‘ .
’ o o ; - . . ) - :
. Kl T - .
- Figure 30 Printed outpul for ATILINT example problem—table’of pre-
- . o dictor and criterion scores.
- - - - - . N .
Q PR 19 ' . :
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TREATMENT 2 Ve ) - !
. Lt ) ’ -
~ 1D REDICTOR CRITERJON
@51 0.000 . 70.Q00
@52 /# 5.000 65.000 | .
253 / 5.000 7%5.000 '
@54 ;' u0.800 © . 15.000 . ° . \
as5 ! 15.000 7. 60.000
@56 |/  15.000 70.0200
@57 ' 20.000 75.000 :
ess | 25.000 55.000 : s
®59 ./ . 25.000 70.008 ‘ *
" 260 30.000 0. 000 .
S 061 30.000 © 65.000
: 262 30.000 75.000 5
263 35,000 50.000
7864 35.000 55.000 o ‘o
265’ 40.000 60.000 : . i
©. @66 | 40.000 70.000 -
267 40.000 -~ 75.000 . S e
: 268 45.000 55.000 ‘ .
- 45.000 65.000 .
SO et 50.000 45.000 .
. @71 - '50. 200 65.000 : N
ar2 55.000 40.0200 ' - N
: a3 55.000 ¢ 50.000 : ‘
. ‘074 55.000 ‘. 55.@00, -
ars 55.000 © 70.000°
276 60.200 . *  55.200 .
a7 65.000 30.000 , .
278 65.000" ,  %0.000 S
a79 65.000 65.bo0 . ‘
280 - 70.000 25.000 :
g 281 . 10.000 35.000
@82 - 70.000 © 43.000 ' " ‘
283 70.000 55.000 ’ : ’ !/
178 . 10.000 6d.000 W, /
285 75.000 20.000 , . e
286 . 75.000 - 30.000 e
287 75.000 40.000 P«
288 75.000 50.000 L
@89 - 80.000 15.000 .
a0 800 45.000 N ]
@91 ,80.00 55.000 .
092 85.000° 10.000
@93’ 85.000 15.000 PR
294 85.000 25.000
295 85.000 35.000
@96 85.000 45.000 -
97 99.000 9" 0.000 y .
¢+ @98 £8P .000 10.000 - -
@99 }“g'g.onn 20.000 .
100 50.000 30.000 :
LY . .
\ T ) - ©

Figure 3 (continued).  Printed-output for ATILINT cxample problem—- .
lablo of predic lor and criterion scores.

.
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lehodological Notes

T AN . .

RN M

v

I Homogenery of Geoup Regressions Tost

v

To test the hypothesis that the regressions tor two groups are parallel
~t ¢, the slopes are equal” ATIHINT constructy a standard lincarpredic- | -
ton model of the torm-~ ‘

\ oo e
_ \, < ”/"/,*”z"‘z;*”;‘n”’-x"

’

4l+(\/' . ’ {”'«x

1= N A bemg the total number ot subjed ts in b&nlh'gnmpsr

M N L

where L the criterton; h,?ﬂ?’h\gwssmn coethcient tor the first

group membership vector, X sscored Tats san Group 1, scored § it

not's b, the regression coethicient ot a second group members hip
S vedtor, X isCored 11 5,151 Group 2, scored 01t not); b, the regres- - .
smr?"uwm( ient ot the product ot X, and the aptitude vector (this
product symbohzed as % ;I>; and b, the regression coetticient of the
produit of X,, and the aptrtude vector tthis product symbolized as
Xy, N o
The residuat sum ot squares (Xe has degrees ol freedom given by

the number of Sy minus the number of linearly in(k;p('r{d(-nt
paraméters. Thieretore, we have N~ 4 dtor, for more than two treat-
ment groups, N - 2k dt, where k equals the number ‘ot treatment
groups. . ' ;

To test that b, = [’4' 1o, that the regressions are h:)m()g('nm)us,

the data are fitted to a second more restnicted modet which repre- -

sents observations within cach treatment group about regression
:

lines with a common slope. This restricted model is of the form .

. *For oxplanatory purposes, meNgodological notes may reflect alter-
native but mathematically identicd” proceédures 1o those actually ;

employed.by the programs.

30
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WHERe & onE weltor of aptrude wotes B e ceadud’ suam oo
2 . e
squares 17 we Mg - 3 or o more than tmu Teaimiemt
goups N—k - T o wheee i éguile the number of teatmen
-~ o i £ - 3
groapr Sae the cevtted moded 2. Lombines predncor 1anabies
. “a, 2 .
treated segarzteh m the stenmg model 10 317 & expetied tube

grezter than Esf These sues of sQueres Lan be egual 1 the aull§ m-
pothes s true e 7 group repmeroms ¢ homogeneoas but 5172 ;

cznnot be jess than 2e -

T et figr homopeneos xb;r: gn Preprahess suB of sQuaTes 1

'larme-d,g:venb. S'h- =37 —‘r» with %=-3 - n-4=1d
b

o, tor models with A treatment roups & = 7o The f-test” 107

homozeneous slopes 1 then grven by

A

A

'

. S8/ K= T )
Fk —1.N=2ki="" .
he . “‘ l Y — ?‘\’ .

“Ths f-test Muswe-s the general merhod wn spntiiame testng .
w thin thecontext » mul.:pk rf-_zre-»»m anclysns Sgnitiarne testmg
prxeeds atcording o the toldoning steps Frl. a slantig o il
model i» wntten Second a et LoD fedenant 1o the tvputhess v
smterest o attien To=d a restrnted mudel s tommed bt i urporat-

* g this re~trn fun M1 the 1) model Fuurth the Bvputhess sum of
squeres 55, o7 m«.‘ by subtrattimg the 1!l rmdel efror sum o3
squares S5, it T zbc restrted model emur sum Lt squares
55,0t Tbe degrers o teeCom Tor SS;T egual 1he de;_:;rea ]

(%<
rreeCom i 55, ,mudh{ degrers o !:éedom ux 55, Foth, the .
f—x—sz 10x the hvprjbesss of etest s g ven by e
. o SS},p/.p'._ .
. Phipr Pl =55, 1,
&) y
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Y = Xo 4 byX, E b X ) ‘ {21

or alternatively S
= hix“ + bzxz.' +b A

where A 15 the vector ot d[)lllud(‘ scores For the residual sum o )
squares (X} ,2) we have N = 3 dt or, tor more than two treatment
groups, N -k - 1.dt, where k équals the number of treatment
groups. Since the restncted model (2] combines predictor vanables
treated separately-in the starting model |1, );f,“) is expected to be
greater than- (‘2 These sums ot squares can be equal if the null hy-
pothesis is true (Le., If group regessions afe homogeneous), but X

2
cannot be less than e
To test for homogeneous slopes, an hypothesis sum ot squares, is

) «
formed, given by $% = ).’I;? - .‘;(';‘ with IN - 3) — (N - 4) =1 df

hyp
or, tor models with k treatment groups, k — tdi. The [-test* for

homogeneous stopes 1s then given by
Sy, p/ k-1 -

Ftk =1, N = 2k) =
: : . }.'(".2 / (N — 2k$

*This T-test illustrates the general method tor significanee testing

within the context.of mul.t’iplv regression analysis. Significance testing
proceeds according (o the tollowing steps. First, a starting or full
modelis written. Second, a restriction’relevant to the hypothesis of
interest’ is written, Third, a restncted model is formed bf incorporat-
"in;, this restnction into the tull model. Fourth, the hypothesis sum of
squares (55, v " tormed by subtracting the full model error sum of
_squares osf i/ frﬂm the restricted model error sum of squares
(Ssrstrd) The degrees of freedom for SSpy vp ('qual the d('gre(‘s of
freedom for §$ rotrg TINUS the de},r('('s of freedom for Sb' m Fifth, the
F-test for the hyp()the'ms of interest is given ‘by
g CHdh, L di, )= St/ hyp '
hyp' “full” — S5, // df

full
° 24 -
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*A caution should be noted in the case where the distufiGtions of

.o dptltudv scores for the two groups tend to have restncted ovorlap In
~ such an nstance, hererogeneous linear regressions tor two groups
may simply retlect a common ¢ urvnlln(‘ar regression as in ¢the follow-

ng diagram : ®

In such a'case, the homogeneity of group regressions test may be sig-
nificant but the conclusion that. group regressions actually differ

would be erroneous. The user should study the pl()tt(‘d output

-

ar(‘tully o avord such incorrect (on(lusmns .

2. T('sl of Common Intercopts (Analysis of Covanance) .
LTo test the hypothesis that two treatment groups are not significantly
difterent when subjects score at the mean of the aptitude, ATILINT
constructs a tull model of the form . T
* ‘ -
MR W TR U TR
. '

. ),

where Y s the criterion; b, the regression coefficient for the first -
group membership vector, XI" (S((')red 11t 5,15 in Group 1, scored O if

not); and b ‘the regression coeffic ient tor lho second group mem-

b(‘l’ShIp vv(tor X5i (scored 1 if S, is in Group 2 scored 0 if not); and .
b ;. the regression coefficient for th(‘ aptitude variable, X ;.. Note that

this model is identical to [2]. The degrees of freedom for the residual

sum of squares (2(»2) for this model are N — 3 or, for the case of k

treafmertt groups, N k—1. : . :

- To test for significant intercept differences, ATILINY constructs a - -

(‘u)nd more restricted m()d(’l of the form

Yi=aj-b3x3i+fi

O , 25 ‘
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. where a s the Yantercept and df = N - 20 This restncted model
results trom plac g, the restnction by =b, o the tull model,
An hypothesis sum ‘ot squares (21 ,2 - ).(-IZJ and f-ratro are con-.
structed incthe usual manner, using the error sums:of squares from the

tull and restric lvd‘mu(lvls,

3 Point of Intersection (Test ot Ordinality) ' -

An apmudv treatment ainteraction 1s said to be ordinal when group
FEResSIoNs (Crterion on apmud(-l fa td intersect within the ob-
served range ot aptitude values and diordial wh('n BrOUP regres-

sions do intersect withan the uhs(-rw-d’ range of .1|)t|lud(- values. Or-8

dinality’ may be noted from a |)|ul ot the ;,r()up r(*g.,r(-ssu)n hnes or
trom deternuning the point ot anterséction as given by . '
. ' )74y S ‘ v
| Xo= L0
b, - b

N

wherea / and b

are th(- mlvru-pl and slup(- tor the criterion on ap-
titude regression oup 1 and a, and hz are corresponding
values withi Group 2. I Ay talls w»lhm the range ‘ot observed ap-
titude values, then the ml(-m(lu)n i disordinal; otherwise, the in-"
teraction s ordinal. - '

4 Regrons of Signihicance® .

A fegion of sigmihicance descnbes a range ot aptitude vanable values
tor which there are sigmticant group ditterences on the critenon—

¢ the distance between tHe regression lines n s»gnlfi(anlllydﬁiff(-r(-nl
trom (. Todentity fogums ot signiticance, the lohns()n-N(-yindn tech-
nuue '](‘)hnmn & Nevman, 19136; l()hns:)n & Jackson, 1959 |.‘s
employed. All values of the aptitude variable, tor Whl( h lh(*r(' are sl;,-
nihcant ditterences between group regressions tY - Y 5 are in-

-

“To avond contusion the reader should note that regions, of signifi-
cance as reterred to in this, manual are mathematically defined and,

Jherctore, may not necessanly tall within the range of data. .

Q - » 26 \
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cluded i regions of sigmticance. Wheh the difference, Y, - Yz, tor a
. single aptitude vanable value is of interest, a t-statistic with

N7 + Ny = 4 df can be computedas follows:

with D = 91 - ;’2 and

> o B
szy' —x?

. oo 2y i N’ 2 X=X
S Sp=1| 2 Cyy, = + I -
‘ i=1 Cxxl. N7N2 =1 Cxx,. }

~

N1_+ NZ

- 4.
where 1 refers to treatment group; N, and N, are the numbers (;ﬂaub-
jo(ts an the two treatments; N =N, + MZ, Cxx =
s x2
ny 5 Y
'/ny = XXY - (XXHEIV/N (sum of cross products); X' is the: aptitude

value at which we are testing the d|stan((* between regression lines;

- XN (sum of squares for X the apmude varlablo)

2 - (2Y) 2/N tsum of squares for ¥, the criterion variable);

and X is the mean of the aptitude variable.

Bounding aptitude variable values far regions of significance are

obtained by solving the equation et

«  —BxVB?-AC o

. . X“, n : -

=

where A, Band C represent terms provnd(*d by Walker and Lev (1953,
p. 401). The equation fof bounding values gives two (rpal);tkqlugons %
when 8% = AC is greater than 0, one real solution when & @C is o
exactly equal to 0, and no real solfjtiong when 8% — AC s less than 0.

A bounding value separates a region of significance from a region of
» " nonsignificance. Consider an obtained bounding value, x. Does x
- represent. the upper bound of a region of mgmfncance falling below it,
or the lower bound of a region of 'sng,nlflcance falling above it? The .
point of intersection can be used to- determine which alternative

reflects the true state of affairs. At the point of intersection, the pre-
ERIC B v |

/




Cregion ot nonsigniticance. 3t the

dicted crtenon dhiterence betwedn the groupy s 0. Such a zero
ditterence can never be (_s\ml.um-d withn a region ot signiticant

b
ditterences That s, the point of

. AL

ol ot intersection talls in the
L .
< )
region below a bounding, vatue, then that bounding value s the

* o » ’

lower bound tor a region ot 's’ngnmL ance talliig above . It the pomnt
: .

value, then that

ot intersection 1alls in the regron above the boundi

bounding value 1s the upper ﬁ«@‘nél tor a e ] slgm{tlmn( ¢ falling

below 1t

Considerthe location of regions of significance when no bounding

-

values exist In this case, a single region exists—that region vx(ending

fryom ~oo to +oo on the a[m(udo variable. Given that the group
FeRressions are not exactly paralk'l then this region contains an inter-
section and 1t 15 a region (ﬁ,:nonslgmtl('anu'. As a general rufe, a lack
ot bounding values indicatds no regions of significance.* e

The Jocation of r(';,,l‘ons of. si[.,nifi(an(‘(' when a single b()undi'ng
value is obtained deserves fittle auvn}mn A single bounding value

wpresents a highly mlpmhdbl(' case—the term 8%~ AC in the

"bounding value equation n&‘cxd( tly equal to 0. The improbability. of

this situation is matched by a peculiar region of significance.’' When a
single bounding value exists, then that single point is the entire

region of wgmfl(dn( e wnh segions of nonsq.,mtl(an((' falling both

Al

above and below it. . ‘ .
-

“

] . - . i
*An exception to this rule occurs when the'group regressions are

exactly parallel; Parallel regressions produce no intersection, and the

single region may be (w("?\(', raregion of signiticance or a region of non-
, .

significance, This_ exc optl()n is of dittle or no ump()rtan((' for two
reasons First, exactly parallel group regressions are highly lmproba—
ble, and Yetond, lhe' ]()hnS()n -Neyman-tec hriique is not intended for
use when group rvgrc'ssmné are homogeneous. When regressions are
h()mogvneous slmplo analysis of covariance pr()v:dos an adequate’

dnalysls s(mtv;.,y : : . .
o :

intersec tion always- liesgyithin a
"




. B . .
’

When two bounding values are obtained; then either one’or two o
' re;.,l()ns ot significance exist. Lol X fepresent the lower of two bound-’
ing leuv s, and X, th(- higher ot lW() b()undlm, values. If thesintersec-
tion fatls b(-twv(-n X and x; then two regions of significance exist—
one region extending tr()m oS 10 X/, and the other region ('xt('ndm;,

from x,, to +oo. If the lnt('rse(tl()n talls below X, or above By then a -

H
- single region of significance exists with” X asits, lower bound and Xy
« "« as its upper bound. Figures ba and 6b |I|us_trat(' one- and two-region-

€ases. ) ) .

The occurrence ot a single region of s'ighin( ance may at first seem
counterintuitive, The region of significance in Figure 6b has X7 as a
lower bound. It may appear that this region shaquld continue below ~

. Xgosince the distance bewéen the two f(‘[,,f(‘%l()n lines ln(rvg\('s ] "
Howeves, the test of signifitance mvolvvs not ()nly the, distance bet-
“ween the regression’ lines, but dlso the standard error of this dis- )

. tance—ie, = 1)/81) Given that [) i ncreasing, iis not necessary
+ that talso be increasing. If D and S are g)th increasing, and if S,y has 4
the higher rate of increase, then ¢ will be decreasing. Such aj\luatmn v
. “occurs in the one- region case.

(,()nsvderatl()n of confidence intervals around the g group regression

e lines may be helpful in clarifying the single-region case. The following
.
- diagram represents (()nfxd('nu- mtvrvals for Y constructed ab()ut lhe '
regression of Qm X ° ' .
.
- e
o A ’
. ’—_\ 4 - '
- 4 ‘I
* i ¥
.- .. .
< - .
“ N v
. e l
- - 3 6 - 4 4
A
e .
O . i ) . !
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Figures ba and 6b. - Cases imvolving one region (b) and two regions

BRI

" {a) of significance. Shaded arcas reflect regions
of significance: Xb indicates the point of inter-
section while X7 and X indicate .obtained
bounding values for regions of significance.
Two regions occur when X7 and X3 straddle X¢ -
but one region occurs if both X1 and X3 fall-to -
-one side of Xg. ‘ ' e




. The straight (solid) line represents the regressrowhne, wh||e the hy-
perbola (broken lifes) depicts the confrdence bounds. Note that the'
'(onfrden(e limits are narrowest at the mean of X and expand as one r
moves away from X in both directions. Frgure 6¢ presents the single-

_ region case with confidence boundaries included. This frgure demon- .

strates the plausrbrhty of, the single-region case..

Smtlstr(al texts , Johnson & Jackson, 1959; Kerhnger &
Pedhazur, 1973; Walker & Lev, 1953) which deal with the Johnison-
Neyman technigue have not considered the smgie region case-. While . -

- such an oversight may lead to,confusion on the part of the researcher
.- who does obtain a smg,le region of sugmfl(ance the importance of
"w¢ch an oversrhﬁﬁrs mitigated by two points, First, the single-region
case does not occur with great frequency and, second, {he single-
reguon ¢ase may actually be somewhat of an anomaly.
To Jilustmte these two polnts, consider the aptitude-treatment in- _.
, teraction results repo(ted by Borich, Godbout, Peck Kash & Poynor ,
(1974) These authors report 107 significant apmude -treatment n-

“ teractions, as evidenced by heterogeneous group regression slopes
'sr{,nmmm at the .10 level. Regions of srgmflcance analyses were
computed for each of these 107 interactions. The’ srgnrfrcance level

- employed these Iatter analyses,was .05 Of the 107 srgnlfrcant in-
teractions, only 13 yrelded a single regron of significance, while 61

produced two regions, and 33 produced no regrons of special Tn-

R oo i e ' .
’ : “ . . .
N . ) Iy




‘ . . .
™ f:igure 6c.* Confidence limits in the single-region case. The he"avier
0 lines represent Group 1, while the lighter lines represent
C.roi/p 2. Solid lines are regrefsion lineé;'vwhile the brdken
lines are confidence~ limits. The confidence intervals.
o . “around the two regression lines ;)verl.‘ap' éxcept in the
- - shaded area; thus X; to X Eogsgit(:tes a single region of

. - significance. oL
o . - . .
ERIC AR 32 - IS
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+ terest her.e is the fact that dll analyses which |nvo|ved group-slope
.dnfferences significant at or beyondthe 05 level produced two
regions of significance, while all analyses which involved group slope
differences significant between .10 and 05 produced elther a single

region. G no region. Thus, a single reg:on is obtm\%ﬁen the®

- difference ‘between group regressions is margmally significant. These.
results also allow the speculation that a single, region is obtalnéd only
-, . 'when the chanee probablhty of the difference between group regré‘s- “
sion slopes is nuni.erlcally greater than the significance level.chosen
for the regions of sng,mflcance analysis. In.other werds, it is possible \
~ that (17 setting the same. significance level for both the homogeneity
- ()f group regressions test and the reglons of significance test and (2)
Applying the latter test only when the farmer is significant (i.e., When
~them is ac(eptable ('\udence for the exustence“of an aptityde- treat-

- “ment interaction) wull ellmm&teﬂthe smgle reglon case.

”

Imp@rlan( e of a R(‘;,lon of‘SIgniﬂoancv in o o >

Nz

* The existence of a reblon of suhnmcance does not necessanly |nd|cate

the Single- Apmude Case

/ /»ho practical importance of that region: For example, if a reglon of sig-

nificance contains no ()bscrved datpoints, then that region s of lit-

" tle importance. Progmm TATILINT omns régions ofmgnlflcance

which fall within the range of the observed data¥ Furthermore,

« regionsof sugnufn( ance are (*stabhshed on the basis of g,eneml relatl()n-

. shlps observed across.. the - entire raqge of dpt“fude alues The
]ohnson -Neyman technique doflnes a region of 5|t?_n|f|( ance’ i terms -

i+ of differences between group regressions (predn(md vatues) and not

i " on the basis of the observed dam within that region. The actual pat-

- tem of obsefved results within a region of sngnlflcance may be in.con-

flict with the genera) predicted refatlonshlps and. iR thls case the

region W()uld be Of little importance. Figure 7 presents a snmphfled

exarﬁ'ple ()f lhls latter ituation. Note in Figure 7 that the left region of

b su;,nnr(anw (below point Al is evudonced because the Treapment

) regression fine ([)l‘(‘dl(l(‘d 5¢ ores m sl;,nmcantly above the Trealmer%

.

ERIC | w0
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Treatment 0

A region of s:gn/hcance is defined to the left of point A and v
to the r/ghl of point 8. , . .

<

34
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r
(’\‘~l .
T Ay

! «Note, however,«that the observed data within this region mdlcatethe
. exact appostte relatuonshlp Any conclusron about the supenonty of
Treatmem {0} wﬂhm that regfon “is queStlonabIe oo

generalpattern of’ Iesults e, the overall linear regression I|nes) then

3 portance of a.region of s;gmfrcagc,qm%re objective.-measures- of ims=

. “qutput..

. significance.. T

T 5|gn|frcance, we cannotbe.certain that 30y given S r,n the group. pre-.

»%-

¥,

oo
[N
I B
b

i

,

|

!

ol

"‘X regresston Irne ipredicted- scores). The left region of significance
would usually be taken as a‘region-where, Treatment o. was superiof.

1

[ ots
<« -

b

i

- Foa
.
- %,-( — e ey

A general meressron of the |mportance of : a. reglon of srgnr’flcance
‘can be ebtained by inspection of the plotted- output £rom Program
‘ATILIN1 if only asmall amount.of data 1s.contained withil na region of
srgnrfrcance, then this will bé@vxdenced in the plot. If the. pattern of
«observed results within .a region of significance doe;nt reflect the
‘this aISQ should be. observable inthe plot., | i :
Whlle plotted our t provides_general lmpressvons about the im-

portance are often desirable. Tw,o. ‘measures of the rmportance of a
region- of‘srgmflcance can be calcufated—(1) the proportion of total
observations withln a wegion of significance and’(2) an index of the
.oveilap wnhln a region. While ATILIN1.does not' provrde calculatlons -

‘v of these-measures, they can- be eaSIIy determlned from the- plotted

D -

‘Proportion: of total observatrons within a region of significance. Thrs
index of |mportance is simply ‘the number of observations falling
within a region divided by the total number of observatioris. The
greaterﬁls proportlon, the greater the rmportancgof the regron of

Ed o~

Index of overlap within a regron. of SIgmfrranCe Grven a-region bf
dicted to:be superior actually performed better than all the Ss in. the. . .
olher 2F group. Some, Group 1 Ss will perform:better %han Croup 2 8s” r""“""
even though: the interaction and-region of - sngmhcance mdlcatethat

a‘!Gsoup 2's treatment was superior to Group 1's treatmerit in that
region: Figure'8 rIIustrates such overlap ina reglomof srgnlﬂcance
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. X regressian line tpredicted scores). The lett région ot signiticance
. ”

would usually be taken as a region where, Treatment O was supenor.
Note, however, that the observed data withyn this region indicate the
exact opposite relationship. Any conclusion about the superiority of
Treatmeﬁ\() within that region is questionable.” 8.

A general ﬂ;\'.lpr(‘ssu)h’ of the importance ot a region of significance
can be gbtaiped by inspection of the plotted output from Program
AT!LIN1. If (;nly small amount of data 1s contained within a rv‘gi(m of
s'i'gnlfl(dn('(" then this will be gvidenced in the plot. If the pattern of

_ ()bsvrved results within a fegion of significance d()vsnt reflect the,
geﬁeral pattern of results (Le., the overall linedr r(';,r('ssl()n fines), then
ths alsd should be observable in the plot.

Whll(\‘pl()tt(*d output provides gemeral impressions about the im-
portance ot a region of significange, )more ()b]e(nvv measures of im-
p()rtanu' are often desirable. Two measures of the importance of a
region of cn;z,nlfl(an( e can be calculated—(1) the prOportmn of total
obsetvations withimr a region of significance and (2) an mdex of the
overlap within a region. While ATILINT does not provndv Calculations
of (hvw measures, th('y can be easily det (»rmqu from the ploned
output. ‘ g‘ oot

Pmpomon of total obwrvaupns within a rc;,lon of significahce, ThlS
index of importance is simply the number of observations falling
within a r(‘g,l()n divided by the total number ot ()bsvrvan()ns ‘The
greater this pr()p()rtmn the greater the importance of the region of
significance.

Index of overlgp within a r(';,mn nf s:gmh(an(o Given a region of
significance, we ¢annot be certain that any given S in the group pre
dicted to be superioractually pvrformed better than all the Ss°in the
other. group. Some Group 1 8s will perform better than Group 2 5s
even th()up,h the mt(‘ra({lon and region, of significance indicate that

Group 2's treatment was sup('fmr to Group 1's treatment in that

region. Figure 8 illustrates such overlap in a region of significance.
. »
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Consider the region of sigmticance bounded by point Ain bigure 8

o Nottce thit, even though Treatment O is supenor to Treatment X tor
thearea which lies to the lett of point A, some X Ss tall closer to the
regression line tor Treatment () than to the X regression hine, and that
some O S fall doser to the regression hine Tor Treatment X than to the
O regression lme. We can expiect suchoverlapping to occur even
when regions of signiticance afe detined.at a high level of contidence.

An index of the extent of such overlapping is the percent of all sub-
jects talling within a region of signiticance who actually demonstrate
“a cnterion score inconsistent with their treatment group. The smaller
the value of this index, the greater the impartancg: of the region of
sigmiticance’ Such an index.can be calc ulated by counting Lb(“' number
ob subjgcts in the region of Signiticance who, while assigned to the

poorer treatment. actually performed above the midline be tween the
N regression lines tor the two groups 4ie., a line vqmdxstant from the
WO group regressionst and adding to this the numb('r of sub|(-( ts in
the region of signiticance wha,s while aw;,n(-d to the better treat-
m(*nl',‘a(tu(ﬂly pertormed below the midline between regressions.
The percentage ot both types ot deviations within a region is calcul-
ated by finding the midline between the group regressions and then
=determining whether cach observation falls above or below this line.
Let MpttX ) symbolize the midline criterion score tor a pr(-dl( tor score
ot X. Note that (MpteX,, X [ indicates the set of points falling on the

m|d||n(- The mudline b(-lvw(-n Broup regressions is given by

Y +b'(X—X »-v bzx—xz)

1 — —
Mptix ) = > + Y2+b2(Xi-— Xy
) ‘ R
or, simplitying, ) . .
Y, + b«(x', =X+, +b-2x,.-‘x2) ‘
Mpt(X ) = : :
. ! . 2 ‘ ~ .
where T, TI and b represent the criterion mean score, aptitude

mean score and regression coetticient (criterion on aptitude), respec-
tivély, tor one treatment and’ Y2 Xz and b , these same values for the |
other treatment. For subject n with (r|T(-r|(>n score Y and aptitude .
‘ERIC | .
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seore X the distante rom e nudline 1s given by

D= Yn - ,\Ip((’(’i)_ - .

D will be zero when the observation talls on llw nudline, positive
"/‘ whenat alls above it and negative swhen it I.llls below 1t 1's tor ob-

servations ot the better treatment are expeeted to be positive and '

tor observations o the poorer treatment are expected to be negative, #
Exceptions are considered “nusses” and are tatlied and reported as a
percent ot the total number ot observations within the region. I ¢
higure 8, two observations (()'s trom the better treatment fell below
m(\ml(llmv and two observations (X' from the poorcr treatment fell
above it Both types of “misses” constitute 28 percent of the observa-

.

tions that lay within the region o slgmhmn( . We, theretore, would
report a 28-perc ent overlap tor the region of signiticance bounded hy
the aputude value A. A small amount ot overlap indicates that the-
relationships among the data ac tually observedwithin the region are
consistent with the predicted relationships used to establish the exis- »
tence of that region of signiticance. A large. amount ot overlap indi-
cates that the observed data contradict the validity of a région of sig- .
mificance. The greater the overlap, the less the importance ot the
region of signiticance. ' -

It is important to note that a subject from Traatment 1 scoring
closer to the regression line tor Treatment 2 does not provide infor-
mation as<40 whether that suhw(l has boen assigned 10 a treatment
incorrec tlv. This becomes obvious when we consider a subject who s
assigned M8 the better treatment within a region of signiticance but
A whose score talls, let us say, at or below the regression for the poorer -

treatment in this region. Such a S may be already performing the best

that can be expected trom either of the treatments and placing himin. =+
the opposing treatment mught depress his criteripn score below even -
its present fevel. The investigator cannot inter thay lhv assignment of
overlapping subjedts to any other treatment would n(‘(vssarlly hrln;,

the data into b('ll(-r fit with the overall regression lines. ' K

ERIC 5\
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Confidenc e intervals for the differences between group regressions. -
Cronbach and Snow (1974) have developed an altérmative procedure
- relevant to the importance of aptitude-'lreatmenl intéracliqn results.
. Cronbach and Snow suggest the calculation of confidence intervals
for the difference between regression lifies at all values of the predic: -
tor vagiable. As Figure 9 illustrates, Cronbach and Snow’s confidence
region will‘bu_ narrowest -at the mean of the aptitude variable and
widen to either side. Cronbach and Snow's technique is osse;tially a
confidence interval technique for the differences between means. A
direct statement about the limits of the interaction effect is attained
by setting.(onfidonco limits on the population différences corres-
) ponding to the differences |n outcome that describe a sample interac-
tion. Suth confidence intervals put thé differences between regres-
= sionslopes in proper perspective in that they demonstrate the proba- ”
ble range of real ditferences as is shown by the hyperbola in Figure. 9.

. ' i

The equation tor the conhidence imits hyperbola is gi

W hvr(- N the number ot sub](-( s n Treatment A; N\, the number
ot \uhl(-( t~ i Treatment B: 0\, the dplllu(lu vartable value; ‘( Al and

\ g the dpll\U(l(' means tor the fwo lr(-dlm( nis; Sf‘( Al and SX!B)’ the,
aptitude vanances 1or the two trealments; Ly ar the tabled t-value
tor 2.and ot degrees of treedom and the 7 - « confidence I('vvl S(‘t,
the cnterion resiclual mean square . tmean square tor the criterion
deviations from e trealment regrossion Imos J)()()l(‘(l over treat-
mentst: and dt, the (lv;,rm-\ ot treedom for S JAY + 8. atunction of

X tthe dplllu(l(‘ variabler, pives the h\p(-rhnla llml describes the confi-

. dence imits. The values of AY desegibe the observed interaction and |

these values -are oblained by subtracting one wnl, in-tghalment

ERIC =~ 39
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Figure 9. A simultaneous confidence interval around the difference
- ‘ (YA - YB) in group regressions. Regressions intersect, i.e., .
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regression egpuation from the other e, _\)A' = A,\ : /i

C rnnbd( h and Show reter to this cale ulation asa simultancous con-
tidence imit i that it is detining a-c onddence mtery al torall valum o
X. This approach 1s somewhat more conservative than lhv successive
contidenc e interval noted by Potthott | F9641. as the latter will fead to
a Idrg,vr contidénce interval and will tan out turther toward both ex-

tremes ot the distribution than will Cronbadh and Snow s procedure.
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* gram ATILINZ is presented in Flgure 10.

CHAPTER IV
“ATILIN2 | _— \

e o
Program Description I )
: » . A}
This program tests homogenelty of group regressnons and defines
regions of significance for the case in‘which there are two treatnfent
groups and two continuous aptitudes or traits that are linearly related
to a criterion. Program outputs (1) table of summary stansncs—-group
sizes, means, standard deviations, corfelations between aptitudes
and criterion and the intercorrelation between aptitudes; (2) multiple -
regression equations (Y-intercepts and regression coefficients) for -
each group; (3) points at which the line of nonsignificance intersects’
, the X (first aptitude) and Z (second aptitude) axes and its slope; (4) F-
" value, degrees of freedom and probability for the homogenenty of
group regressions test for (a) both aptitudes simultaneously and
- (b) each aptitude separately; (5) F-value, degrees of freedom and pro-
bability for the test of common intercepts (analysis of covariance);
and (6) equation for the region(s) of significance. A flow chart for pro-
SR

e

o d
- . .
&

-

« N P

Program Input

Card 1 alphanumeric title card Col 1-80

C .

Card 1 parameter card

Col1-5 . N for Group 1 (maximum = 200)
Col 6-10 N for Group 2 (maximum = 200)
Cof12 - mlssmg data option

’ = all data valid

1 = blanks are invalid

2 = blanks and zeroes are invalid

Caol 14 . output optign.
’ 0 = plot
= filrh

2 = printed output only

50 43




ERIC

.

tall
Sesuhroutine
ey

Peint ¥

Test o noarratly
af ety
Tratrss: s with
seat ctpdt tor

(SRR

Avran

|

Teot hewsgeneity
of greup
tons w

sath prewictoTa

Priay b,
a1 any

SO Teoet

Teat tor

totercenes

{

by ERIC

R |
»
.
-
~
~
[}

Tedtevaiony vite
s reedl. tae

Aoamenes

trcur
[
Gty e

rnree e

Caprom 1w

ARCRATTE

alt
sibrutine

3 [SIRTINY

»
.
o .
, .
'
-
N [
Vst .
‘ newanes o he
< ant
N .
IR \L
-
v
Veepare
& alenpamt grann .
- tor rlecli,
o
w
M '
Thor taoa,
Line ot %
arnelr 11t an e
e reRl o) X
. Aiknf o e [ ., K
i €2 ot tnables «
. 1
"
Ceruen
s . . .
[ J
ract my e
ceehaian .
‘. .
«nrbnt e
v
. .
. B .
pUSTCLACANN
KR Arady congrel cerds and data
AMISTAT: Melprrs (nvelld and/ve afsning data
AMEAN:  Computes arens and standsrd deilatlons
SSUNT.  tomputes sun nf aquazes within groups
aheY (mputes sum of $quATPA herveen wpnups
FiLIPST: Calrulates rquation for an ailipse

HYPPOMI- 1 31-siates rquation for A hvparhala

re 10, Program ATILINZ flow chaft

44




Col 16 option for table of predictor and &ri-

' terion scores listed by subject within
treatments. If this option is taken, 1D*
codes will be read according to format -~
and will be printed out (AS%anng with
corresponding predictor. and criterion
scores “for #subjects in each treatment
group. Subjects with missing data will
not be listed in this table. ‘

-0 =no table
1 = list ID codes and scores (begin

L format cards with A mode field)”,

Col 18 - no. of cards per, subject in Group 1

o ; . Col20 . no. "of cafds per subject in Group 2
. . Col25-34  alpha level for regions of significance
' N K i
Card 3 torm'for Group 1 Cot 1-80 ) ,
© ¥ . followed by Group 1 data , --
‘ ' ‘ N
Card 4 format fer Group 2 Col 1 80 .
followed by Group 2 data ' ’
Card 5 blank (after fast problem) ' S e
. for muItipIe problems repeat cards 1-4, omitting data
Data cards shoul contaln subject ID codes (if desired), the two ap- ; .

titude scores, and then the criterion score. If Col 16 on the parameter
card is 0, then forimaty must specify three F-mode fields—the first two
for the two aptitudes.and the third for the cnterlon tf Col 16 on the
parameter card'is 1, then formats must spegify jtial A-mode field,, .
(A5 or less) for the.ID code and then the thfee F-mode fields. /w

Example Problem

.

Data for this 't)roblem will be the first and second predictors (ap-,
titudes) and the criterion given as sample data in Chapter VIl (p.95)
of this manual. Program control cards fof this example problem are as

follows. ‘ - 5 2 _ )
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1.

L2

3.

4,

6.

7.

Alphanumeric title card , .
LY < - N

-

3

-

Parameter card -

v /Exam’;’)le Rfoblem for ATILIN2 .

) e

/— 0005000050 0 0' 0.1 1 .05 _

Format card for Group 1

~

o / (4X; 3F2)

Group 1 data

. Format card for Group 2

44X, 3F2)

\

Group 2 data
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Printed odtput for this example problem is given in Figure 11 and *
plottedaoutput is"given in Figure 12. . :
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.:vxxxﬂz'sununuv STATISTICS

STATISTICS
N
| MEAN
CRITERION
PREDICTOR
PREDICTOR

SIGMA

3

L
2

CRITERION .

PREDICTOR
PREDICTOR

N CORRELATION
PREDICTOR
PREDICTOR
PREDICTOR

~
3
THE REGRESSION EQUATION FOR GROUP L IS Y =

THE REGRESS{ON EQUATION FOR GROUP 2

THE F=VALUE FOR THE TESYT OF HOMOGENEITY OF GROUP REGRESSIONS IS
DEGREES OF FREEDOM HmlCN HAS A PROBABILITY OF

<.

o
Figure 1

ERIC

Aruitoxt provided by Eic:
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N

L/CRITERION
2/CRITERION
L WITH 2

l., Prigted output torA Tit IN2 example /)r(-)h/(‘m-—-sumnmrv

3

, .
- GROYP 1
i

58

52. 00080
54. 1000
50. 6000

20,1142
20.6807
20,5339

9068

-.9439,

~. 8759

GROUP 2

5@

48,5000
54, 8000
48,5009

1L9.9812
26.L526

19.98L2

-v7908
16080
~. 6805

18 v =

64,6209 +

T2.0L4840 +

s

L3271 x e

=.539% X ¢

*

i

statistics and significance tests.

- 6387

1229

L39.8168 WiTH 2 AND

z
z
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Printed output for ATILIND example
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Aruitoxt provided by Eic:

. 1 Homogenenty of Group Regressions, Muluple Aplllud('s

Methodological Notes ‘

ATILIN2 '

!

By ('xlendmg the Imear single-aptitude m()del used in ATIL‘IN1
ATILIN2 simultaneously tests pdirs of aptitudes and 1solates spetuﬁc
aptitudes tor which there are unequal slopes. Borich»(1972) and
johnson and Jackson (1959) provide discussions of aptitude-treat-
ment interac tions involving pairs of aptitudes. for more than one ap-
tude, regression planes and hyperplanes (three or more aptitudes)
are analogous to the regression lines of the single-aptitude case. For
two groups and two aptitudes, the linear model may be extended to

fit the following case in which two aptitudes are linearly related to a

cnterion. N
’
N -7 : R
R
Yoy, .
o :
R aptitude B
ATILIN2 constructs'a fqll"‘modpl (i/rﬁe form:
Vo= by, byX, +h Xy b Xy +b/ #b(z e, 3T |

4

where b1 s the rvgrossnon coefficiedit for the fll‘Sl group membersh|p
vector, X, (scored 1if S, is in Group 1, scored 0if not); b, the regres-
sion coefficient for the socond group membershlp vector, X,; (scored

i
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v

1if S, is in Group 2, scored 0 if not); b 3 the regression coﬁflclent of
the product (X ) of X and the first aptltude vector; b4, the regré&s-
sion coefflcrent of the product (X4, of X,; and the first aptitude vec-
tor; b and by, regression coeff|c|ents of the products Z,: Z,) of Xqi
and X, respectively, and the second aptitude vector. The resndual
'sum of squares for this full model (Ze )hasN — 6 degrees of freedom
or, for more than two treatment groups N — 3k degrees of freedom
where k is the number of treatment groups.

Program ATILIN2 performs three significance tests relevant to
homogeneity of group regressions. These three significance tests in- -
volve comparison of the ful) model (3] to three different restricted
models. Each of these significance tests is discussed in turn.

Test 7—Simultaneous test of slope differences on both aptitudes.
To test if there are parallel regresslon plane slopes (criterion regressed
snmultaneously on both aptitudes) for the two treatments; a restricted
model is formed by setting b 3 equal to b, and setting b equal to b '
“in the full model [3]. The resultmg model rs »

v, = bx +b2X2+b(x +x4)+b(z +Zy)+ b L)

N v . -

\
or, equivalently,

Y,-=b X -+b'2X2'-+b3A .+b5A .+f.-

where Aqgjis the vector of scores for the first aptltude and Ayjls the
vector of scores for the second aptitude; The residual sum of squares
for this restricted model (3f 2) has N — 4 df or, for more than two
treatment groups, N — k — 2 df where k equals the number of treat-
ment groups. The F-test for differences in group regression plane
slopes is constructed in the usual manner using the error sums of
squares from the full [3] and restricted [4] models. .

Test 2—Test of slope differences on Aptitude 1 with slope
differences on Aptitude 2 covaried. To test if there are regression
slope differences with regard to Aptitude 1 over and above slope

-differences attributable to Aptitude 2, a restricted model is formed by .
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setting b equal to b, in the full model [3]. The resulting restricted
' model is: .
Yi=byXyit bpXo+ byXyi+ Xy) +bsZyi+ byt 8 15)
" - ..i-
or, equivalently,

¥;=bgXgit bpXpit bgAytbsZyit belpit 8

“

The resyidualvsum of squares for this restricted model (Zg;?)‘ has. - .,

N = 5df or, for more than two treatment groups, N — 2k—1df -

where k is the number of treatment groups. The F-test for Aptitude 1
~ slope differences with Aptitude 2 slope differences covariéd is con-
* structed in the usual manner using the errar sums of squares from the
full {3} and restricted (5} models. = ‘

Test 3—Test of slope differences on Apmude 2 with slope
differences on Aptitude 1 covatied. The restriction for this test is
b5 =bg and the restricted model is:

Yi=b1X1'.+b2X2'+bX +b4X4'+b(Z +Z )+h (6]

Ao
-

or, equivalently,

Y, = by Xy 4 byXy +bXy 4 byX i+ bsAy + by

The error sum of squares (Ehl?) has N — 5 df for two treatmisgit groups

or N — 2k ~ 1 df for k treatment groups. The F-test for Aptitude 2

slope differences over and above slope differences attributed to Ap-

titude 1 is constructed with [3] as the full model and [6] as the_
restricted model. .

~ Interpretation of‘results—AptituUes uncorrelated. When the two.
aptitudes are not significantly correlated, the resulls of the three sig-’
nificance tests are easily>interpreted‘ Given significant results from

Test 1 (the simultaneous test), an aptitude-treatment interaction ex-

ists. Tests 2 and 3 can then be examined to determine if the intefac-

tion involves Aptitude 1, Aptitude 2, or both. If Test 2 is significant,
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then Aptitude 1 is involved in the interaction and (énsideration of
Aptitude 1 is necessary to an adequate description of the obtained
interaction. If Test 2 is nonsignificant, thert Aptitude 1 is not involved
in the interaction and need not be ¢onsidered in describing the in-
teraction. Parallel conclusions regarding Aptituae 2 can be arrived at
on the basis of Test 3. )
Interpretatibn of results—Aptitudes correlated. Consider the case in
which the two aptitudes are significantly correlated. Significant.
results from Test 1 again indicate the existence of an aptitude-treat-
- ment interaction. However, the confounding of the two aptitudes
« complicates interpretation of the results of Test 2 and Test 3. For cor- :
refated aptitudes, conclusions must be based upon simultaneous con-
sideration of the results of Test 2 and Test 3. If both tests yield signifi-
cance, then both aptitudes must be considered in order to ade-
quately describe the obtained interaction. If Test 2 is significant and
Test 3, nonsignificant, then Aptitude 1, consiéered by-itself, allows .
an adequate description of the ‘interaction. In this latter case. con-
sideration of Apfitude 2 would be redundant. If Test 2 is nonsignifi- '
.cant and Test 3, signif‘icant, then it is sufficient to consider a single
aptitude, Aptitude 2. '
When aptitudes are correlated, it is quite possible for an interac-
tion to e?('isf (significant Test 1 results) but for both Test 2 and Test 3
to yield nbnsignificant-reéults. Such a case arises when the aptitude
variance involved in the interaction is variance held in common by -
the two confounded aptitudes and neither Apfitude 1 nor Aptitude2 o

is uniquely involved-in the interaction. When neither Test 2 nor Test
3 provides significance, then it i$ sufficient to consider a single ap-
titude, but .the choice of which aptitude to consider is arbitrary.
When aptitudes are highly correlated there is little need to include
both aptitudes in the anaiysis_ as the variance which is'explained by
~one aptitude is also explained by the other. Therefore, aptitude pairs

for which the above seduence of tests is most applicable are those in
which the aptitudes are minimally related to each other and each is

significantly -related to,the criterion,
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2. Test of Common Intercepts (Analysis of Covariance)

To test the. null hypothesis that two treatment groups are not signifi-
cantly different when subjects score at the mean of both aptitudes,
ATILIN2 constructs a full model of the form ’

Yi=rb1X1i+-b2X27+-Q3A1i+nb4A25+-ei (71

where Y,. is the criterion; b1 the regression coefficient for the first
group membership vector (X, ); b, the regression coefficient for the:
second group membership vector (X, ); b3, the regression coefficient 5
for the first aptitude (A1 i); and b p the regression coefficient for the
“second aptitude (A, ). The residual sum of squares for this full model
(Ze,-z) has N ¢ 4 df or, for more than two treatment groups, N — k —
2 df where k eguals the number of, treatment groups.

The test of fommon intercepts involves placing the restriction,

b,=b, ont full model. The resulting restricted model is
Vi=at+byhy + byt l8]

where a is the regression constant, f-i is the error'vector, and the other
terms are defined the same as in the case of the full model. The error
“sum-of squares for the restricted model (3 ,-2) has N — 3 df. The F-test
for common intercepts is constructed in the usual manner using the_'
error sums of squares from full [7]'and restricted [8] models. ‘

3. Line of Nonsignificance
A : ,

The line of nonsignificance is the line of zero difference bet'Wee,n"the
two group regression planes (criterion on both aptitudes)—i.e., it is
the intersection of the two regression planes. The regression plane for
Treatment 1 is given by - '

Y=a,+b A+ by,A,t ey - [9]
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and that for Treatment 2 is gjven by

Y=ay+byAytbyhytey. 1o}

— .In[9] and [10], Y represents the criterion; a, and a,, the regression
constants for the two treatments; b 77 and b 72 the Aptitude, 1 (A*T‘)
regression coefficients for the two treatments; b,, and b,,. the Ap-
titude 2 %A 2 regression coefficients for the two treatments. The
values of’ the regression parameters in [9] and [10] can be estimated
from the data and these estimates can then be used.to write the
equation for the line of nonsignificance. The equation for the line of

nonsignificance is given by °

g

(d7 - ‘]2) + (b” - b72)A7 + (b27'— b22)A2 =

4. . Regions of Significance

When an aptl‘!ﬁe-ireatment interaction exists, it is of special impor-
tance to determine if there are significant grddp differences within
the range of observed aptitude values. A region of significance con-"
sists of a set of aptitude values for which predicted criterion perfor-
mance is significantly different for the two treatments. In the two-ap-
titude case, regions of significance are defined in the two-dimen-
sional space created by Aptitude 1 and Aptitude 2.

"Consider a single pomt in the two- dlmenS|onaI space for Aptitude
1 and Aptitude 2. The !pred|cted criterion difference (D) between
groups at that point is significant if

D2>falP + QISE/ (N + Ny - 6)
where Fa is the F-ratio (df = 7 and Ny + N — 6) required for the « |
level of significance; (P+ Q) is a functlon of (@) the values of Ap-
titude 1 and Aptitude 2 deflnlng the point in question, (b) the num-
ber. of subjects in Treatment 1 (N,), (© the number of subjects in
Treatment 2 (N,), (d) the means and variances of the two aptitude .

A

' 56 ‘
EE C | .
o | 63 . ) . et




8

variables, (e) the correlation between the two aptitude variables and
{f) the corr’elations of the criterion with each of the aptitude varia-
bles; and S is the error sum of squarés for model [3]. The actual ex-
pression for {P + Q) can be found in johnson and ]ackson (1959, p.
443). .

Bounding values for regions of significance are given by the follow-

-

FalP+ QS _
N +N, -6

ing expression:
D2

~ Expression [1'1) is an equation of the second degree involving Ag, A
ALAy A, , and AZ terms where A, is Apt|tude1 and A, is Aptitude 2.
As in the smgle—apntude case, one two or no regions of S|gn|f|cance
may occur. When there are two regions of significance, [11] defines

» an hyperbola. How regions of significance fall with regard to this hy-
perbola can be seen n the following diagram.

-

aptitude 1

) _ aptithde 2 .

\
» v

The shaded portions of this diagram represent the fe‘gionsbof signifi-*

cance. When there is a single region of significance, [11] defines an
ellipse with the region of significance falling within ;hat‘ellipse. ’
In a previous discussion of regions of significance defined with
rega?’d to a sidglé aptitude (bp.28-33), it was concluded that the
single-region finding may be of little importance. In that discussion, it
was pointed out that a single region occurred only when there was
marginal evidence (homogeneity of group regressions test) for in-
-teraction and perhaps onl)f when the chance probabi‘lity for the
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homogeneity of regressions test exceeded the a-level chosen o es-
tablish regions of ssgmfucance It is: suspected that the conditions re-

quisite to finding a smgle region with two aptitudes are, analogous. -
Thus, the smgle region finding with regard to two aptitudes may be .

of little importance.

Importance of the region of significance in the two-aptitude case. *

Regions of significance mathematically defined in a two-aptitude
space can have little or no practucal importance. The importance of a
region of sugniflcance in the two-aptitude case is (1) a positive func-
tion of the proportion of total observations which fall within that
region and (2) awnegative function of the amount of overlapping bet-

ween the treatments within that region. Both of these indices of im- .

portance have been discussed with regard to the single-aptitude case
{pp. 33-38). Generalization of the first index (proportion of total ob-
servations within the region) and the second index (oeerlap index) to
the two- aptutude case is relatuvely easy. With two aptitudes, a Treat-

ment 1 observation evidences overlap if that observation falls closer *

to the Treatment 2 regressuon plane than the Treatment 1 regression
plane and vice versa for a Treatment 2 observation In‘other words, an
observation is counted as overlapping,if it lies gn the “wrong" side of
the midplane* between the group regression planes The overlap in-
dex is then the number of overlapping observations in a region

divided by the total number of observations in that region. - P

.

*The midplane equation ‘is

Mpt(A,, AZi) =
[Y, + b11(A1,. - A”) + b21(A2i - A21) +3
Y2 + b12(A1i— A12) + bzz(Azl.—- A22)1/2 .

where Mpt(A,, A,) is the midplane criterion score for Aptitude 1
equalto A,;and Aptutude 2Zequalto A,; Y and Y, are the criterion
means for the two treatments; the b’s are from {9] and (1 O],_A” and

+A,, are the Treatment 1 means on Aptitude 1 and Aptitude 2; and

J

:4712 and ZZZ are the Treatment 2 means on Aptitudes 1 and 2.




L

References

Borich, G. D: Homogeneity of slopes test for multiple regression
equations with reference to aptitude-treatment interactions. Jour-
nal of Experimental- Education, 1972, 40, 39-42. -

1

johnson, P.d.', & Jackson, R. W. Modern statistical methods: Descrip-.
tive and inductive. Chicago: Rand McNally, 1959.




" CHAPTER V
. ATICURV"

°

Program Description C .o
This ;)rog'rarr'\ tests homogeneity .of group regressions and defines
regions of significance for the case in which there are two treatment
groups and one continuous aptitude or trait that is curvilinearly rel-
ated to a criterion. Program outputs (1) table of summary statistics—
group sizes, means, standard deviations and-correlations (Pearson
product-moment) between. aptitude and criterion; (2) regression
equations (Y-intercepts and regression coefficients) for each group;
(3) probability that the relationship between the aptitude and cri-
terion is curvilinear for each group; (4) F-value; degrees of freedom
and probability for the homogeneity of curvilinear rgressions test;.
(5)°F- va?d@ees of freedom and probability for the test of com-
mon inrcepts/for curvilinear data. (anal)?sis of covariance); (6) ap-
titude value(s) at which the curvilinear regréssions intersect; and (7)
aptitude values which define the region(s) in which treatment groups
are significantly different (regions of significance). Figure 13 presents
the flow chart for program ATICURV. '

Program Input

Card 1 alphanumeric title &a7d Col 1-80
Card2 parameter card’
Col'1-5 N for Group 1 (maxirﬁum = 200) .;

. Col 6-10 N for Group 2 (maximum = 200)
Col12 | missing data option
» 0 = all data valid

- v 1 = blanks are invalid ’
_ 2 =blanks and zeroes are invalid
Col 14 . output option
' 0.= plot
. 1 = film
2= printed output only N
60 '
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subraut ing
AMTSDAT

v

Tagt for
Commen

intercapen

subreutine
SUMDAT

tre
cureilineericy
i

. *
X
‘ . i
“

-

Toot for

Semeganaity of
gravy e s

O

ERIC

PAruntext provided by eric

&

Priat peints)
at which
togression

+ | curves tneer-

Call
subroutine

¥

Return ]

ergmente for
d rRinsnte

Cart
aubreuting
AMINMAX

Prine
“ne regtens
dofinedle”

“#re regtens
vithin the
re

Print
rerten(e) st
slgnificants

Peopere ocales
and grash
for platter

)

Plec dets,
twn lines
w(n) ot
significance (*
{1f dettnable)

T .

Subraut {nee

adn tentrol cerds and ’

dete
SUMDATA: Computes mesns and scandard devistison
¢

a
for regtena of significance

ANIIMAX: Determines mintmue and waiimum Velues
of

PARAB:  Computes pelnts 3f s reresaien corve




. ~ . -
.« Col 16 option tor table of predictor and cri- .
: tenon scores listed by subject within st
. L treatments. I8 this option is lake ID .

“cades will be read according to format
and will be printed out (A5Talong with
corresponding predictor ‘wi criterion

Lo Y scores Hor sublv('ls in each treatment ,
: N g.,mup Subjects with missing” data wilt .
' ©not be listed.n this table. )
e -« 0 =no.table : o ’
, 1 = listID (pees and s(()\s 7 he
. C. (begin forma with A mode field , -~
Col 18 no. of cards persubject in Group 1. :

,

Col 20, no. of cards per subject jn Croup 2 -
‘Col 25-34 alpha level used to-test whether a linear .
L - or curvllinear [fhodel is appropriate”
, Cpl35-44 - alpha level used to det e'rrﬁuw regions of .7
v significance o T
’ : " » Vb . .
Y Card 3 "_ format tar (,r()up i (()I 1-80 . ' :
’ tollowed by Cr()up Idata : '
gjérd é format for Gr()up 2‘C‘0I 1-8(50_“ : R
- followed.by Group.2 data . T e )
" Card 5 blank {after last pmblem) : 1
L / for multiple pmblems rvpeal cards 1- 4 e)mllhn;J dala “
LN o . N . L o

' Data cards’ should contain suh$|e(l ID (odps |f desired), the ap-,
titude score, and then the ¢ riterion score. If Col 16 on the parameter »
card is 0, then fofmats. must specify twoF-mode fields—the first field
for-the aptitude and the se(ond for the criterion. If Col 16 on the
" parameter card is 1, then fdrmats must specify gn initigl A-mode field

(A5 oriless) for the ID code and then the two F- m()de' f‘\|£‘|d5‘

. a2 - Y
kY ! N ’ L v
»

» Lo . . -

0 ‘ \

. Example Problem . . : . . .
. .
Ve < [ « . .

_Data for this problem will be the first predictor and the unlenqn glven 1

as sample data in Chapter VI (p.95) of this manual. Program conlrol : Py
cards for this vgmmple problem are- as follows . , .
O R . "~ e 5 Y v

. ) 62, \1 a0 W
WG gy Y

. . .
» . » . S




. r

Alphanumenc mle card

ﬂ

/ Example problem for ATICURV

%

v ’
s

. barameté}\cardr 4:' .
, /FOQS"QOOO‘so;q 0011 5 —

-

~

Format card: for GrQup 1
/ﬁx 2, 2%, in

,,j‘ A’,Gioub' 1 data :

-

Fortnat ca(;!};fotﬂcrqyp' 2

ey n
L4 -

R /(T)’(,{F‘z; 2%, F2)

*

AN
.

. (’Gr;ou‘p 2-data .

Prmted output for this example probiem is given in Figure 14 an(? -
plotted: output is gNen i Flgure 15. o
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.
S 1

- ) L] ' > b
. 1. Alphanumeric title card
: ) . . .
- - / txample problem for ATICURV
2. Parameter card’ - i
L ./ 0005000050.0 0011 = .05 .05
’ d \ . v ’ : *
3. Format, card for Group 1 ~ T
> ? ‘ )
T ) / (4, F2) 2X, F2) :
f 5
l' v " v y\’ ) | "
' 4. Group 1 data ~ . -’
- /’ . , 0
. Y 5. Format card for Group 2 - o .
o ‘ /ﬁx, F2, 2X, F2)
i 6. (ir()up 2 data \
7. Blank Card faiter last problem) '
' L . PO /"
8 EOF .
| . '
/?,
' 7
8
) 9 : o
Printed output for this example problem is given in Figure 14 and

@ “plotted output is given in Figure 15.
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b
E .
.
. . =
-
.
' .
. [
.
ATTCURY SUMMARY STATISTICS 4
STATISTICS [A TN [Z GIVCR N
" 9 s - .
MEan N
CRITER TN 50.0332
PREDIC TR 54,1022
! : *
sloma
(RITERION 1182 19.9612
PREDIC TR 28,0087 26,1526

CORRELATION 9da8 ~. 1982

A COMPARGSON OF A LINEAR AND QYUADRAT|[( MODEL FOR EACH TREATMENT GrOup SUGGESTS CURVILINEAR[TY
AT THE .9280 LEVEL FOR IREATMENT L AND AT Tak +083 (EVEL FOR TREATMENT 2,

THE lEf.‘SS 1ON EQUATION FUR GROUP SIS v o 1.6900 ¢ ue0L \n * -.a082  xx
THE REGRESSTON EQUATION FOR GROUP 2 IS ¥ « 47.743L ¢ 3939 X ¢ -.000F xx
R ' . . .

THE F-VALUE FOR THE TEST OF WOMOGENELTY OF GROUP REGRESSIONS 15 143.9273 wifH 2 AND 94
DEGREES OF FMEEDOM wnICH MAS A PROBADILITY OF .8 -

. ' -

THE F-yalUE FOR THE TEST OF COMMON INTERCEPTS, ASSUMING HOMOGENEITY OF GROUP REGRESSIONS
LS <0664 Wity L aND 96 DEGREES DF FREEDOM wHICH MAS A PRODABILITY OF .7938

,

-\
THE REGRESSION CURVES INTERSECT AT THE POINTS WHERE X 1S EQUAL TQ 56.885% AND WHERE Xx
IS EQuAL TO .19 i

" .
A REGION OF SIGNIFICANCE EXTENDS FROM a.q@2 (0 53,224
WHERE B.0@F2 IS THE MINIMUM OBSERVED ApTITUDE vaLUE

,

»

A REGIDN OF STLNIF ¢ AN E EXTENDS FROM 69.220 10 96.9082
WHERE 93.0080 15 THE MAXIMUM DOSERVED APTITUDE vALUE
. . - .
? endp oF Jop. ° «

-

. ‘« . . o
higure 14" Prnted output for ATIC UR Vexample problem—summary
N statistics and sigmfrcance (ests,

ERIC -~ 1o

Aruitoxt provided by Eic:
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O higure 15, Plotted output for ATICURV example problem.  ®
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Methodological Notes ;

ATICURV . -

I Tost tor Cunviinear Data

A general discussion ot the apphcation ot regression analysis methods
to nonlinear relationships can be tound n. kelly, Beggs, M \(-ll
fic hv!hvr;.,(-r and Lyon (1969 Tofest the hypothesys that the wnlhm- )
group relationship between an .lpllludv and a critenion s curvihinear,

w

the standard curvilinear quadratio prediction model 15 construc ted:

Y=atb X, +h X240 2
1M Y .

where Yis the cnitenon, a, the regression constant intercept) 1),, the
regression coethaient tor the Group 1 aptitude vector, X,. and hg- the
regression coethaent tor the vedtor (Xi) composed of the squares ol
the Group 1 aptitude scores. The residual sum ot s('|u.|rvs (X0 tor
this model has degrees ot treedom equal to the number of subjects
myzgs the number ot independent parameters—~N, - 3, where N s
the number of subjects in Group 1 -

The test tor cufvilinearity nvolves comparison of the predictive
ethaency of model [12), the curvilinear model, with a simple lincar

model The appropriate simple inear model 1

CY=adb X+ o
o« e
The error sum ot squares (2121 tor model [13] has degrees of freedom -
equal to Ny -2 The f-test for (urwllnv.)ruly 15 constructed in the
usual manner using the error sums of squares from the full model [12]

and restricted model [13) A st;.,nm(anl f-ratio indicates a significant

© hnear regression of the criterion’on the aplitude.

ERK: o . -
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Aruitoxt provided by Eic:

VTR URY repeats this test of curvilineanty tor Treatment 2 and re-
ports the results ot the tests tor both treatments Note that the opera-

ton o this program is unintluenced by the results of the tests of cur-

vilineanty  Thus ATICURV proceeds with subsequent signiticance

testing chomogeneity ot TORIesSIOnNs, analvsis ot covanance, and
regions of signiicance as though both within-treatment regressions
are curvihinear regardless ot whether the test ol curvilinearity s sig-
Amcant tor both treatments, only one treatment. or netther ot the
treatments L se of ATICURY s not recommended to the researcher
who know s betorehand that he s dealing with inear rather than cur-
vilinear data Instead program ATIENT shoald be used i this case.
\ppheation ot ATICL BVo hinear data can result i possible Josg ot
statistical pos et (hu to the doss ot degrees of Irm-dnm incurred by in-

luding cunvlinear varables ssquared termsin the rvgrv\\u)n models.

2 Homogeneit of Cuvthinear Regressions

. L]

Totest the by pothesis that the regressions aneluding, ¢ urvihnear com-
| 8 8

ponents for the two tieatments are parallel. the tollow ing tull moded

s construgted
' . 14

' ) )
V’ I),\“ + 1)_,\‘_,, +h;\“+h4\4,+h§\d,+imk‘“+(

A4

B .
v

where v s the tist group m(-mh(-r\hll) vectar scored 1 Subject s

I
m Group 1 and scored 0 otherwise s A (h(- second prdup-member-
ship vector scored 1 Subje® s in (,rnu]) 2 and scored 0 other-
wise  \ the product of X, and the aptitude \.'ml()r;v and A, the
product ot \M,,m\(l the aptitude vector The b's in 1141 are reggfsion
Coet 1ents and e represents the ®rror vedtor. The error sum ot
scfuards tor this tull miodel has N 6 dror, tor more than two treat-
ment groups. N3k drwhere Nas the total numhvr ol subjects and'k
.

is the number of treatment groups

To test 1t the group regressions are homaogencous iparallel, the

6 ) #
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restr lmns'h; byand b, b are placed on the 'tull model. The

resulting restndted model 1s

. v ) 2
= ) -
b,X71+b2X2’+bJ(X;I+X4I +b,;(X3l+X4lJ+f’, .
or, (~quava|t)_rllﬁ__\ ‘ ' , v
. . /
« | a
b3 . » 2
=b7X”+b2XZI+b;A,+bSAI+f' 115]
: -
where A ', 15 the vector of aptitude scores and /\ s the vec l()r of the
squares of the aptitude scores. The ¢ error sum of squares (\r Jorthis
restncted model has N 4 o ls . tor more than two lrmlm(-n( groups, .
Nk 2dt where ks he DCr of treatment groups.
The I-ratio tor homogeneity of curvilinear g Broup regressions is con-
= structed i the uSual manner using the error sums ot squares trom the

tull [14) and restricted [15Lmodels. A signihicant F-ratio indicates that
the curvilinear regressions ditter for the two treatment groups and

thus that an apgitude-treatment interaction exists.

‘ 3o Tests of €ommon Intercopts (Curvilinear Analysis of Covanance)

To test the hypothesss that two treatment groups aré significantly
ditterent when subjects score at the mean of an aptitude which is cur-
vihinearly related to the cntenon, model [15] 1 employed as the tull
model. The restnction b, = b, 1s placed on {15, resulting in the
following restncted model: . . \_ - .

. B N

.

.
Y,=a+b3/\i+b'4/\, +g, 6]

wh('r(' 4 15 the regression constant tY-intercep); g ; 18 the residual er-

r()r and (h(- other terms arey as d('hn('d f()r [15]. Th(- error sum of
squares (g, 2) for this restneted model has N S df The I-test for sig-

nm( ant Y-intercept (Mt(-r('n( es for the two treatments is constructed

B
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in the usual nfanner using the error sums of squares trom the full {151
\/ and restncted [16] models. A sigmiticarit f-ratio indicates that the- Y-
' intercepts ditter tor the two treatments. Given that the Y-interc ('E)l for
~one treatment 1s signiticantly greater than that of the other and given

lh‘n'gr()up TORIEesSIONs are ho*nmgvn(-'()us, it can be concluded that

the treatment with'the higher intercept demonstrates overall cnterion

supenionty 'within the fange of the observed data.

4. Points of Intersecgon 4

-
.. .

When gsoup regressions are curvilinear, there may be one, two, or no
points at which the regressions tor the two groups intersect. These

¥ ditterent occurrences are shown in Figure 16.

Mathematically, the point(s) of intersection are determined from

N N
the within-treatment regression equations. The regression equation
‘ " -

tor Treatment 11y
2 2"
VY o=a, +b, A+b, A e
) ) 11 21 171
. : where Y s the predicted cntenion score; a4, the regression constant;
- the regression coethient tor the aptitude vanable (A); and b, o,
lh(' regression coethicient ior the square of the aptitude variable. The

analogous regression gquatio for Treatment 21y

. A point of intersection (){(urs wh(*n Y Yz' = 0 or, equl
5 :
when o -
PR e N
, (a_._ a2)+(b, b )A+(b b22)A =0 [19] |
. A A . el |
R ‘ - : -
O v 7 4
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aptitude 4

Points of intersection for three hypothetical cases. Curved +
lines represent the regressions for two treatment groups.
Case (a) involves no point of intersection; case (b), vne
point of intessection; and case (), two points of intersec-
tion
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Solving (19 tor A vields aptitude values corresponding to the points
ot intersection, [xprvssu)n,‘ll‘)] 15 a quadratic equation and applying
!

. L o
the well-known s()lulu)n/h)r such an equation produces

. /J - 2 o™
. (h” bu)t/ by, h”),, 4_(b27 hgz)(a, a,

' 21 22 R

It themterm under the fadical i [20] 15 negative, then there are no real

ssolutions to 1201 and there are no points ot intersdction, If the term

under the radical 15 0, then [20] |)n)V|(I(‘-%‘€|nglo solugion and the’

‘sm;,I(- point of intersecion occurs at the corresponding apmud(-

value. It the term under the radical 1 positive, then there are two
solutions to 120] u)rrvs'p()n(llng to the two aptitude values at which

ntersections oceur

» .
5 Regrons ol Sigiiticance

Johnson and Neyman 19361, while interested in problems involving
> .

linear rekationships, employed a statistical paradigm which does not -

restrict the n\lalmnship between a cntenion and apmudv variable 1o

one ot llm-\/nl\ wunderhich and Borich <|‘h 4 have extended the

. regons of slgnm( anc e procedure originally suH,(-su-(l by Johnson and

vanmn»l()‘j)f()bl(-ms mvolving a quadratic relationship between cri-
tenon dn(l dplllu(l(- Javenan dplltud»(--lr(-alnwnl nteraction and cur-
vilinear ‘Quadraticr regressions within treatments, it 1s ol primary in-
terest to determme 1t the dhitterence h« lw«-; n predicted critenon
scores—t e, the distance between the regression curves—is signifi-
cant tor any aptitude vafues within the range of observed aptitude
SCOres A H'gl-()\l{ of signiticanc e consists of a set of aptitude values tor

which predicted critenon pertormance s signiticantly ditterent tor the

two treatments,

Considera sm;,l(- aptitude value, The pn-(h( ted cntenon (Imon-n( ¢

n etveen treatments-at that value s slgnm(am i




2 2 ‘_ . )
> falP+ QIS; /{N7+N2 6 [21)

: ——

where Ta is the Fratio (df = 1 and N; + N, = 6) required for the «

D

level of significance; (P + Q) is a tunction of (a) the aptitude value in
question. tb) the number of subjects in Treatment 1 (N}, (¢) t,vh(' nums
b(“f of subjects in Treatment 2 (N,), td) the mean and variance for the
- aptitude variable and the square of the aptitude value, (e) the correla-
tion between the aptitude variable and the square of the aptitude
variable, and (B the correlations of the criterion with the aptitude
variable and with the square of the-aptitude variable; and Sz is the er-
rar sum of squares from model [14]. The actual expression for P+ Q
for the two-aptitutle case can be found in Johnson and Jackson (1 959,
p. 443).1f the squage of the aptitude is treated as a second aptitude
variable, then this expression is appropriate to the single- apmude
curvilinear case. : to
Bounding values for regions of significance are given by the follow-
ing expresston: )
Fa P+ Q)52
pr P

_ ' N : 22
f\/ N e 22

Expression [22] is a fourth-order {quarticd) equation involving the ap-
titudd" variable. ATICURV solves this quartic equation by first finding
a solubion for a msolvent cubic equation and lhen u%lng., this solution
to obtain all four rootsyof the original quartic equallon Expressnon
[22] yields two, four, or no real solutions corresponding to bounding X
vdlues. . h o

After calculating b()unding values, program ATICURV determines
the locations of regions of significance with regard to these bounding
values. Arbounding value is an aptitude score with a region of signifi-
tance occurring on'one side (aboye or below) of that score and a
region of nonsignificance occurring on the other side of that score.

Consider the follbwing example in which lwo.boXa@ing values (A
""‘ B)-have been obtained.
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Region | l Region 2 - J Region 3

—
A B
8 Aptitude

In this example, either ta) Region 2 may mvelve signiticance while
Regions 1-and 3 involve nonsigniticance or (h) Region 2 may involve
nonsigniticance with Regions 1 and 3 involving signiticance. It ther
withm-treatment regressions intersect, then it s easy to determine
which case—ta) or thi—is true. A region contdining an intersection
fpoint ot zero ditterence between the regression lines) is alway‘s a
region of m),ns|gnitk ance. It Region 1 or Region 3 contains an inter-
section, then case da) is true. On'the other hand, if Region'2 contains
an mtersection, then case thh is true.

Locating regions ot significance tor curvilinear regressions,
however, 15 not always as simple as shown above. As demongstrated
in.higure 17, two nonparallel curvilinear regressions need not inter-
sect. Consider situation () inFigure 17. Two bounding values (A and

B' exist in this situation. Does the region between A and B involve

- signiticanc e or nonsignificance? One might guess that the region bet-

ERIC

Aruitoxt provided by Eic:

5

ween A and B is a region of nonsignificance, since the minimal dis-

ever, such a

tance between group regressions falls in this regig
guess may prove talsé. The distances betwed regressions within a
region of significance may actually be smaller than the distances
within a bordering regfon of nonsignificance—such is the case when
a single region of significhnce is found in the one-predictor, linear-
regressions case (ATILINT or when an elliptical region is found in the
two-predictor, linear-regressions case (ATILIN2). Without further in-
formation, itisimpossible to determine if the region between A and B
Is one of signiticance or nonsignificance. - .

_ - ) v v |

SSituation th) in Figure 17 also predents a problem. No bounding
values are obtained, so there is only one region. However, does that
region involve signiticance or nonsignificance? Without additional in-
tormation it is impossible to tell. Program ATICURV deals with such

73 ‘ ‘
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(a)

ritenon -

Croup 2 !

b S P
Sreccccce-

aptitude i

-Ciroup 2

thi

Criterion

aptitude

¢
a-

Two examp/(’s of nonparallel and non/nlersecung regres--.
sions. In situation (a), points A and B represent boundlng * ‘
values for regions of significance. Without additional in-"~ .~
formation, il is impossible to determine where signifi-
cance lies with respect to A and B. In situation (b), no
bounding values are obtained. Without-additional infor-
< mation, i{ is impossible to determine if Croup 1 is signifi-
- cantly superior for all aptitude values or. if there is no srg-
. nificant difference for any aptitude value.

. 4 81 -
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probl('ms in the Iollowmg, manner. Th(* midpoint of each regu)n falL
ing within the observed aptitude values is calcdlated. The signifi-

cance of the dmvrence (distance) between regressions is evaluated at

‘each midpoint Gf expresslon (21] is true for a midpoint, then the

difterence is significant at <hat point). A signitficant differente at.a

midpoint indicates that the'corresponding region is a region of signifi-

_cance, while a nonsugnm(anl ditference at, a ‘midpoint indicates a’

region of nonsigniticance. Program ATICURYV reporrs the upper and
lower bounds for each region of significance falling within the range
of observed aptitude values.

Importance of the region of s:g,n/f/(anw for curvilincar rog,rvwons
Recall considerations pr('vmusly made with regard to the lmportance
of a region of significarre (p. 33). Such considerations also apply to
regions of signiticance donn('d with reg sard to curvilinear reg,ressnons
wnhm treatments. The tmporlan( e om region of sng,nlflcance is (1)
positive tunction of the. proportion ot total observations that fall -
within that region and {2) a negakive function of the amount of over- -
lapping between the treatments within that region. Recall that a
Treatment 1 observation evidences overlap it it falis closer to the
Treatment 2 regression line than lh(' Treatment 1 regression Im(' In
other words, an opservation is counted as over!appmb it it falls on the
“wrong” side of the midline bétween the: groﬁp regression lines. The.

midline between curvilinear (quadratic) regression lines is given by
: - 3 v

the tollowing equation:. , ,
. v o . 2‘,7 .
l\1pl(/\’.) = [Y7 + b77(/\’~ - /\7) + b (/\ 7) - ol
- Y, +‘b -(A-—/Té)—b LA/ 2

-

where MptA ) is the midline criterion score for the aptitude variable

equalto A Y and Y- 5 are the criterion means for the two treatments;

A, and /\) are th(' aptitude means for the two treatments; and the b's

ar(.- trom [17] and {h}l.

€. .. 82 1 ‘V .
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e «Program Descnpxlon Lo : .
e { ", & . . AN . ,4.,}{1 ‘w ’.'ng

]'hl p[ﬁgram per;prms a*;reatment-bg blocks a Iysns of vanance for  *
tth atment groups and fwo fevels of the ude variable: Within- ¥
5 ?&ment “high- ‘and-lo -aptltude bt gorles are formegd: by s
" 7. selectingrextreme cases, The: pe centage of Ss in the, samplemc:luded,’ .
© 7 in.the extreme aptltade categones (and, therefore, included i the =" ¥ |
R tteaj.mem-by “blocks analysis of variance is: free.fo vary, if 10% ofthe '
5, Ssareto be included, then: the 10"/k of the Treatment 1 Ss-with:the ..
o Qe asggned to the hlgh-aptltude category | » .

M

.;[ T

-
N

A aie: assugneg;f' } -
L ofttfrg’fxeauﬁent 2 Ss are: assngned to. each of ihe aptltude c'ategones -
SRR Pr ramuXG&GUPS peiforms multiple t;eatment-by;blocks analyses
Cas «gorrespondlng oa dlffexent percentage of the sample to'be in- -
s gludedfm the extreme groap Two options are avaalable The first'o op- ., .
‘ .tion.alfows.the user to: input the exact percentaggs tobe included-in
.+ the extreme groups (@ naxirum of six:;percentages is allowed), and 4
RS sepamte treatment-by-blocks»analysw is-then computed: for ea,g:h per- |
L centage. If the. second:option is: selected then extreme.groups. wuh
5. 10,20 %(Blr(d 40.percent of tho sample are const;ucted,amd the' cotf- )
respdndmgfour anajyses- are'performed Stat{gtlcai power @ - ﬂ) is o
. calculg&ed fo§ma|mand interaction effects in.each analysns owmg / -
o theas fo détermine the extreme’ group. szzg.,resultqng in the g &3t/
L S statistie jeal povyer,g Programy outputs sums. of sqgares, degrees o N
. ﬁéedom .mean Squares, F-values, pro abllltles,, power i éstlmates ang

1

yoowy .

A~
N

~

AP cell means for, treatments, apmugie level (hugh vs. Iow), and trea y
" 3 }nvmts byﬂevel‘s ‘Aflow < chaft for»program deOUPS is pre; ntecky

'y Flgure 18 o, TR . ERRAA
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o7 CHAPTER VE,, ™%
A ¢ '~ XGROUPS - -

Program Description ~ . . o

» Il ' o '. ¥ . . N .

. :Ihl; program pertorms a treatrent-by-blocks analysis of variance for
two treatment groups and pwolevels of the aptitude variable. Within
each treatment, high- and |(m\§-dptitudv ategories are formed: by

" selecting extreme cases, The percentage of Ss in the sample in¢luded
in the_extreme aptitude” categories (and, therefore, included in the
treatment-bytblocks analysss of vanance) 1s free to vary. If 10% of the
$s are to-be included, then the 10% of the Treatment 1 Ss with the
highest aptitude: scores are assigned to the high-aptitude category
and the 10% of the Treatndent 1 Ss with the lowest aptitude scores:
are assigned to the low-aptitude category. In analogous fashion, 10%
of the Treatment 2 Ss are assigned to each of the aptitude categories.
Program. XGROUPS perforsns multiple treatment-by-blocks analyses
each corresponding to a differenit petcentage of the sample to be in-
cluded in the extreme group. Two options are available. The first op-
tion allows the uskr to input the exact percentages to be included in

\ the extreme groups (a maximum of six por('ontqp:es is allowed}, and a
separate treatment-by-blocks analysis is then computed for each per-
((-n't.\g(-, if the second option 15 selected, then extreme groups with
10, 20, 30 and 40 percent of the s§mple are constructed and the cor-
responding four analyses are’performed. Statistical power (7 — B) is
calculated formain and interaction effects in each analysis, allowing’ -
the user to determine the extreme group size resulting in the greatest
statistical spower,” Program outputs sums of squares, degrees. of
freedom, mean squares, F-values, probabilities, power estimates and °

’l

- cell means for treatmients, aptitude level (high vs. low), and treat-

ments by levels. A flow cHart for program XGROUPS is pre?@nted:in
Figlm- 18, . L . 4 _—
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fieure 18. Flow chart for program XGROUPS.
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Program Input
Card 1,
Card 2

Col 15

- a g Col 6-10
Col 2

Col 14

. N .
-

Col 16

v .

Col"18
Col 20

»

Ca fd 3

[N

alphanumenc utle card Col "Q(),,'

parameter card

-

N tor Group 1 rmaximum = 2001
N tor Group 2 tmaximum = 2000
missing data option
0 = all data vahd .o
1 = blanks are invahd .
2 = blanks and zeroes are invalid .
pvru-r{( ot sdmpi(- option ! .
A zero 1n this column is a detault value:
the program wil pertorm analyses with
10, 20, 30 and 40 percent ot the sample
in each of the extreme groups. An alter-
native sbt of percentages can be re- .
quested by indicanng, the number of
percentages desired tmaximum = 6) and -
then including the alternatve percen-
tages on Card 3 (see befow) 'y -+«
option for table of predictor and -
tenion scores histed by subject-within
treatments. 1t this vption 1s taken, 1D
codes will be read-ac cording to tormat
and will be ﬁprmfed out (A5) along with
corresponding  predictor and  criterion
seores tor subjects in each treatment .
group. Sabjects with missing data will
not be sted in this table.
0 = no table
1= st 1D codes and scores
(begin tormat cards with A mode
fietd
no. of cards per subject in Group 1
no, of cards per sulject in Group 2

=

f

i

i

-~

“toptional—include only it Col 14 is not 0) indicate in-

“teger percent fevels desired in Col 1-3, 4-6, 7-9, et as

LS

ERI

-

.v
8

. |

necessary (maximum

6)

79




Card 4 tormat tor Group 1 Col 1-80
mllyéwv(f by Group 1 data , -
( \
Cwd 5 tormat tor (,r()up Col 1-80

tollowed by Group 2 data

Card 6 blank tafter last problem)
tor muthmle pr()blvms repeat cards 1-5, omitting data

Data cards should contain sublml M codes wt.desirad), the: ap-
titude score and then the (nterion score. 1t Col 16 on the parameter
dard 15 0, then formats must specity two F-mode elds—the tirst hield
tor the dpmud(- and the second tor the cntenon. It C16 on the
parameter card s 1, then formats must specity an imtial A-mode held -
‘AS or lesst tor the 1) code and then the two F-qu:v tields.

Example Problem . o . T
. . A , .
Data tor this problem will be the first ffredictor and, cnterion given ay
sample data in Chapter VIE (p.9%) of this mantal. Program control
cards tor this example problem are as tollows. v -

o

1 Alphanumenic utle card _ oL

. /Px.lmpl(- problem for. XGROBIPS

[ 2

Parameter card - . .

/ 0005000050 0 0 0 1 1 .

-

3. Cutott percentage card toptionah
. .

. ~
)

o7

'EMC A : 80
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4 Format caud tor Group 1 T
. /4x. B2 2% F2)
5 - Group 1 data ‘ . '
. .
‘ / . =
’ . -
: ]
“6. Format card tor Group 2 ) : .
. 494X, F2, 2X, F2r - i
- - ) . k] A
. . L4
.. 7 Group 2 data .
. / -
S > 8. Blank card faiter last problem) ‘v . .
e ’ ‘ / IR : ey
. . ' . -" . . . N " a~
' L9 EOF - , .
-l . 6 o 4 )
7. ‘_ “ .
RN 8 ! ' .
9
. o
- Panted-output for this example problem is given in Figure 19.
. ' T w” \
‘ | RN )
ERIC " | i




-

EXTREME GROUPS ANALYSIS: LEVEL L -

NO. OF SUBJECTS IN TREAT
NO. OF SUBJECTS IN TREAT

REQUESTED CUTOFF PEREENT
ACTUAL CUTOFF PERCENTAGE
TREATMENT L =10.008
TREATMENT 2 ');!.l“

EXTREME GROUP SIZES:

NO. OF SUBJECTS IN EACH TREATMENT
NO. OF SUBJECTS IN<EACH TREATMENT 2 GROUP »

SOURCE

MENT & = 58
MENT 2 =+ 58

g\ce DT

v

1 GROUP »

¢ . b
F P POWER’

GROUP{

TREATMENTIT)

. Gxr
ERROR
TofAL

TREATMENT MEANS:

1

GROUP

L]
TREATMENT 2 » 42,000

G) 1.9231 181964 - 265526
2.76%92 «1121375 L

267.7692 .dassads

REATMENT L » 8.

MEANS: -

HIGH » 47.5
Low - 42,5

GROUP DY TREATMENT MEANS:

TREATMENT L HI
TREATMENTY L LO
TREATMENT 2 HI

e8.008
16.900 -
AS5.008

TREATMENT 2 LO 69.000

v —"X,

" Figure 19 ~l’n,n.l('(l (}u;lpul tor program XGROUPS example

. problem.
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EXTREME GADUPS ANARYSIS: LEVEL 2

NO. OF SUBJECTS IN TREATMENT L = 5@
NO. OF SUBJECTS IN TREATMENT 2 = 58

REQUESTED CUTOFF *PERCENTAGE
ACTUAL CUTOFF PERCENTAGES!
.

TREATMENT 2 =2

EXTREME ERQUP SIZ2EST
NO. OF SUBJECTS [N EATH TREATMENT L GROUP = 18
NO. OF SUBJECTS IN EACH TREATMENT 2 GROUP = 18

source @ :
GROUP (G \
TREATMENT(T)
oxT .
ERROR
TOTAL .t
.

16
22562.58

'
] 123.19

x

TREATMENT MEANS
TREATMENT 1L\e
TREATMENT 2

49.758
45.758 .

crour MeANS:
HIGH = 49,
LOW = &b

GROUP BY TREATMENT
. TREATMENT 1 H!
TREATMENT 3 LO »
TREATMENT 2 HI =
TREATMENT 2 LO =

o .
* .

¥

L1388
1.2988
183.1454

.

P
hg2826
1

.

L.
PUMER
+13199)

. ’ e
Figure 19 wonunuedi. Printed output for program XGROUPS exam-

ple probtom.
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. 4
) N
-
. * .
. . & .
- .
. ..
M
>
&, . .
—— ©
A . -
. y "
' [ . - B .
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EXTREME GROUPS® ANALYSIS: LEVEL 3 ; )
. % NO. OF SUBJECTS IN TREATMENT L o b o f
. © ND. OF SUBJECTS [N TREATMENT 2 « 5@ . AN
REQUESTED CUTOFF PERCENTAGE = 12 Cy -~ 1\_\. ’
ACTUAL CUTOFF PERCENTAGES: T~
TREATMENT L =13, Q , ) N
TREATMENT 2 +30.90d8 . s v
a 1] N
N

EXTREME GROUP SI2ES! . . :
NO. OF SUBJECTS IN EACH TREATMENT L GROUP = LS s . 5
NDs OF SUBJECTS IN EACH TREATMENT 2 GROUP = 15
3
f

$5 DF MS POWER

SOURCE ¥
GROUPILG) w t
TREATMENT {1
oxr | :
ERROR t

El

TOTAL
.

TREATMENT MEANS:
TREATMENT L =,
TREATMENT 2 »

GROUP MEANS:
HIGH »
Low -

49,833
47,267
2

GROUP BY TREATMENT ME
TREATMENT L+H! =
TREATMENT 1 LO =
TREATMENT 2 HI =

106,67
186.67
244BL.87
4500. 00
313P15.80 -

49,83
47,167

ANS:
TL.30)
28.31)
28.3))

TREATMENT 2 LO = 66-'_30

-

186,67
126.67
2440L1.87
158.00

v.00
L.00

. L.ae
56.00.

3
AT
+TLLL

16246778

#1310}
~3:3112)
1.d00000

o

59.00

s

'F' } . .
bigure 19 1 ontmnued, Printed output for program XGROUPS exam- .
: - ple problem. s ‘
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EXTREME GROUPS ANALYSIS: LEVEL 4 o
NO. OF SUBJECTS IM TREATMENT 1 = 50 ) : s
NO. OF SUBJECTS IN TREATMENT 2 = 53 . , . ~ -
. REQUESTED CUTOFF PERCENTAGE = 4@ , .
ACTUAL CUTOFF PERCENTAGES: ) : b
TREATMENT 1 =4B.K 00 .
TREATMENT 2 =4 ! ] B
EXTREME GROUP SIZES: e - -
NO. OF SUBJECTS JN EACH TREATMENT 1 GROUP = 28
NO. OF SUBJESTS IN EACH TREATMENT 2 GROUP = 20
’
SOURCE : oF . M F » POWER
GROUP(G) ) 1.08 Sas.n L0890, | .763779 .as2es9  °
. TREATMENT (T} 1 1.90 70.31 L4889 .531549 .@92554
6x1 : 1.00 24325.31 11,4614  * 800880 1.000008
ERROR Vo L 76,08 . 171.9
TOTAL Vo 37479.69 " 39.00
o N A
. .
R . -
. ’ * ‘ Y
TREATMENT MEANS: -, " )
TREATMENT 3 = 49.175 S . )
TREATMENT 2= 47.5a@ - ;
) .
. GROUP MEANS:
HIGH = . 48.875 . !
Low = 48.080 v .
GROUP BY TREATMENT -MEANS: - LT f .
TREATMENT 3 HI =  67.258 .
TREATMENT 3 LD = 31.5088 . . b
. TREATMENT Z NI =  38.508 ° S .
TREATMENT 2 LG =  64.588 4
“3 -
“ . .
€ND OF JOB.
£
. . .
i .
. .
[ - .
w > ’ « \
“ k. J . " .
- - »
. R .
)
v . . “ 2
-
] . . i . . ) ) .
. Figure 19 «continued). Printed output for program XGROUPS exam-
) -2 0 ple problem. - - -
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P o Methodological Notes
XGROUPS . .
. General

° The consideration of statistical power is crucial to any field of inquiry

in which resear hers u')nsislenlly tail to reject the null hypothesis.:
This has tended to be the case in the field of apl!tude treatment jn-
teraction (ATH research wherein rolalwely fow significant interac tions
have been reported. For example, Bracht (1971), who conducted an
extensive review of the ATI literature, could-report finding onty five
significant,interactions amiong 90 studies which hyp()lhvsnzed an ap-
ttude-by-treatment interaction. !

Even though seemingly crucial to the inlrvpémlion, of an ATl study
that fails to reject the n_UII-hypolhe‘sls, statistical power is rarely, if
ever, reported in ATl research. This drcumstance is no doubt in-

fluenced in part by the complexity of the.concept of [)()V\;({r_ and.

sometimes by the laborious (‘ﬁfulaﬂlj()r}s that often need be per- .

formed in the absence of any handy programming routines.

. N N LI ] V ! : “ .
- . /
2. Power

» - «

" Qohen (1969) in his Statistical Power Analyses ior the Behavioral

Sc lences provides labl(w that are reasonably good approx;malmm for
-esllmatmg Ievels of power for the ana}ysrs of variance. Cohen used
the f()ll()wm;, three sources for constructing these tables: ™

A Laubscher's (1960) square root normal appr(rxumat:l()n of non-

~central F, given by the tormula:

[P

u+2)\ /72 + L.JFC 1/2 _
f 2N - —— —1Rv—1—= »
s S LU+ - V. .
z e - . . N
7 . - : - -
TR |ufe  ufan([1/2 o
o L T B T — PR W
. s ’v. . th}\_~ “_".. ,‘ (23
o o o oo
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where 7, i 4 normal deviale which deternunes the valse of
‘power; u. the degrees ot treedom in the numerator of the obtained F-
m_’llu, I APRY lho‘d('gr(’*m‘nl' treedom in the denominator af £
A= Fousand Foothe Fratio r(.'qunvd‘t'()r significance. The value ot
power tusually symbolized as 7 - 15 the pr()hdl)mly of obtaining a -
normal deyfate at least as small as g Ip other words? the value -
of power equals the normal curve area trom -0 to 7, . Civen
that power N symbolized as | = 3, then 8 |,; the complement of
. aner-or alternatively B is the nisk of making a Type llerror, e, of ac-
cepting the null hypothesis when at s I;\Is(', Note that A and,
theretore. power are tunctions ot the cell frequency, n” As employed
‘here, cell Ir(-que‘n(v refers Lo the.-number of scores upon which each
Broup mean r I(-vam tothe £, u)mpans()n is based, The value’ ()I Fo
dpprn)<|lﬂdl0s7ﬂvr /o )Aus F¢ya (‘; \ both increase as ((‘II Iroquen-
(v increases  The sduare root normal ap rox;malum {231 is best suited
tor generating power values when n dnd F, are not small,
B When nand f, are small a wecond approximation is most-ap-
propriate. This is Laubscher's ¢ ube root normal approximatipn of non-

central £, given by the tormula:

200+ 20 7 2 ufe  \ 143 t
- - - - “goN\——+ ).
R S - ()(U<+.}\)2 . v \u + A
gt , ‘
S D \Aute N3 aws 2| V2,
9y vt Sl - ~
<9y u+A 2] [_)4]'/

- iy “9(u + A

.

where v, v, f and X are as defined above.
¢ The final source of values for Cohen’s tables were t abl('s pro-
vided him by the National Bureau of Standards. These tables provide
exadl p()wor values for comhinations of a’limited numher of values
tQr n. u, (, and” F.. Cohen reconciled his approxlmdm)ns ‘with the gx- .
act values that” were available from the. National Burcau of Standards.
Program X, R()UPS InCorporates a . p()wor ¢stimating  function

“ttunction P6)WH{) th( h pmvsd('s power estimates U)rrosp()ndmg to

C ()hon s tabled values Ior ditfering valuos of v, F(,‘and Fe forthe case

ERIC'
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inwhich u = 1. These power values are generated through using both
the square root and the cube root ap;')r()ximau()ns depending upon v -

.. whethern is large or small. These, approximations give'normal devi-
e
ate values .u)rr(‘s])()n?hng to powsy (. e,y fi To obtain the pro-
bablllly value associaiéd with this 2, e following approximationy * *
derived from Hastings (1955, is used: : -
(a) - gthe absolute value ol fhe zoscore is taken; N\

(b)  then lr(‘ absolute’value of the 2 score is used in the formula:

. - .a A . - ’ ’ . -
T - e S
) P = —

- - L1+ SR

.- 4

v - 1251

where ¢ ,:. 000344 and®

-1

o= 001527 L

W) then i the 2 sqore is positive, powsr_is equal to 7 = p or, £
the 7 score 15 negative, p()we‘r is equal to p. v
Y . - B -

The réason for step (¢} is that the above approximation for the pro-
T’)ablllly associated with a 7 score gives the pr()bablllly of obtaining a
.2 5core as extreme as lhal obtained and with the sdme sign as lhat ob- -

tained. In other words ('quaflon [25] gives the smaller.normal curve .

area bounded by the score. Wlﬂ:l rebard“lo p()wer however, the v
normal ¢ grve area fom —oo to the Z sgore is of interest. Equation (251 .
V@,IV(‘S this area when the ¢ score is negative. However, when the 2z

2 score s positive, equalu)n (25) givés the u)mplement of the desired

area. Therefore, step (o) is included to,set power equal 16 p when the *

_/ score is negative and equal to the (()mplemoql of p when the z
= § %
SCOFE is positive. N -,
. L) N . TR
’ " ,

8 L -

e . A ¢ . .
3. A(‘('ura(xv of &Jﬁ(‘tion POWER . ~ e ; L -

L J

- - . ’ - .

¢

Borich and (.ndb’out (1974, t('sted the ac (suracyu)f th two approx- .

“imatjons for rrower (ag,amsl cHhen’ s tabled values by performing 96 .

calculations of powt-r with different values of n (cell frequeﬁ( y), F
(the obtained f and e (the F valuo n(*eded f()hugnlflcance at the 05

O [ }' e .
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lcv(l Ihv vajuv of . lh(- numbvr ot (l( grees of Irvvd()m in lhv

numvmmr wa\ a}w;xvx ane, as lnl('r(-\l was imited to e tte( l\ lnvolv-

.

g a xm;,l(‘* dv;,rvv m treédom. Theretore, this accurac y test was ac-.
e mallv llmnlvd to (('rmm Combinations ot \7d|U('\ for F,and n 'f beng
] dvh'rmmc d-by . The quare root .lppr()xmmlmn matched dosest to
: ¢ ()hon s tabled valuv\ whvn n was 4 or greater, whereas the cubt e
oot appr()xmmnun matc h(\([( Tosest when nawas lv\s lhan 4 Furic tion
. .

., S lb()WlR theretore, employs the square root appr()glmntu)n wh('n~‘

e o > g nn(l the (ubv rool appr()xmmll()n when n < 4,
% i

3y
®
H
»
¢
2

4 “Coll fr('quvnm L i ' L L

. . N - -

‘A (xll'lll()n shotid Y(' v;(prmw(l ('()n(('rﬁ'lm, the, moamng., ()t (('II tr('—
quvn( y, . as the prvwnt um;,v of.the lorm i s()m('wbdt um)rlhodox

Cell tfrequency represents lh(' numbe N)f scores producing a mean of

- finterest "Fhe means ol intey ('sl are lh()w upon which lh(' ()hldln(‘d F-

/ . -
atio lI SIS bawd As\m oxampile, one may h)nsuk'r a2x2 d('sug.,n

’llh l() SCOFOS per cell, Thi fo tor the row, c‘H('cl is based upon twa
means cach of which IS/d( tvrmlnod by ’()@( ores. Th('r('ior(' the valu(‘ )
s of hris 20 tar (l('l(*rmu‘mm)n of the power ot lhv Slg.,nm( ance test ¢f
+ ethe row etfect. Slrmlarrly,.kho value of nis 20 tor th(* determination of
the [)()W( r of the \l},r\m(dn'c ¢ test of the column effeet. IR contrast,
o, the Tow X (()Iumn |nt(*m(1u)n is based upon comparison ot all t()ur &
T e Cdlimeans and the vdfuo of nis 10, t()r the determination of the power .
<ot the sigmificance ('sl ot-the Tteraction. It sh()uld be noted. that the
cell frequency as prownﬂy dvtln('d) 15,20 for the test.of the main

eftes ls but only 10 for the t ('st ‘of the interaction. Th|s tower cell fre-

quon(y associated with the interaction |Ilustralvs an. interesting

.m

g,unvra‘l pnn(lplv (()n(('rmng., J)()wvr analysos Power is”a positive

“lunction of ull frequency. (.we‘moqual (*m'(t sizes. and deg.,reos of

trv(-dom the lower ¢ el trequency tor lh(' interac tion tost |mp|ws that
. the power of the l(*sl ()t thv interaction W|II be I()wvr than the power
¢ O the tests of lh(' main effects. This lower powvr for interaction l(‘sls o

has I een. (nvmll ove rl()()k('d by the /\Tl res carg hvr .
Y
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5. /\pph(auons Invoh rn;,, Smusm al Power

ASlausil(al power is a p()smvo function ot (ho cell lr(-quvn(y, the
vtfe?\(' ulo and the alpha level chosen tor sll.,nm(.m( €. Anincrease in
any one of these lhr(*e quantities_will (ause an increase n power. As
an illustration of the influence of the alpha level, consider an expen-

“menter who has just calculated a2 X 2 extreme sgroups analysis. for.

which he has_hypélhosized»(ha( an interaction would be significant at
- the .01 level. The experimenter fails to reject the null hypothesis and
estimates, Ihal the power o of the analysisis .60; that is, he risks missing
an |hu-ra(u()n in four studies out_of every ten. The experimentet is
concerned that he may have (h()sonéif)u low a value dr alpha and

“that this low value alone may have' unduly I|‘mm'd the power of his -

expeniment and thus may have increased his chances of making a

- Type It error. But could he appreciably increase his power by raiving -

the alpha level in future studies? If a desirable level of power, such as
’

one between .70 and .80, (()uld not be obtained even bytncreasing

’ »dlpha toas high as . 10, this researcher either should abandon this par-
ticular résearch o shauld consider a m()re powerful deslg,n
~ Power is most usually raised in a g.,lven experiment by increasing
the number of subwus in that oxpenmont f power is estimated and
found to be I()w the cost of improving it by increasing sample size
will usually pr()vo to be well worth the effort. If, on the other hand,
Rower is estimated and found to be high, say, in the nelghb()rhood- of
.80 t0 .90, the researcher will find that an increase in n, even of a large
magnitude, may not substdnually increase power further. It is not
" unusual for power values as great as.90, or higher, to demand sample

ing sample size to gain power is therefore greatest for the researcher

whose expetiment has initially moderate or weak power.

*  Another way of i lnueasmg‘ power is to increase the effect size. This
is the strategy employed in the extreme groups analysis. The ATI
researcher who chooses te employ the extreme groups technlque is
faced with a trqgdeé-off: What percenlage of the distribution should he

[MC 90 .
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sizes that exceed an experimenter’s.resources. The benéfit of increas- -
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d\su,,n to the two extremes in order to have a reasonable level ofs
Powert This question presents a ddemma which may be clarified by
considening a practical example. Consider a sample of 100 sub,e( ts

trom which two extreme groups are to be selected for analysns The

extreme groups strategy drctates that the two groups bo torm( dso

ERIC

Aruitoxt provided by Eic:

that one includes the subjects.scoring highest ¢ ()ﬁ the aplllude and the
other includes the subw( ts seoring lowegt on the aptlludo tach ex-
treme @,rnup can contain-as many as 5Q subjects as an upper | limit (tho
high group being subjects abova the median and the lowigroup being
sub]v(\ﬁvlnw the median!, oreach extreme group tan <ontain only

a tew subjects, e.g.. tive (the high group being the |nd|v\luals with

lhv five highest scores and the low group bvm;,, the individuals with ~

lhv five lowest scores). As the jwo groups bvu)mv more extreme, the
(4)rrvspond|nf,, mcrement in l/h(v dnf!vr(*nw bvbwvvn lhvlr means i, e,

the effect sizer causes power to |n( rease. H()W(evvr as lhe two groups
become more extreme, the "number of subjects in a group fi.e., the
cell trequency)  decretses and power diminishes. Thus, as the
selected groups become more extremit, the presence of antagonistic
effects on power leaves unclear what the change in power will be.
Program XGROUPS Ras been designed to assist the ATI researc her in
reconciling lhe'ny('d for increased power with a resultant decrease in
sample size, 1.¢., to help him chodse the number of cases that when
assigned Lo extreme groups yields the most. acceptable level of

power. |

. . —_—

< Treatment X Blocks ANOVA

Thv standard analysls for’ the extreme groups design is a lroat-

ment X blicks Inalysis of variange. Program XGROUPS is appropriate
to a 2 X 2 extreme groups design involving two treatments and two
‘extreme aptitude groups within each treatment. An apmude vanable
is used to establish hvgh and low categories within each treatment.
For Trealmvnl 1, vqual perc onldgvs of the $s are assug,,ned to high and

low wglrvm;'_ gmlws._The .s,dr_nv percentages of Treatment 2 Ss are

a
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assigned to lh\\}wu' extreme groups.* If the total numbers of Treat-
ment 1 and Treatment 2.5 ate not equal, then the restlting extreme
groups design will involve unequal n's. While unequal fi's often
greatly complicate calculation and interpretation of an ANOVA, this
is not true in the present case. Since Pr()gmni XGROUPS fofms equal-
sized High and low aptitude groups within agivén treatment, the cell

“tions are applicable (Kirk, 1968; Winer, 197)). Program XGROUPS,
thorof()re employs conventional ANOVA  calculation le(hnlques
Program output includes mean squayes for treatments, levels (thigh vs.
low), treatments % . levelsy and residual error. The F-ratio for feat-
~ ments X levels is the test for aplilﬁcje-lrealmehl interaction. //
-/

»

] STy t
*Formation of extreme groups can be complicated by Ss with equal

- aptitude scores. Consider an aptitude that assumes inteéer values

€ “from 0 to 10. Say five Ss dre to be included in the high cétégory but

the next highest paossible score of 9. Which five Ss'should be included
in the high category? In this case, program XGROUPS farms a high
group (‘()nsisliﬁg of the four Ss with scores -of 10 and a single §
(selected by a random number function) with a score of 9.

v

.

Aruitoxt provided by Eic:

frequencies in the resulting extreme groups design will always be
pr()porllonal and conventional ANOVA calculations and mlerpreta?

that four Ss received a maximum score of 10 while three Ss received _
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" TABLE OF-PREDICTOR AND CRITERION SCORES LISTED BY SUBJECT WITHIN TREATMENTS'

TREATMENT 1 &
PREDICTOR 1 PREDICTOR 2 CRITERION
" <10.000 . 70.000 5.000
15.000 70.0008 15.000
-20.000 70,000 15.000
25.000 ©75.000 20.000
30.000 . 75.000 20.000
20.000 80.000 . 25.000
35.000 80.000 25.000
40.200 80.000 25.000
30.000 .+ 85,000 30.000:
40.000 85.000 30.000
+50. 000 70.000 30.000
%25.000 70.000 35.000
30. 000 . 65.000 35.000
45.000 65.000 ‘ 35,000
. 550000 ’ . 65.000 : 35.000
35.000 ' 75.000 . 40.000
40.000 70.000 40.000
50.000 .65.000 40.000
., 3%.000 60.000 45.000.
55.000 " 55.000 45,000
“60.000 60.000 45,000
65.000 55,000 45,000
49.000 sd. o000 51.000
45.000 50.000 - 50.000 .
50.000 50.000 50.000
.60.000 50.000 50.000
65.000 50.000 50.000
70.000 50.000 50.000
50,000 45.000 55.000
50.200 - 45,000 60.000
55.000 . 45,000 60.000 °
60.000 45.000 60.000
> 65.000 40.000 60.000
70.000 40.000 60.000
75.000 " 40,000 60.200
60.000 40.000 65.000
70.000 © -35.000 65.000
80.000 35,000 . ' 65.000
60.000 - \. 35.000 © 70.000
65.000 30.000 70.000
70.000 . 30.000 70.000
'75.000 30.000 70.000
85.000 25.000 70.000
70.000 25.000 75.000
80,000 25.000 - 75.000
75.000 20.000 80.000
85.000 20.0200 o 80.000
90.000 15.000 ° 80.0200
85.000 15.000 85.000
90.000 5.000 . 85.000

Aruitoxt provided by Eic:
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TREATMENT 2 o . E
1D _PREDICTOR L. -~ PREDICTOR 2 CRITERION
. @51, 0.000 60.000 " 70,000
AR - 252 5.000 “70.080 ' ° _ 65.000 . .
o @53 5.000 55.000 . 75.000 .
254 10.000 75.080 75.000 :
ass 115,000 . 70.000 . .60.000
as56 15.000 60, 0do 70.000 -
as7° 20.000 75.000 - 75.000 i )
258 25.000 75.000 . - 55.000 ) : T
as9* 25,000 65.000 70.000
@60 30.400 70,000 60,000 -
@61 30.000 45,000 . 65.000
@62 . 30,000 65.000 « .. ‘ 75,000 o
4 963 35.000 . _ ° 55.000 . s@.000 i
@64, - 35,000 I 75,000 55,000
65 40.000 . 70.000 60.000 .
TS 40,000 60,000 70.000 ;
. Q67 . 40,900 v 55,000 75.000
268 45,000 . 50.000 55.000 .
P69 - . 5,000 : 75.000 T 65.000
270 50.000 65.000 - 45,000
a71 50.000 . 25.000 ) 65,000 . .
¢ ar2 55,000 ° 65,000 |, 40,000 : vl
273. 55.000 40,000 50,000 :
ar4 55,000 30.000 - 55.000
- 15 55,000 55.000 70.000
. a%e 60.000 70.000 . ' 55,000
a77 D . 65.000 55; 000 30,000
a7s 65.000 4. . 50,000 40,000 *
. @79 65,000 ) - 40,000 " 65,000
~ . @s@ .. . 70.000 . 65,000 * 25,000
281 70,000 > 45,009 35.000
082, © . 70.000 15.000 45,000
@83’ 70.000 | 50.000 = 55,000 © .
284 70.000 40.000 %&, 60.000
%gs 75.000 3l.008 20.000
& 61%' 75.000 ¢«  20.000 - 30.000 ..
. @87 N, * 75,000 : 60.000 © 40,000 .
- @88 ¥ 75.000 . 55,000 50.000
@89 80.000 45,000 15.000
. 290 . 80.000 35,000 45,000
291 : 80.000 - 30.0d0 © 55,000
85.000 20,000 " o l0.000.
85,000 10.000 15.000 . .
85.000 2.000 25.000 .
- 85,000 45,000 35,000
85.000 35,000 , 45,000
90.000 - . "25,p00 0.000
90.000 15.000 10.000 R
90,000 1,0.000 : 20,000 . : a

90.000 55.000 © o 3p.000 —
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. - CHAPTERVII -
.. ANNOTATED BIBLIOGRAPHY .

: Abelson, R. P:"A note on the Neyman-lJohnson technique. Psy-
. ‘chometrika, 1953, 18(3), 213-218.
This article discusses the rationale for the Johnson-Neyman techni-
~que and the hypotheses that should be préliminarily tested before '
- the technique is used. Specifitally, the articfe suggests testing the hy- . )
potheses of (1) homogeneity of group variffices and (2) equality ‘of
group regressipn slopes. If hypothesis (1) is rejected, it is theoretically
not permissible to continue.. If hypotheses (1) and (2) are both ag-
cepted, the author suggests testing the hypothesis that the intercepts
are equal for the two groups. If hypothesis (1) is accepted and (2) js
rejected, then the Johnson-Neyman technique is utilized. The author
presents a method for the computation of the regions of significance -~
for any number of predictors. - ' ‘ ’

®

4

Cahen, L.S., & Linn, R. L. Regions of significant criterion différences in’ -
.aptitude-treatment-interaction. research. American Educational
Research Journal, 1971, 8(3), 521-530.

This article compares three techniqués for determining regions of
‘ " significant criterion differences when the effect of treatment interacts
with the aptitude (predictor value) of the subjects in questions. Com-
pared are the Johnson-Neyman technique, the Potthoff modification
. of the Johnson-Neyman.technique,-and the Erlander and Gustavsson
N methbd.’T’he authqrs demonstrate that the th(ee ;echnituzs ‘differ'i‘n,
N their estimates of the size of the region of significance: A
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Johnson, P. O, & Fay, L. C. The Johnson-Neyman technique, its theo- -
ry and application. Psychometrika, 1950, 15, 349-36y. '
' : \t&
A detailed theoretical derivation of the Johnson-Neyman techni-
que for determining regions of significance for interacting regression
lines is presented. Also presented is a step-by-step computational ex-
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~ ample problem in which there. are two- covariates (aptltudes two
treatments and one criterion measure. :

- Johnson, P. O., & Jackson, R. W. B. Special applications of muluvanate
~analysis. In Modern statistical metheds. Chacago Rand McNally,
1959, 410 4‘35
The authors discuss the Johnson-Neyman method for-comparing

groups that have been measured on some aptitude [covariate, here

“called “matching” variable), The authors first considef using the tech-

nique when the aptitude is qualitatively of categoricdlly defined (e.g.,

sex, fd(e) Second, the authiors discuss at kength tife more frequent
case in which the -aptitude variable i§' quanftatively. defined

(measurable across a range) Within this casé, two fxamples are dealt

with, one having a single aptitude and the sec

titudés. '

Johnson, P. O., & Neyman, ). Tests of certain linear.hypotheses and
their a\ppl cation to some odumtlonal problems Statistical
Rosearch Memoirs, 1936, 1, 57-93.
N
Thls artlcle contains the onglnal formyflations of the Johnson-Ney-

man technique for determining regionf of significance. The greatgr

part of the article is devoted-to'a det
the technique, although space is ajgo reserved for-a discussion of the -

kinds of research problems for which the techmque is appropn ife. A

numerical example is presens&d. "

Koenker, R. H., & Hansen, C. W. Steps for the appli(ation of the
Johnson-Neyman technique—A samplée” analysis. Iournal of Experi-
mental Education, 1942, 16(3), 164-173. :

— A computational example using the J()hnson~Neyman technique is
presented. The problem analysis has two groups, one criterion, and
two aptitude vanables A detailed computataonal procedirre is pre-
sented,

Potlhotf R. F. On the Johnson Ney,man technlque and some exten-
sions thereof Psychometrika, 1964, 29, 241- 255 ‘
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The artlcle starts by revuewm;., the Johnson-Neyman technique,
~ suggesting when it should and should not be used. Several modifica-
tions of the lechmque are then presented which:.. .
. (1) consider regions of significance- as (onfademe intervals; yd
' (2) use simultaneous confidence intervals |nstead ot plotlmg lhe/ }
region of significance; -~
(3) . consider the case having more than two groups; L
{4) - consider {mcase having more than one crileyixf
Several simple Mumerical examples are ‘present}d. ’ o

Walker, H., & Lev., }. Analysis of covari Ce. In Statistical inference,
New York: Holt, Rmeharl and Wj ston l953 387- 412 w1

. This chapler presents a d watlon of the analysis of, covariance
model with a (ompWal eXample having one covariate (ap-
titude), two treatmen {groups, populations) and on® criterion. Also
presented are (1) arf F-test for the hypothesis of equality of group
regression lines 42) an F-test for the hypothesis-of equality among ad-
justed group ACriterion) means, and (3) an+F-test for the: hypothesns of
linearity of the regression line based on group means. «

For gf example having one covariate. (aptitude), two treatments

s populations) and one cgjterion, a method for determining (1)

point .of nonsignificance (thé intersection of group regression -

ines), (2) the region of nonsignificance (those covariate values for
which the treatments do not differ significantly), and {3J the regions

of significance (those covariate values for which the treatments differ

5|gmf|canlly) is presented. ,

Finally, for an example having two Lovanates a method for deter-
mining the regions of 5|gmf|(ance and nonsignificance is presented
These regions are defined by all combinations of covariate values for
which differences in the treatments do and do not differ significantly.
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{1} consider- regions of significance as éonfiderice intervals;

(2) use simultaneous- confndence mtervals mstead of plotting-the
-, .+ region of significante;
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) consider the case having more than one criteriorf.

Several simple nunjerlcal examp_les are- presented:
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Walker H & Ley J Analy5|s of covarjarice. In Smusucal :nference
New York: Holt,"Rinehart and Wj Ston, 1953, \387 412
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This chapter presents a de ivation -of the analy5|s of, covariance

rodel with a computatjghal 'exampk having one covariate {ap-

titude), two treatments{groups,.popuyfations) and oné critenon. Also

.presented are (1) uf F-test for the hypothesns of equality of group

regression lines 2) an F-test.for the h)qmj_.hes;s of equality among_ad-
justed-groupACriterion) Mmeans, and (3F an:F-test for the hypothesis of
linearity of the regression line- based on group means.

For ai‘example hawing. one covqrm{ef laptitudel, two greptments

‘ (gro s, populations} and one c,gltenon, amethod for determining (1)
- thé point .of nonmgmﬁcance {the intersectiofi of group regression

O

ines), (2) the region- of nonsignificance (those covanate valués for
which-the treatments do not differ significantly), and (3) the regions
of significance (those covarlate values-for which the treatments differ
significantly) is presented.

Finally, for an example havmg two covarmtes, a method for deter- .

mining the regions of significance and nonsignificanee is presented
These regions are defined by all combinations of covanate valyes for
which differences in the treatments do and do not dlffer s:gmflcantly
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region &f significance; .

) 13) consider the case having more—lhan uvo,groupx,
- ) consider the case havmg, mme—z}zan “orie critenpd.
" Several simple aumencal examples are presenl - o

Walker H & tev.. ). Anaiyszs of covanupice. 3n Stausucal nference.
New York Holt, Rmehart and:¥Wis sxon, 1933«38/-412
v :

This chapter presents a dp :va:xcﬁ'l ‘Ithe analysis of covanance
) pfe having Gne covanate ‘ap-
ttudel, two tréatmentsgroups. popu?alrons, and on€ untenon. Also
.- presented are ‘1> g F-test for the hsmthes:s of equality of group
- regession lines, £ 4 - an Ftest wr the hynazbes:s of equahty among ad- .
justed groupAnteron. means, and ?m;nf test for the hypothesis of * ~
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For o4 example having one co»,&ﬁaié <aptitude. two tre,atmems
" ‘groups, populations.. and one (fg[u’u’:{l amethod for detetmining .1,
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model,.wnh a computatj fal B

sngmﬁcantly) is presented.” -

finally, for an example ha.wng two Loy anates, a method for. deter-
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