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Preface

What contributions can current research in cognitive psychology make to the
solution of problems in instructional design? This volume presents responses to
this question from some, of the best workers in an emerging field that I have

labeled "Cognition' and Instruction": people concerned with the investigation of
the cognitive processes involved in instructional situations. The focus of this
volume was presaged by comments made in a previous volume on cognitive
psychology (Forehand, I 974):.

In what seems remarkably few years, informationIlrocessing psychology has conic to
dominate The experimental study of complex human behavior. That rapid success
encourages inc to speculate that within a comparably short time the approach will have

as much of an impact on psychology in the field as it has had on psychology in the
laboratory. In particular, its potential for illuminating recalcitrant problems in education

seems evident 1p, 159].

The chapters in this volume indicate the extent to which this potential has
already begun to be realized.

The book is divided into four parts. The first three parts include sets of re-

search contributions followed by discussions, and the fourth part contains
three chapters that offer critiques, syntheses, and evaluations of various aspects

of the preceeding papers.
Thechapters in Part I represent different strategies for instructional research.

In the first chapter, Carroll, raising some of the issues facing psycholinguistic

theory, asks whether we yet know enough to intentionally teach language

skills according to' a systematic instructional theory. He summarizes three

lines of theoretical developmentnaive, behavioral, and cognitivethat bear
upon the issue, and finally suggests that an information-processing view of
the cognitive processes underlying language behavior may ultimately provide the

basis for a theory of language instruction. In Chapter 2, Calfee presents a
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research strategy that focuses upon the interpretation of the empirical results
obtained in both the laboratory and in instructional settings. lie points out
the potential pitfalls awaiting the instructional evaluator who has not care-
fully considered al, possible sources of interdependency in the cognitive models,
The statistical. analyses proposed by Calfee may be useful to those faced with the
task of identifying the extent and the pattern of the effects of Instruction.

Resnick focuses upon the area of early matheinatics instruction, and she
reviews and evaluates the precursors of current pro(:":dures.in task analysis. tier
contribution traces the development of a strategy. im(instructional research that
utilizes information-processing models of cognition to meet the practical
demands of creating effective instructional procedures. v,

Atkinson provides a glimpse of the latest products or his extensive research
pro rant, which is aimed at developing what he calls "adaptive instructional
systems." His research strategy is based upon the view that "an all-inclusive
theory learning is not a prerequisite for the development of optimal
procedures."

Part I concludes with discussions by Gregg and Olson, and their comments
further emphasise the variety of strategic approaches to research on instruction.
Gregg argues for the importance of understanding and representing the learner's
strategies in instructional situations, whereas Olson raises- the issue of the
ultimate social utility of what we decide to teach to children.

The chapters in Part II focus upon process and structure in learning. The'
emphasis is upon the precise, explicit, and detailed representation of what is
learned, hOw it is utilized, and how it is modified. In Chapter 7, Greeno
demonstrates what such an extensive representation might look like. lie provides
an elaborate statement 01 the cognitive objectives for three different areas:
elementary antluneti(', 'high-school geometry, and college-level psychophysics.
knowledge in each area is represented by a different collection of building
blocks taken from current mlonnation-processing theories.

One ot the central issues in instructional research is how new knowledge is
ammo& 1 lyman, in Chapter. describes a paradigm for exploring the ways in
which memoty is restructured when new intOrmation is discrepant from pre-
existent stereotypes. Hyman uses a paradigm borrowed from social psychological
studies ot impression formation, and shows that it has.intplications for the more
amoral issue of information acquisition.

In CII,Irtel 9, Norman. Gerstner, and Stevens utilize tools-some of diem
already described by Greeno- to (tenth.' the general nation ot "schema." The
analysis by Norman. Gentner, and Stevens is extremely fine grained: they
slew lop detailed representations for an increasingly, Jich 'understanding of such
basic concept; as "give" and "buy." They aiene that such representations make
it possible to-be quite precise about how instruction should proceed.

Shaw and Wilson. in Chapter 10, address the issues of process and structure
from a more abstract- almost philosophical- position, but tbey also provide
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concrete examples from Shaw's work on perception. The central issues concern
the ability to understand an entire concept from experience with just a subset of
its instances. Such an ability. Shaw and Wilson aigne, lies at the heart of an
understanding of invariance. . . . .

. .

The discussions by Farnham-Diggory (('hapter i i ) and by IlayeS (Chapter 12)
offer ,,stimulating critiques of the positions presented in Part II. Citing an
alarmingly. modern instructional program over half a con'tury ago. Farn-
lram-Diggory asks first' "What's new:?"i and then "Is it better?" Llayes suggests
some ways that one can begin to tr;:in students directly in cognitive skills, lie
focuses upon a recurring theme in the chapters of Part If: "What does the.
student know about Iris own cognitivelprocesses?"

All essential but neglected elemen in instructional research is.the role of
instructions per se, aril_ the contrib 'lions to Part III focus upon the processes
that underlie the comprehension of -erbal instructions. Just and Carpenter take
the sentence as their unit of analysis/. Using a sophisticatd and txplicit model of
sentence processing. they are able to account for in impressive variety of
empirical results. Then they suggest ways in which aver, units, such as those
used in reading comprehension tests. could he analyzed similarly. Simon and
I layes take a larger unit of analy:6s- the entire instruction set. They report on
the development of an informatilon-processing model aimed at explaining the
prOcesses that underly the undelistanding of instructions for complex puzzles.
Then. using the unambiguous co,inponents of their model as points of reference.
they sketch the broader implicaiions that a theory of understanding could have
for instructional research and practice.

In the -discussions in Part III, Collins (Chapter 15) andShaw (Chapter it
suqest areas for extension out the models of comprehension described earlier..
Collins asks about the naturefof the comparison process-. a basic unitary process
in the Just and Carpenter model and speculates that it might itself he composed
of even more elementary subprocesses. Another issue raised by Collins is the role
played F the broads r knoivledge base ill which the comprehension processes for
sentences or_ task instructions operate. .

Shaw's comments range somewhat farther afield, touching on the papers in
Part 11 as well as thoselin Par t ill. Ile outlines programs in two diverse areas- art
instruction and treatment of aphasia- that derive from a theory of compie-
liension that draws upon elements 01 the models presented in many of the
previous chapters.

The three chapters in the fourth and final section represent responses to many
of the issues raised in previous chapters. Waser (Chapter 17) addresses the issue
of how we can take the results of scientific research and apply thein to practical
problems. Ile argues'for the development of a linking science- a science of
instructional design-- that would transform our knowledge of cognitive processes
into instructional procedures while at the same time providing tests and chal-
lenges for the existing/theories. Cazden (('hapter IS) raises some very practical

7
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questions based upon, her varied experience as bath a 'classroom teacher and a
research psychologist. One example of the kind of issue that is central to a
theory of instruction but still inadequately handled by our current theories is
Cazden's question: "What is the value of practice?" Finally, IUahr (Chapter 19).
sketches some of the issues that would need to be resolved-before one could
construct a model of a learner.
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Part I

STRATEGIES FOR
INSTRUCTIONAL RESEARCH

It is often thought and said that what we
most need in education is wisdom and broad
understanding of the i0F.ues that confront us.
Not at all, I say. What we need are deeply
structured theories in education that drasti-
4:ally reduce, if not eliminate, the need fdr,
wisdom. i do not want wise men to design
or build the airplane I fly in, but rather
technical men who understand the theory of
aerodynamics and the structural properties
of metal ... And so is with educa-
tion ... I want to sec a new generation of
trained theorists and an equally competent
band of experimentalists to surround them,
and look for a day when they will show
that the theories I now cherish were merely
humble way stations on the road to the
theoretical palaces they have constructed
(Swipes, I 974] :



il

1
Promoting Language Skills.,
The Role of Instruction

John B. Carroll

Educational Testing Service'

Can language skills be taught? The answer to this question depends upon how we
define "language skills" and what we mean by '2teaching." There appears to be a
fundamental divergenceusually between behavioral. scientists'on the one hand
and educators on the otheras to what these'terms mean.

In the context of behavioral science, instruction is often taken to mean
definite, specifiable "behavioral" objectives, highly-controlled instructional set-
tings and materials, and definite procedures for observing and measuring learning
outcomes. But in the minds of educators, it is generally the case that:

`Instruction' is a word within the system (education) that has no operational defini-
tion. It refers to many different ways in which the relationships among students,

"teachers, learning materials may be structured. ,Discursive situations, at all levels of
iritructidn, tend to be seen as effective. They, and other types of structured situations,
are being defended against displatement by instruction geared only to operationalized
episodes [Dickinson, 1971, p. 112].

Even,McKeachie (1974), a behavioral scientist, is inclined to express his unhappi-
ness with the term "instructional .psychology," ,,"for 'instruction' carries a
connotation of teacher direction or building that is less pleasing . than the
emphasis on the student implied in 'learning' [p. 162] ."

Dispute over the meaning of "instruction" and "teaching" is fotind also among
educational philosophers. It is commonly agreed that teachi4 is any activity
that is designed to result in learning on the part of the individual being taught,
but there is.debate as to whether such an activity should be. called teaching when
there is no intent on the part of the teacher to teach, or whin it is not successful

in producing its intended outcome (Scheffler, 1960).

I Currently, Department of Psychology, University of North Carolina at Chapel Hill.
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4 JOHN B. CARR( t

Consider the claim that the child learns his native language Without being
"taught," simply by "exposure" to adult models, To support such a claim, one
would have. to have in mind how he distinguishes between teaching and non-
teaching. and how he means to define "exposure," On the other hand, it is
commonly accepted that one can "teach" vocabulary knowledge, or a foreign
language.

If we are to study rationally the problems of teaching language skills, we must
embrace such concepts"' as "creativity in language" within a scientific, deter-
ministic framework, It' there is such a thing as a natively predetermined "lan-
guage acquisition device" (McNeill, 1970) that accounts for the acquisition of
language skills, we must describe it scientifically, If the system of language is
"internalized" by language learners, the resultant internalized states must be
open to scientific study by appropriate observation of the "behavior" (broadly
defined) that occurs under specifiable conditions. Some of these "specifiable
conditions" will fall under the concept of "instruction," but I assume that they
will cover not only the kinds of deliberate, formal operations that a teacher
performs in the classroom, but also the informal, largely nondelibemie actions of
people interacting with each other through language and oth2r means, for
example, the interactions of a mother and her child, or the interactions of one
student with another in a "discursive" situation, Whether these actions are taken
with an "intent" to teach or produce learning, and whether these actions are
"successful" in producing learning, are questions that are not of central interest.
It does not much matter whether or not we say that tht. child learns his language
"without being taught." What matters is what external influences, that we might
he able to have under (Air option or control, there are upon the child's learning.
There are many ..kinds ,of "language skills": speaking, listening, .reading,'hand-
writing, spelling, and written composition are the native language skills that are
given most attention in the schools, but we might also want to discuss what are
often. called "comm unication skills," including nonverbal communication skills.
In all these skills, there is a developmental dimension as the individual moves
from infancy to adulthood. In a previous publication (Carroll, 1971.b) I-have
reviewed the literature on the development these native-language skills be-
yond the early 'years. In addition, we may want to consider the problems pf
teaching a second or a foreign language, or of teaching a "standard" form of a
language when the learner's native tongue is a "nonstandard" form of that
language, I have reviewed research on mei;y aspects of these matters in a number
of publications (('arroll, '1963, .1966, 1968a, 1971a), and I do not intend to
recapitulate these reviews here. Instead, I propose to focus -attention on the
Prieqeis of the language learner that seem to be implicitly assumed by teachers,
writers of instructional materials, and others in education, as well as such models
as are offered by psychologists, psycholinguists, and linguists. We must see in
what respects these models are inadequate or conflict with one another. We must
also attend to what role these models assume for "instruction ". defined broadly

13,



1 PROMOTING LANGUAGE SKILLS 5

as any external influences on the development of language skills, as represented
both by formal teaching actions and by more informal social interactions.

NOTIONS OF SKILL, COMPETENCE, AND PERFORMANCE

If we are to begin promoting language skills, we need a notion of what these
skills consist of. Indeed, it would be to our advantage if we had available a
complete theory of how people acquire and use language skillsboth productive
and receptive skills, and both skills with the spoken language and skills with the
written forms of language.

One prerequisite for the development of .such a theory is consideration of the
relation between a language system, as described by linguists, and the activities
and behaviors that involve its use. In recent years, this problem has been
discussed in terms of the distinction, most trenchantly formulated by-Chomsky
(1965), between "competence" and "performance." The distinction has been
debated. almost ad nauseam (Bever, 1970; Fillenbaum, 1971; Fodor & Garrett,
1966; Hayes, 1970) and it would be a distraction to fully discuss the matter
here, but since I have a particular viewpoint, I need to state my position with
some semblance of justification. I believe that all Chomsky literally meant to
refer to was,. on the one hand, what is learned (competence), and on the other,
the behavior that manifrsts that learning (performance), including both receptive
and productive language behaviors, The notion of competence is entirely neutral

as to what type of grammatical model should describe competence. Chomsky
offered generative grammars as theories of competence, but linguists (and
others) are free to select other kinds of grammar to describe competence.
Further, the notion of performance is neutral as to what theory or model of
performance mechanisms one might adopt; a model of performance mechanisms
might be derived from behavioristic principles, from cognitive psychology, or
from any other psychological system. Much of the discussion about competence
and performance, however, has been concerned with the extent to which a
model, of performance must "incorporate" a competence model; and if so,
whether the competence model (i.e., the type of grammar chosen) determines
the form of the performance model. In my opinion the determination is in the
opposite direction: the form chosen for the performance model will tend to
dictate the 'form of the Ccompetence model and-therefore the form of the
grammar. This is the case because the mechanisms or processes that a perfor-

mance model assumes are not indifferent to their content, i.e., to the elements
upon which they operate,

There are perhaps many possible ways to. writ, grammars for verbal optput,
but the type of grammar that makes psychological sense is determined by the

kinds of mechanisms that are assumed in the performance model. There are
various alleged demonstrations (e.g., Bever, Fodor, & Garrett, 1968) that a

14
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transformazional grammar cannot be handled by an associationistie, "stimulus
response" theory. This is usually interpreted to mean that a behavioristic
account of language behavior is unacceptable :so great is the faith in transforma-
tional gramma'. Suppose, however, that no mechanism can he found to handle
such a grammar. (In fact, I am not aware that anyone has formulated such a
mechanism.) This would present a problem of the psychological acceptability of
transformational grammar for any performance model.

My conclusion is that the designer of a performance model can afford to be
indifferent concerning what type of grammatkal theory the linguist may want to
choose to satisfy hisair her own criteria. As a psychologist, my criteria lie within
the realm of psychology. Thus, the kind of grammar I choose must satisfy the
basic psychological criterion that it must he plausible from the standpoint of
being capable of being handled by known or discoverable psychological pro-
cesses, in effect, this means that a grammar for a given language system must be
included within the performance model for that language; the distinction be-
tween competence and performance remains as beforecompetence refers to
what is learned, performance refers to a behavior manifesting that learning.

This point of view is actually not as heretical as it may seem. Lahov (1971, p.
452) says: "There seems to be general agreement that a valid theory of language
must eventually he based on rules that speakers actually use." Bever (1970, p.
345) tells his readers that if they will "accept the possibility that ongoing speech
behavior does not utilize a linguistic grammar," they will not be surprised "that
the mechanisms inherent to ongoing speech behavior do not manifest transfor-
mations or any operations directly based on them."

A point of view that see,ans much closer to mine is that of Schlesinger (1971),
who writer'

there es no place for intentions in a eramniar, but any theory of performance which
falls to take intentions into account must be considered inadequate. The model of a
human speaker must. of course, contain rules that determine. the crammaticat structure
of the output. Nese rules, however, must be assumed to operate on an input which
represents the speaker's intentions Ip. 641.

I would nk.otlfy these rules as a ,grammar incorporated into a performance
grammar in',Schlesinger's terms, they wOuld he "realization rules" for convert-
ing "1 Thavkers (input or intention markers) into utterances. There is a certain
sunda(ity here to Bever's (1970; p. 286) notion that "Milking involves 'actively
mapping internal structures onto external sequences, and underStanding others
involves mapping external sequences onto internal structures"That is, if we
identify internal structures with Schlesinger's 1 markers. Much of Bever's paper is
concerned with trying to identify "heuristics" or "cognitive strategies" whereby
the hearer finds out how "external sequences" (i.e., strings of speech) are to he
mapped into internal structures. While it is.debatable whether he has identified
the heuristics that language users actually employ, the enterprise seems to he in
the right direction.

15
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To emphasize the claim that the grammar must be incorporated in, and
determined by, the performance model, I have called the grammar that I have
developed for a small subset of English sentences a "performance grammar"
(Carroll, 1974a). This performance grammar thus far centers attention on
language production_; it is my belief that the problem of production must be
dealt with before problems of reception 'and comprehension can properly be
investigated. This is because the hearer's problem is to determine the I marker of
the speaker; it seems reasonable to suppose that to the extent that speaker and
hearer share the same language system, the hearer would rely to a large extent on
the same "realization rules" for converting I markers into speech that the
speaker does. The performance grammar is conceived of as having two compo-
nents: the intentive component, and the code component. The intentive com-
ponent specifies the elements, variables, and structures found in I markers, and
the code component contains the "realization" rules for converting the contents
of I markers into grammatically acceptable speech. The rules in the code
component can be stated as "production'systems" in Newell's (1973) sense, i.e.,
they can be stated in the form of one or more condition7action pairs. This type
of grammar, incidentally, is exemplified also by Halliday's systemic grammar
(Hudson, 1971; Muir, 1972), which Morton (1968) calls a "Category B" gram-
mar that describes how language behavior can be produced outside the rules of
grammars of a more linguistic character. Like my performance grammar, Halli-
day's systemic grammaremphasizes the choices open to the speaker as he speaks,
but I would feel that the "intentive" component of Halliday's grammar is as yet
only a latent structure; i.e., the conditions for the choices are not made explicit,
whereas they would have to be in a complete performance grammar.

Discussions of "competence" in linguistics have laid little emphasis on whether
the competence may vary from one speaker to another, or whether competence
can be quantified. Muscat-Tabakowska (1965) has preSented an interesting
discussion of these as issues they apply in foreign-language teaching; her remarks
are applicable also to the competence of native speakers. She narrows the
definition of competence to mean "the actual knoWledge of the underlying
system of rules at a given time," from Which she concludes that (1) "compe-
tence can be learned, arid probably can also be taught; (2) competence is .

relative, for it can be bigger or smaller, both in different speakers at the same
time and in the same _speakers at different times; and (3) competence is
measurable, in that it is possible to infer the amount of competence from the ob-
servable data (from performance) [Muscat-TabakOWska, 1969, pp. 42-43] ."

Elsewhere (Carroll, 1968b) I have set forth a series of propositions about
competence and performance in their application to problems of testing compe-
tence in a foreign language, but they are equally applicable to similar problems
in a speaker's_native language. Among these are:

Competence in a language consists of a series of interrelated habits (acquired stimulus
response mechanisms) which can be described in terms Of stated 'rules' 1p. 47].

16
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The art,i,d manifestation of linguistic competence in behavior may he called
linguistic Peflormance.. and is affected by a large number of nonlinguistic variables [p,

I further asserted that:

There are individual differences, both in competence and performance variables, that
may be a function of either constilutional.or experiential variables [p. 51 I.

1 pointed out that individual differences in competence might he found in
different domains, such as phonology-, morphology, lexicon, and grammar, and
that individual differences in performance could he observed in such matters as
speed of response, diversity of response, complexity of information processing,
and awareness of competence.

Such an analysis cif linguistic cimpetences and performances suggests that it is
quite possible that a diversity of detailed psychological models rnay need to be
incorporated in a complete performance model. For example, the psycl.ological
model used to study the acquisition of a lexical item as a linguistic form may be
different from the one used to study the meaning of that linguistic fOrm, and a
still different model may be required to account for the acquisition of the
grammatical category and distributional characteristics of the form. Further,
models for the acquisition of phonological items, or of grammatical rules, may be
radically different from any of the models required in connection with:lexical
forms. We may already be able to apply certain standard paradigms (Melton,
1964) to several of these cases: for example, acquisition of lexical meanings may
be a case of associationistic learning, pr a case of concept learning; and acquisi-
tion of phonological competence may have elements of perceptual learning and
of psychomotor learning. Where our standard paradigms seem to fail most is in
explaining the acquisition of grammatical rules. It unclear what the source
of the difficulty may he: is it that appropriate psychological models have not
even been discovered, l'et'alpne refined, or is it that we have not discovered the
way in which grammatic'al Cities should he forMulated so as to lend themselves to
the application of psychological models? 1 suspect there are difficulties on both
of these counts.

NAIVE, BEHAVIORISTIC, AND COGNITIVE THEORIES
OF LANGUAGE LEARNING '

What happens when neople (or other organisms) acquire language skills? What
models of the language learning process,seem to be assumed by their teachers, or
by people who prepare instructional materials?

That people do learn language, even when taught by teachers (e.g.,. mothers)
uninformed about any systematic scientific principles of learning, is evident.
Whether people learn any better when they are taught according to some
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systematic theory of instruction is not so evident. Even if the teacher, or the
preparer of instructional materials, can be assumed to have been influenced by
some doctrine about learning and teaching, it is hard to tell, from an instance of his
or her teaching, whether he or she is actually being guided by that doctrine, unless
he or she explicitly tells us so.

I will discuss three "theories" of language learning and teaching. I assume,
firm, that. a "naive" or "common sense" theory of learning exists, that in fact it
has existed for centuries, and that this "naive" theory underlies the instructional
procedures used by most people engaged in promoting language skills- -whether
they be mothers teaching their children to speak or formally certified teachers of
English or foreign languages. I do not employ the term "naive" in a pejorative
sense, but rather to refer to the kind of "common-sense psychology," described,
by Heider (1958, pp. 5-7), as summarizing the common wisdom that people
have about their behavior and motives. Of course, a naive theory of learning may
in many respects be inaccurate, wrong, or wrongly applied. Nevertheless, it
cannot, he all wrong. since it has been part of the underlying foundation of
teaching and learning over the centuries, that is, the kind of teaching that has
been at least partly successful.

Second, I will describe how "behavior theory" has singled out for
analysis and reinterpre tatii. certain features of the naive theory. By "behavior
theory," I mean one comparable to Skinner's (1953,1957) with its emphasis on
operant condi t;on Mg.

-Third, I will indicate some limitations of Skinnerian behavior theory and point
out how cognitive theory provides a refinement of naive theory (and .a reinter-
pretation of behavior theory). The discussion will then lead t4) the implications
of copitive theory for instructional procedures in promoting language skills.

AssumptionS of Naive, Learning 'Theory

If we examine typical instructional materials, observe instructional episodes, or
talk with teachers, we can infer that naive learning theory is based on eight
principalirnplicit assumptions:

I. 'Learn* occurs hest when it is "motivatcd." Ideally, maximum learning
occurs when the individual "wants to learn." Helen Keller (1935. pp. 23724)
recidls that after arriving at an understanding that "everything has a name"
through being shown how the word water is finger spelled, she "left the well
house eager to 16arn." Most textbooks are written on the assumption that they
will he used by "motivated" students: some. of them attempt, however, to
stimulate motivation and interest. Naive theory further assumes that if an
individual does not warit to learn,_ he can nevertheless be made to learn by
drawing his attention to the consequences of not learning. The critical role of.
motivation is assumed to he in every case to direct and focus the individual's
attention on what is to be learned.
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2. Thus, a critical 1'w-fable in learning is attention, i.e., a state of the learner
whereby he becomes consciously aware of the material to be learned ands."

examines it according to whatever means are necessary. When the matter is
complex, this may require diligent study, but even in simple cases, some degree
of "attention" is required. We have a report (McNeill, 1970, p. 106) of a mother
trying to "correct" her child's tendency of saying "Nobody don't like me."
After a series of unsuccessful attempts, she says: "Now listen carefully: say
'nobody likes me.' " In the child's response, "Oh! Ndbody don't likes me," it is
evident that the child does in fact pay greater attention to the stimulus than
before, even though the response is not quite what the mother hoped for. A
series of steps recommended by Fitzgerald (1951) for learning to spell a word
include admonitions to "look at the word ... pronounce it ... see the
word ... say it ... make every letter carefully." In reporting how she learned
the finger-spelling kir water, Keller (1936) notes that "her whole attention was
fixed" on the motion. of her teacher's fingers.

A corollary of this proposithin is the principle "one thing at a time." It is
assumed that to maximize attention, attention should be directed at only one
thing at a time. Divided attention and distractions retard learning. Thus, if the
thing-to-be-learned is complex, its parts must be attended to separatelL .

gerald (1951), in the prescriptions mentioned earlier, advises the student to "say
the letters in order" and "make every letter carefully." Instructional materials
generally attempt to focus the student's-attention on particular aspects of what
is to be learned.

Another corollary is that the learner controls the,:leaming in that he can
control his attention, and is generally aware of how much and how well he
knOws he has learned at a given point (the student, of course, be mistaken about.,
his state of knowledge.).

,

3. The result of learning is some change in internal state. This can be either a
change in state of knowledge about flicts, rules, opinion's, etc., ("knowledge
that . .."). or a change instate of knowledge about procedures and behaviors
1"knowledge how to Knowledge can come from a number of
sources experience, observations of place, events, and .others' behavior, lectures
and explanation.. or even from mental discovery---"using one's head." Informa-
tion may be stored as memories, although some memories can be forgotten.
Memories about, behaViors'.-are stored as "habi -." Knowledge can even include
information about Wow to learn: Fitzgerald's prescriptIons about' learning to
spell are of this n /tore. These assumptions about what is to be learned are
illustrated in a "bulletin" suggested for use in a "better speeclrcampaigri" for
speakers of nonstandard dialects at the secondary school level (Golden, 1960, p.
94). Golden assumes that in order for the nonstandard speaker to learn to avoid
usages like shouldn't ought, disremember, and irregardless, he or she first needs
to be told that they are "wastebasket" words. even though there is 'nothing
really wrong" with their use in some situations. In his. text on teaching English as
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a second language, Dixson (1971, p. 2) gives rules for forming the negative of to
he: "We form the negative of to he by placing not after the verb." A widely used
textbook of Spanish (Bolinger et al., 1960. p. 57) teaches the student the
distinction between Spanish ser and estar by a lengthy discussion of the varying
uses and meanings of these forms; that is, the student is assumed to need a store
of information or knowledge about them in order to learn to use them according
to Spanish norms.

4. Practice and repetition contribute to the establishment and strengthening
of memories. Memories become clearer and firmer by repeated exposure to the
subject to be learned. This is believed to be true both for memories of experi-
ences and for memories of behaviors (i.e., habits). Retrieval of memories for
experiences eventually becomes extremely facile after repeated exposure to the
stimuli, and behavior repeatedly performed becomes extremely "automatic"
when the conditions for that behavior are appropriate. Fitzgerald's (1951)
prescriptions for the learning of spelling advise the student to spell a word
several times, each time checking its correctness. Golden (1960) advises stu-
dents:

"This shifting-and perfecting of language pattern is not done easily or overnight.... As
it takes continuous practice and many other factors to shift from being merely a
chop-sticks player to being a good musician, so it takes practice and thought and desire
and then more practice to shift into using the pattern that is universal, and to feel so
much at home in the new pattern that we can truly 'make music' with it [p. 94].

Bloomfield's (1942) final admonition to the foreign language learner is "PRAC-
TICE EVERYTHING UNTIL IT BECOMES'SECOND NATURE [p. 16, capitali-
mfion in the original] ."

5. There are degrees of learning, and until perfect mastery is attained, re-
sponses must be checked ..fin- their "correctness. ""Feedback" has thp primary
function of giving the learner information which he can use to compare' his or
her response with what the repoi'ise should be: Whether it "rewards" or punisheS
the leaned is of secondary concern. We haVe already cited Fitzgerald's advice to
the learner to check the correctness of his eftbrts to spell a word each time he
tries it,

6. Rewards are administered by external agencies for the act of learning (and
punishments JOr failures in learning); one does not reward or punish the actual
behavior perlimned, but the learner himself. Rewards and punishments are seen
as constituting information to the learner regarding the consequences of learning

or not learning; this is true whether the rewards and punishments are adminis-
tered verbally or phySically. Rewards (school grades, "A." "B." etc.) are also
given to convey information, to the learner concerning his overall progress in
learning.

7. Learning builds on prior knowledge and habits, Teachers and textbook
authors generally mean to take account of knowledge and habits already ac-

.
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quired at a given point. If we look at random at almoSt any page of a textbook,
we can usually infer what the textbook writer assumes the student knows or' has
!canted up to that point.

8. Lean ing is an active process; "learning by doing'' is a watchword among
many e icational writers. Textbo`Ok authors are aware of the need to have
student, he able to make active, uncued responses. For example, in the Spanish
textbyok cited earlier (Bolingerct af., 1960, p. 28), it is pointed out that the
stud, nts' hooks must be closed during the performance of a drill on person
number substitutions.

The above assumptions apply nix only to language learning but in fact to most
types of school learning, and to most other types of learning as well. The speclal
difficulties in applying these assumptions to certain aspects of language learning
(e.g., the child's learning of his native language, particularly its grammar) are
only dimly perceived in naive theory, but a special theory, that of "imitation," is
applied to explain language learning. Naive learning theory attaches importance
to imitation as ;1 learning process because behavior that is'apparently imitative is
frequently observed. Mothers try to get their children to imitate their language
and are sometimes successful: Kobashigawa (1968) reports an episode in which a
mother elicitsa form by using a question intonation; the child tends to imitate
not only the form but the intonation, and imitates a different intonation when
the mother changes hers:

Mother That's a radio. . A radio? (with question intonation)
Child: I we-ol (with question intonation)

tother: Radio. (with fallinr intonation)
[we-o1 (with falling intonation)

hfcNeill (1970, p. 100) reports unpublished material from Roger Brown's re-
search illustrating children's (usually shortened) imitations of adult sentences.

''Behavioral Learning Theory

The behavior theory developedby Skinner (e.g.: 1953) and his followers focuses
on the properties of what are called ope'rant responses and the conditions that
are presumed to control their elicitation, learning, and extinction. The paradigni'.
of classical conditioning is played down in this theory because it is thought to
pertain mainly to responses of the autonomic nervous system, responses that are
considered not to he of primary interest in educational settings. Discussions of
classical conditioning rarely figure in writings about the application of behavior
theory in instruction (Skinner, 190).

The salient feature of behavior theory is its treatment of the relations among
stimuli, overt responses. and reinforcements. In the strict form of behavior
theory, mental events and covert responses are assumed to he of no scierytific
interest, and :re therefore not considered. It is assumed that changes in proba7
bilities of enn.;ion of overt responses are functionally related to the occurrence,
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1. PROMOTING LANGUAGE SKILLS 13

at specifiable points of time, of "reinforcements" stimuli tending to satisfy
drives . and, as the case may be, also to the ()Ocurrence of certain other stimuli
("discriminative stimuli") that may serve as cues for the emission of the overt
responses. The overt responses' t1 is come under the "control" of reinforcements
and discriminative stimuli when the temporal relations and other conditions are
as prescribed by the theory, The theory is also much concerned with the
"topography" of the responses, i.e., with their differentiation, and with the
manner in which rewards and also discriminative stimuli are differentiated.

It is useful to see how the assumptions of behavior theory compare with those
of naive theory:

I. Behavior theory agrees that the learner must be motivated, but it sees the
problem of motivation as one of identifying drives for which reinforcers can be
specified. Many applications of behavior theory involve reinforcements for basic
drives such as hunger and thirst, but according to the "Premack principle"

959) any activity preferred by a learner can serve as a reinforcer for any
less-preferred activity. Thus, in conducting "programmed instruction," getting
through a program might be regarded as a reinforcer for the act of going through
a program, on the assumption that the student would rather not be doing a
program than doing it.

2. Any consideration of "attention" or conscious control of learning is not
recognized in behavior theory. The principle of "one thing at a time," however,
is utilized in behavior theory simply because of the necessity to establish precise
temporal relations between particular responses and particular rewardS.

3. The only thing that behavior theory recognizes as being learned is some
overt response (or some integrated combination of responses), which occurs
under appropriate circumstances or stimulus conditions. A strict form of behav-.
for theory makes no assumptions about "information," "memories," "knowl-
edge," or even "habits," although if a response is "reliably" established it is

sometimes loosely referred to as a habitual response.
4. Matters having t) do with the practice of responses and repeated exposures

tf.) stimuli are dealt with under the rubric of "schedules of reinforcement," i.e.,
with the specification of the temporal relations and repetitions of stimuli,
responses, and reinforcing events. Some schedules are found more effectiven
producing learning than others. "Forgetting" of responses would be interpreted
as extinction of those responses resulting from an ineffective schedule of
reinforcement.

5. Feedback is considered to be a form of reinforcement; it applies to the
learrqr's response, not to the learner.

6. Reward is obviously of central importance; like feedback, it applies to the
learner's response and.not to the learner. Positive reinforcements are believed to
be more effective thaw negative ones; insofar as feedback ;regarding incorrect
responsesris aversive, the conditions for learning should be arranged so that the
learner makes a minimum ()terrors.

22
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7. In the theory, there is no such thing as prior knowledge; there are only
behaviors and responses that have been learned previously'. These previously
learned responses are to be taken account of as "baseline" or "entry" behaviors
which may in fact be prerequisite for. further learning and for building integrated
"response repertoires."

8. Since only overt responses are learned, learning is obviously "active." The
prescriptions of naive theory about active learning are interpreted as referring to
the necessity of "fading" irrelevant cues.

Despite a good deal of publicity and experimentation, it can hardly.be said
that behavior theory has 'become popular with all language teachers. However,
the advent al a strict behavior theory was perhaps the precipitating factor in
various investigators' attempts io teach some kind of language system to lower
animals, specifically, chimpanzees.2 Nevertheless, it is not clear that behavior
theory was responsible for the successes of these investigators, such as they have
been. The Gardners state that although they recognized the theoretical weak-
nesses of the behavioristic paradigm, they "never hesitated to apply those
principlespf reward theory that were relevant," but they cite a number of other
teaching techniques (guidance, observational learning) that were generally more
effective than straightforward instrumental conditioning procedures (Gardner &
airdner, 1971). It is obvious that Rumbaugh and his associates and the Pre-
macks were strongly influenced by behavior theory in their work with animals,
using standard instrumental conditioning techniques at least in the earlier phases
of their work, Nevertheless, the learning behavior of the animals had many
features that could not have been expected or easily;accounted for by behavior
theory. For example, Lana (the chimpanzee taught by Rumbaugh and his,
associates) would every once in a'While make a mistakb 'While she was punching a
sentence into the computer; all by herself she discovered a "correction proce-
dure" for canceling the input of such a sentence when she "knew" she had made
a mistake.

Behavior theory has inspired the generation of instructional theorists who
developed "programmed instruction" (Glaser. 1965); it has also been a source of
guidance. in the devefopment of "behavior friodikation" techniques for chang-
ing children's language behavior (Hart & Risley, 1974; Sapon, 1969). One very
explicit use of behavior theory is that of Mear (1971) for establishing "receptive
repertoires" in children learning French.

'Gardner and Gardner 11971) taught a version of Ainerican Sign Language, the sign
language of the deaf, to a female chimpanzee named Washoc. The Premacks (Premack,
1971: Preinack & Premack, 1972) taught a chimpanzee named Sarah to use a "language" in
which pieces of plastic of different colors and shapes were used to communicate simple
ideas about eating, foods, etc. Rumbaugh, Gill, Brown, von Glasersfeld, Pisani, Warner, and
13011 (1973) taught a chimpanzee natned r aria to use a language in which sentences were
composed of visual symbols ("leXigrams"); a 'computer was used to control the displays of
these lexigrams, which could be -produced either by the experimenter or by Lana, b'y the
punching of buttons in the proper sequence.
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Thus, behavior theory has been highly successful in many ways. By concentrat-
ing-on directly observable events, it has achieved a kind of scientific respectability
that was not achieved by previous learning theories, certainly not by any
kind of naive theory. More importantly for our present purposes, it has served as
a filtering device for sorting out critical elements and problems in learning
theory. But in this respect it has revealed its weaknesses. There is a lingering
appearance of circularity in a theory of reinforcement that seems to define
reinforcers in terms of drives and drives in terms of reinforcers, but there are
other matters to worry about. The major gaps in the theory are its inability to
deal with covert events that are undoubtedly relevant in learning and its failure
to recognize that reinforcers have their effect not on responses as such but on
the covert events that antecede and trigger overt responses. It has no satisfactory
theory of knowledge and information processing, nor of the parameters of
memory structures that would presumably underlie the surface "laws" of rein-
forcement schedules. From a practical viewpoint, it has only a limited theory of
the manner in which responses get emitted, so that the practitioner is often hard
put to identify or elicit responses that can serve as a basis for further learning.
The Gardners might have had to wait for an eternity before observing responses
that could serve as the basis for communicative "mands," if they had not in the
meantime discovered that guidance or "molding" (Fouts, 1972) could shape
such responses.3 From the reports published thus far, there is apparently no
means of knowing how much "guidance" the Premacks had to give their
chimpanzee Sarah in order to get her to make the responses she did.

Tyo fundamental questions about behavior learning theory are: (a) does
it-truing truly take place on the basis of solely the variables indicated by the
theory?, and (b) when language responses are acquired or modified by behavior
modification techniques, is this learning of the same character, resulting in the
same kind of competence, as occurs in normal language learning? I believe that
the answers to both these questions are in the negative. The bulk of the evidence
as to what goes on in the so-called "verbal conditioning" paradigm is that a
change of behavior occurs only when subjects are consciously aware of, and
pleasantly disposed towards, the arranged contingencies (e.g., Sal lows, Dawes, &
Lichtenstein, 1971). Weiss and Born (1967) doubt that "speech training" con-
ducted according to behavior modification theory results in true language
acquisition.

Cognitive Learning Theory

I am not aware that any reasonably adequate cognitive theory of learning has yet
been deyeloped. I would entertain the hypothesis, however, that such a theory

'A mand, according to Skinner's (1957) account, is a verbal response that, though initially
occurring with no such function, has been conditioned to communicate some desire or
motive ("demand" "command") on the part of the learner.

24.



16 JOHN B. CARROLL

would provide a much improved basis for interpreting language learning phenom-
ena and for suggesting measures for promoting language skills. By "cognitive

. theory" I mean.a theory that would embrace covert events such as expectancies,
plans, sets images, memory storage and retrieval, conscious control, and com-
plex information 'processing. I assume that contemporary experimental technol-
ogy (as represented for example by reaction time studies, computer simulations-
of behavior, etc.) has means for elevating these concepts to scientific respecta-
bility.

Let us see how a cognitive theory might deal with the major points of what I
have called a naive learning theory. and incidentally how it would reinterpret the
kinds of observations and procedures that ,result from investigations based on
behavior theory.

1. The concept of "motivation" would be translated into terms of various
kinds of internal events. Some Of these would be associated with basic drives,.
that is, covert responses to changes in physiological states', others, however,
might he labeled as conscious gOals, plans of action to achieve those goals, and
expectancies concerning future events, often in cognitive response to particular
situational requirements. "Motivation to learn". would be interpreted as an
expectancy of some future state of knowledge or ability that would result from
performance of a learning taSk, for example, the ability to communicate in a
foreign language. Certain kinds of motivational states (intentions) would have a
peculiar impo'rtance in learning language. A commithieative act involves the
transmission of certain aspects of the speaker's intentions to the cognitive
information store of the hearer. Thete is at least inferential evidence for the
involvement ofT"intentions" in the communicative acts of the chimpanzees who
have been.studiedby the Gardners and-'by R4nbaugh and his colleagues. Washoe
communicated her desires for more tickling, more banana, etc. by, using the sign ,

for more (Gardner & Gardner, 1969, p. 669). Lana (Rumbilugh et al., 1973)
communicated her desires (intentions) f6r juice, the presence of her keeper, or
even background music by various button-Rnshings. (Apparently the Psemacks' -

Sarah was never given the opportunity to communicate her desires.). Mear's
(1971) first-grade students learned to apprehend the'intentions of their teacher
from her French vocal responses.

2. In contrast to behavior theory, but in agreement with naive theory. cogni-
tive theory' would acknowledge the importance attention in learning. Neisser
(1967, pp. 292' ff.) writes of the_usefulness of assuming an "executive process",
in an information-processing theory .that controls the flow of information by
addressing particular sensory registers or memory stores. Cognitive theory would
assume that attention is important at some point in the learning process, even
though Its role might diminish after processes become automatized. Cognitive
theory would agree with naive theory in asserting that "motivation" (as, de-
scribed above) enhances attention. Expectation of reward. for example. might
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do this; problem difficulty would also do so. Rumbaugh et al. (1973) used
expectation of reward to direct Lana's attentien to the separate parts of. visual
messages. In learning the, conditional relationship, Sarah is reported by the
Premacks (1972) to have been led to "pay closer attention to the sentences,"
apparently because of difficulty experienced with, the problem.

3. Cognitive theory would for the most pait agree with naive theory in
asserting that information is what is learned, and would object to behavior
theory's postulation that it. is the responses that are learned. According to
cognitive theory, learning to make particular responses is an internal process, as
is also a decision to emit them on a particular occasion and under particular
conditions. Cognitive theory would provide for the automatization of response
emission by assuming that information transfer processes can become extremely
rapid and that cognitive sets are not necessarily always directly under the control
of the executive. (In fact, an impoitant feature of cognitive theory is i's
emphasis on the extreme rapidity c f most cognitive prdeesses.) Cognitive theory
would further agree with naive theory in assuming tharinfarmation can come
from a great variety of sourcesAhr9ugh any sensory modality, but it would lay

'stress on how this information is evaluated and possibly transformed by the
central processor. It would also be concerned with situational contexts in which
different kinds of information are arriving simultaneously and are evaluated in
terms of each other. Learning the meanings of signs would be a special case of
such prodessing, resulting (under suitable conditions) in-some kind of awareness
that "X means Y." In fact, the very concept of naming would be a special
algorithm used in processing many types of information. Note that Sarah
(Premack & Premack, 1972) was able to learn a sign for this concept, in a sense,
a second-order, "metalinguistic" concept. (One may speculate, therefore; that.
the Gardners' Washbe acquired this concept and could easily have learned a sigh,
for it if the proper contingencies had been arranged.)

4. In cognitive theory! the effects of practice and -repetition would be handled
through reference . to the parameters of various memory systeins and to the

'cognitive states occurring during practice and repetition. It 'would be an interest-
ing exerci?se to reexamine the extensive literature on the subject from this point of
view. in this way it might he possible to search for explanations of the fact that
practice and repetition .are not universally effective in promoting learning. It could
be hoped that cognitive theory would extensively refine the asei tiOlIS of naive
learning theory.

S. Feedback and correction, in cognitive theory;would be regarded as merely
one kind of information contributing to learningthough frequently impor-

tant kind of information.
6. Rewards' and reinforcers (including aversive stimuli and their withdrawal)

would merely constitute another kind. of information utilized in producing
learning, but rewards would be neither universally necessary noj Sufficient. Their
relevance is minimal, for example, in observational and incidental learning. ..
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7. Previously acquired knowledge, stored in something other than short-term
memory, would he regarded as important in learning to the extent that a
partn:ular learning process required use of that prior knowledge.

s. "Active learning" might be important. in cognitive theory, to insure that
knowledge or other kinds of learning are truly in long-term memory and not
dependent on irrelevant cud from short-term memory.

In addition to all these points, cognitive learning theory would lay stress on
the organism's interpretation and further processing of the 'information available
to it at given points during an instructional or problem-solving episode. Particu-
lar sequences and arrangement's of stimuli in. the instructional setting:would-
evoke different mental processes, some being more conducive to learning than
others. The Premacks (1972) seemed to be keenly aware of this in their
speculations regarding what instructional sequ'ences might be most productive of
learning in Sarah. In teaching language concepts. it seemed to be most useful to
present two positive instances and two negative instances. One may hypothesize
that such an arrangement provided Sarah with precisely the information that Was
both necessary .and sufficient to define the concept. The common features in the
positive instances were perceived as defining the concept only when they were
seen as contrasting with the common features in the negative instancei. The way
in which information to be processed must be adequately preSented is also
illustrated in the teaching of the ifthen conditional sign. Before teaching this
sign. iwas necessary to establish a referent for it, namely a set of situations in
which a contingency was present. The Premacks' teaching of the conditional sign
to Sarah is almost precisely parallel to the manner in which Bereiter (Bereiter &
Engelmann, 1966) taught the meaning of if to disadvantaged children. He aid
this by setting up on the blackboard several situations demonstrating a contin-
gency: If a a square is red, it is little; if a square is green, it is big; etc. From this
it was easy to move to teaching the meaning of the word.

CAN LANGUAGE SKILLS BE PROMOTED;--
ANSWERS FflOM,COGNITIVE THEORY

If if has been possible to develop a "behavioral technology" based for the most
part on reinforcement theory. it may also he possible to forrnulate'a cognitive
learning-technology. with a much broader base in information-processing theory,
that would be more generally applicable. more efficacious. and, perhaps, more
"humane" than behavioral technology. Such a technology would. I believe. be a
better guide to tile promotion of Language skills.

It has become fashionable. in recent years, to speak of language acquisition
rather than language learning, at least in reference- to child language. Apparently,
this weasel word is used to dodge the question of whether language is actually
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"learned." Indeed, it has been suggested that it is "acquired" through some sort
of -'`language acquisition device" (LAD) that is innately specific to the human
species (Lenneberg, 1967; McNeill, 1970). The hypotheses of language acquisi-
tion device and of species specificity are becoming mote suspect in view of the
recent findings with Washoe, Lana, and Sarah. I forego discussion of whether
these animals attained systems with all the essential properties of human Ian-.
gunge, partly because the data are not all in (for discussion of this point, see
Bronowski & Bellugi, 1970; McNeill, 1974). We have little information as to the
full range of Washoe's comprehension of American Sign Language, and at this
writing studies with Lana and Sarah (or their friends) are still in progress. On the
basis of my analysis of instructional episodes with these animals, I suggest that it
should be possible to teach chimpanzees languages more closely related to the
human language than those thus fa-r taught. For example. Washoe could have
been taught a sign for the concept name-of, for Sarah learned this concept quite
readily. Sarah, in turn, could possibly have been taught a language system with a
complexity approaching that of natural language rather than the relatively,,
"telegraphic" syntax that was taught.

If language systems can be taught to primates, it would seem that they could
certainly be taught to human children, but ordinarily one does not think of any
need to teach a child his native language, since he seems to learn it by himself or
herself. Of course there are some children who for one reason or another
(deafness, autism, etc.) do not "acquire" language in the normal manner and
who p sent serious learning problems. Possibly a cognitive learning technology
could con 'bate towards the solution of such problems, even more than behay.-
ioral technology has already contributed. Even in the case of "normal" children,
there are variations in rate of language development; we know very little about
the causes of such variations. To the extent that such variation might be

genetically determined, there is little that the cognitive learning technologist can
do about them. To the extent that they might have environmental antecedents
(as they very. likely do), the cognitivist might suggest procedures by which'
retarded development could be remedied. The essential need at this time is to
start applying cognitive learning theory more seriously in research on child

language learning (and I use that word advisedly), not only to explore, possible
applications but also to refine the theory itself. Similarly, cognitive learning
theory could inspire research on second-language learning (Carroll, 1974b).

Several lines of theoretical and empirical investigation may be suggested. A

further analysis of the experiments with animals would clarify cognitive language

learning theory because these experiments involve organisms that do not ordi-

narily possess anything like human language: since they cannot be said to possess

a language acquisition device like that of human beings, the special procedures
that have been used to teach animals language must exemplify arrangements that
cause learning rather than a fulfillment of maturational possibilities.

2R
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'There is also great need and opportunity to reanalyze.,and reinterpret, from a

copitive learning standpoint:findings from studies of child language acquisition.
the researdi strategy should be to see how 'much the role of a language
acquisition device can he delimited and how much the role of learning can be
amplified.

Take, for example. the concept of imitation, th&-status'of which has had an
interesting history in the study of child language-.learning. Enshrined as an
important concept in naive learning theory. and interpreted in terms of "echoic
operants" in behavior theory, the concept has generally been downgraded in
'importance by specialists in child language study. Ervin-Tripp (1964) at one
point says, ... there is not.a shred of evidence suppinting a view that progress
toward adult norms of grammar arises merely from practice in overt imitation of
adult sentences [p. 172] ." Yet Ervin-Tripp and others (Slobin, 1968) have used
imitation tasks extensively to study grammatical development. The problem is
partly semantic: on the one hand, "imitation" can refer to an alleged learning
process; on the other, it can refer to an observed behavior. But the problem lies
ills() in a confusion about what is imitated. It seems almost certain that children
imitate, or try to imitate,-elements such as intonation patterns or single words.
They can alsQ imitate longer segments, or parts of these segments, but only
within memorylimitations and the competence they have already achieved.-Ir
the concept or process of imitation is to he -used in explaining or promoting
language acquisition, it must be considered as only one process among possibly
many others, Bloom, Hood, and Lightbown (1974) suggest: "One might explain
imitation as a form of encoding that continues the processing of information
that is necessary for the representation of linguistic scheinas (both,semantic and
syntactic) in cognitive memory [p. 418] ."

A further analysis of imitation in terms"of cognitive theory might deal with the
manner in which sensory information from the person or utterance being
imitated is transformed into Memory templates and, conversely, how memory
templates for phonetic material are manifested in motor performance (Posner &
Keele, 1973, pp. 824-825). Temporal parameters may he important in imita-
tion. The Gardners (1971%) speculated that some of Washoe's learning resulted
from what they called delayed imitation; that is. Washoe's imitations of signs;
sometimes did not occur until long after the original observations. A process of
delayed imitation might account for the observation that children sometimes
come out with a new word or grammatical structure ".overnight," long after
original exposure to models.

Britton (1970) remarks that "It would seem to be nearer the truth to say that
[children! imitate people's method of going about saying things than that they
imitate the things said [p. 421." Su :h an imitative process would account for
improvisations like "I'm spoonfulling it in" or "I'm jumper than you are," all
based on the imitation of speech patterns that the child observes.

2J
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If we regard language production as a process of converting intentions into
speeCh. it often presents features of problem solving: the child uses whatever
methods he may have acquired that seem reasonable in this kind of problem
solving. Promoting language skills might entail teaching children useful methods
for expressing their intentions.

SOME BRIEF BUT DIFFICULT PRESCRIPTIONS

The instructional prescriptions I. have to offer will sound rather similar to those
of the behavioral technologists, but I hope the reader will appreciate the subtle
but essential difference in theoretical outlook.

Like the behavioral technologists, I recommend careful analysis of what is to
be learned usually, analysis into rather small units, but also analysis in terms of
whatever larger strifetures may seem relevant. The analysis,' however, is to be
made in terms of information, and only secondarily in terms of overt responses
to be made on the basis of that information. In the case of language skills, the
analysis of` information to he learned will have much to say about the stimulus
conditiOns that correspond to meanings and communicative intentions, and the
linguistic constraints whereby those meanings and communicative intentions are
manifested in overt behavior in a particular language system.

In the preparation of instructional materials and procedures, careful attention
is to be paid to the manner in which the relevant information is presented to the
learner. Account must be taken of what prior information can reliably be
presumed to be available to the learner at any given point. There must be great
concern .with exactly what new information is presented froM moment to
moment WI the instruction, with reference to what processing of that informa-
tion is likely to he performed by the learner. This information processing should
be Of a nature desired by the, instructor:

In the actual .process of teaching, the learner should he prepared for what he is
leamiitg by evoking apprciate sets and expectancies that will direct and focus
his or her attention on particular units of information. Information ,about the
manner in which-new information fits in with the overall structure of what is to
be learned, and its relevance to more general goals of the learner, would be
incorporated in the learning situation.. Instead of speaking ofreinforcement, we
should speak of the role that certain types of information can serve in directing
the cognitive processes of the learner [support for this type pf prescription can
he found, for example. in recent papers by Bindra (1974) and Boneau (1974)].

The planning of instructional sequences over stretches of time requires consid-
eration of the "cognitive history" of new information in terms of its probable
course through various memory systems. Although as yet we know little about
the properties of memory systems, an ideal cognitive history Of any element of
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information to be learned might be something like this: In a first phase,
presentations would concentrate on obtaining increased clarity and definition of'
the learner's perCeptions of stimulus materials, leading to a point when the
thing-to-be-learned receives the greatest possible attention from an "executive"
element. In a second phase. the information is processed through short-term
memory and eventually into long-term memory, passing into a state where it no
longer needs to be dealt with by an executive in the focus of attention; it
becomes, however, more and more readily accessible from long-term memory
and thus acquires a characteristic of autornaticity:

Throughout this discussion, it is assumed 'that account will be taken of
individual' differences in learners. In a recent paper (Carroll, in press) I have
suggested that individual differences. in the performance of cognitive tasks are
reflections of parameters of memory stores and of the production systems that
control the flow of information in .a total memory model.

I have discussed three types of theory that might apply to the promotion of
language skills. Obviously, I favor cognitive learning theory. I fear, however, that
my, formulations will remain fanciful until they prove productive of improved
instructional outcomes.
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Sources of Dependency
in Cognitive Processes

Robert C. Calfee

Stanford University

For some years 1 have worked at untangling and measuring independent cogni-
tive skills in beginning reading (Calfee, in press). The goal of this work was
threefold: (a) to create a theoretical model (or models) to describe the process
by which the ability to read is acquired, (b) to use this model to develop a
system of assessment instruments, each providing independent,, unique sources
of information to the classroom teacher and other individuals responsible for
evaluation of a beginning reader, and (c) to establish the feasibility of indepen-
dent instructional modules. Given solid evidence for independent stages in the
acquisition of reading,, then perhaps these can, be handled instructionally as
separate matters, contrary to the current practice of trying to handle everything
at once.

Briefly, my previous efforts focussed on the development of "clean" tests, in
which there was some assurance that ancillary task requirements (understanding
instructions, familiarity with materials) were eliminated as differential sources of
variability between children. Multiple regression served as an analytic tool for
determining the independent contribution of various precursor tests for predict-
ing criterion performance in reading achievement (Calfee, 1972; Calfee, Chap-
nian, & Venezky, 1972).

More recently 1 have been thinking about the general question of what is
meant by independence of cognitive processes. and the related question of how
we might test various sources of independence. Sternberg (1969) was the first to
point out the central importance of independence to information-processing
models. His presentation was quite clear and has served as a basis for a great deal
of fruitful research on cognition. However, I now realize that several different
intetpretations of independence have been intertwined in my thinking and, I
suspect, in the thinking of other investigators as well.

23
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In this chapter, I will first present a generalization of Stemberg's additive-
factor paradigm for testing stage independence. Next, I will turn to the question
of how to evaluate individual differences in an independent-process analysis, and
will present a unified framework for testing different classes of hypotheses about
the independence of cognitive processes. An illustration of these techniques will
then be discussed. 'Finally, some implica dons of this work for test design will be
pointed out.

This chapter deals with assessment of instruction, rather than with Methods of
instruction, and hence is most readily applicable to test design and interpretation
of test data. But assessment is intimately interwoven with the development of
substantive theories of instruction. A process-oriented assessment system should
help us understand how a student thinks when he is learning something. This
allows us to formulate reasonable hypotheses about the character of efficient
instructional strategies, and to evaluate the effects of variation in instructional'
strategy.

STERNBERG'S ADDITIVE-FACTOR PARADIGM

It has been the fashion for the past several years among cognitive psychologists
to represent theoretical ideas: in the form of flow charts or block diagrams.
Sternberg (1969) pointed out that, if this activity was to be taken seriously, it
was necessary to demonstrate the functional independence of the processes
represented by different blocks in the system. lie presented a Methodology for
showing process independence for the case of a single additive measure, reaction
time.

The fiat step in this paradigm is the analysis of the underlying cognitive
operations required to perform a task. This provides a rudimentary information-
processing model. The next step is to identify one or more factors uniquely
associated with each operation. Then a procedure is developed in which it seems
reasonable to suppose that the operations are carried out as a series of stages,
one following the other. The. total time to perform the task is the sum of the
times taken by each stage.-

For example, consider a task in which a subject is asked to read a list of words,
and to memorize them so that he can recall them after a delay interval. The list
is long, and during the delay interval the subject is distracted in somiz way, so the
task requires more than short-term memory. The subject oan study the list for as
long as Ire wishes: the study time is the primary dependent measure.

The first step is to specify the mental Operations required to perform the task.
The model in Fig. I appears reasonable for this situation. The subject uses some
time to read each word in the list and some more time ~adding the word to an
organized semantic structure which aids later recall.
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FIG. 1 Relation of fact vs to processes in "study" model.

The next step is to identify one or more factors 'that should have a unique
effect on a given stage. In Fig. 1, one such factor is suggested for each stage. We
then construct a factorial design around these variables; a subject is given word
lists containing familiar or unfamiliar words which are either easy or difficult to
categorize.

If the processes in Fig. ,1 are sequentially independent, and if the assignment of
cefactors to prosses is appropriate, then a rigorous test of the model is possible:

there should be no interaction between factors associated with different stages.
This conclusion is reached as follows. Assume it takes f seconds to read a list,

of familiar words, and u seconds to read a list of unfamiliar words, and that f <
u. Similarly, the time, e, to organize an easily categoiizable list is assumed to be
less than the time, d, for a list that is difficult to categorize. Then the
independent-process hypothesis predicts that for each type of list specified_ by
the design factors, study time should he the sum of the component times. The
prediction is shown in Fig. 2 algebraically and graphically.

An observable feature of this prediction is that the data should trace out
parallel functions. The effect of the categorizability factor should be the'same at
both levels of the familiarity factor. Any other resultany deviation from
parallel functions- is .evidence of an interaction, which would mean that the
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theoretical analysis is faulty at some point. In this event, general statements
about the effects of either factor are impossible, since the effects of one factor
vary from level to level of the other factor.

A GENERALIZATION OF THE ADDITIVE-FACTOR PARADIGM

A representative-of a generalized process model is shown in Fig. 3. Processes A,
B, and C are assumed to be cognitive operations underlying the performance of
some task. To establish the independence of these processes,' it is necessary to
associate with each process a factor set and a measure set. A factor set consists
of one or more independent variables, variation in which is presumed to
influence the corresponding process and that process only. A, measure set
consists of one or more dependent variables, each of which reflects the operation
of the corresponding process and that process only. In other words, for a process
model to serve any useful purpose theoretically or practically, we ought to be
able to specify the inputoutput features of each process whatsorts of variables
affect the processes, and how can its operation be measured? If every factor
interacts with every other factor, and if we have no clear-cut way of measuring,
the underlying processes, so that every measure correlates with every other
measure, we have gained little understanding no matter how elaborate our flow
charts.

How is a model like that in Fig. 3 't13 be tested? It requires a multifactor
experiment with multivariate -measures, in which each subject is tested under a

variety of combinations of factors from each of the factor sets, and a variety of
measures taken under each combination to provide links to each component
process.2

Throughout this chapter we consider only designs with two processes, two
two-lever factors in each set, and a single measure for each process. This implies
a 24 design, in which each subject is tested 16 times, once on each of the
Factorial combinations. Two measures are taken under each combination. Only
main effects and two-Way interactions are discussed since these suffice to test
the model and to describe fully the operation of each process,

'The term; prOcess,- is used extensively and more or less uncritically throughout this
paper, to refer to a mental operation of some kind. Stage has been avoided because of the

70oSSible- confusion with developMental stages, Process independence is a property of a
particviartask for subjects. of a given sort. There is no effort to deal with the question of
whether "independent processes" might be structural in nature,' the result of learning, or

'situation specific. Finally. process independence does not imply instructional. independence,
although as suggested earlier this is a possibility worth pursuing.

2The present proposal is intended only as a generalization of Sternberg's ideas, not a
replacement. In particular, single-measure analysis remains an important technique for
investigation of process independence. This includes additive measureslike reaction time:
but might be usefully extended to multiplication measures like proportions (Calfee, 1970).
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FIG. 3 A generalization of the independent-process model. Associated with each compo"
nent process is a set of factors and a set of Measures, each assumed to be uniquely linked to
the prOcess.

The details of the design are spelled out in Fig. 4. The sixteen cells are labeled
according to the four factors, two in each factor set. Below the design are
contrast coefficients for the computation of the linear contrast for that source.
These will be discussed shortly. Below that the data are represented ina general
way. The indices i to I serve as usual to denote levels of the factors A through B'.
The in and n indices denote a particular measure (a or. b correspondinpto
process A or B, respectively) and subject,

In Fig. 5is the general linear factorial model for the design. Each observation
is fully accounted for by this set of parameters. The methods of estimating the
parameterS is well known, and will not be dealt with here in any detail.

There are several ways to carry out an analysis of variance for the data set in
Fig. 4. based on the model in Fig. 5. The most convenient method for present
purposes is based on linear contrasts (Dayton,- 1970, pp. 37-48, 78-81, 256
'268). it is possible to express the magnitude of each source as a one-degree-of:
freedom linear contrast on the data. For instance, the A source (the main effect
of the A factor) is the difference between the A -and A2 scores; the A' source -is

the difference between 24-1:- and A2', and so on. These contrasts are-repre-
sented by the corresponding sets of coefficient. c. in Fig. 4. In, a factorial
design, the two-way interaction between factors is the crossproduct of the two
sets of coal-IL-Amts. The coefficients for the AA' interaction, source in Fig. 4
were .generated in this fashion.

The contrast coefficientc are used to calculate a set of orthogonal parameter
estimates from each subject's raw data. The magnitude of source S for a given
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X ijkl,m,n = Ilm Mean of measure nz
ot,m m (00)ii,m Effects of factor set A

(by.; independence, negligible if m = It)

k,m 3./,rn (0)1d,m Effects of factor set B

(by independence, negligible if m = a)
+ (cei3)ii"+ . . .+ (olV 111" Joint effects of kand B

0(by independence, these should always
be negligible)

ont,tt General effect for subject n
(c"))i,m,n + (ca. Oihm,t1 Subject-treatment effects of k

(negligible if nz = b)

(i30k,n1:i1 + (01.3.0)M,m,n Subject-treatment effects of B

(negligible if m = a)
+ (eto)ion.n+ (0' t3' 0)/1m,tt Subject-treatment effects of A and B

(should always be negligible) .

ijkl,m,n Residual error

FIG. 5 The general linear factorial model for the design in Fig. 4.

measure, in, and a particular subject, ?:, is computed from the contrast coeffi-
cients for that source and the set of observations on the given measure for that
subject:

lac Si jkl,M X iikl,m,tt
CS, m,t1

(CS,ijkl,m)2

For 2P designs like the one un let discussion, the numerator of each contrast is
a simple difference score; the denominator normalizes the expression so that
regardless of the choice of cot fficients the variance of the contrast is equal to
the population variance under t ie.null hypothesis.

There is a 'direct correspondence between the variance estimate of a source by
means of a linear contrast and the 'parameters from the linear model (Fig. 5), the
latter serving often to teach analysis of variance in statistics courses. The
variance estimate for source S over subjects, MS (S), is based on the average of
the corresponding contrasts, Cs"... This average, squared and multiplied by the
pumber of subjects, is equal to the MS(S). If the null hypothesis holds for source
S, then MS(S) is an estimate of the population variance, The residual variance in
the contrast scores for source S provides a second estimate of the
population variance. The two variance estimates generate an F ratio to test the
plausibility of the null hypothesis.

The point to emphasize here is that the linear contrast provides a convenient
method for representing each independent parameter estimate in the general
linear factorial model in Fig. 5. The procedure, in its essentials, is to compute
each estimate in the form of a normalized difference score for each subject. The
analysis of variance becomes, to all intents and purposes, an orthogonal collec-
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tion of tests on difference scores. This method is algebraically equivalent to a
conventi,mal repeated-measures analysis of variance. I am overlooking the use of
multivariate ...1,1alysig of variance as an alternative method of analysis, as well as
question's about the dangers of relying on the acceptance of the null hypothesis
as a way of suppOrting a substantive hypothesis. These are matters of some
concern, but they have been discussed elsewhere and are not central to the
problem.

PrOc'ess IndependenceOn the Average

The major prediction of an independent-process model for data like that de-
scribed in Fig. 4 is straightforward. The factor(s) associated with a given process:
can affect only the measure(s) associated with the procAs. No other sources'of
variance should be substantial. The details are indicated tp the right of Fig. 5.
Vithatiim in Factor A or A' or the interaction AA' might be expected to
substantially (and significantly) affect measure a; these sources should not have
any noticeable,effect on measure h. A similar state of affairs holds for factors B
and B' with regard to measure b. Any interaction between the two factor sets is
evidence against the independence of the processes, no matter which measure is

. affected.
A concrete example. may be -.useful at this point. This study (after Floyd,

1972) is designed to investigate the processes by which young children read
single words presented in isolation.

The model for this task is shown in Fig. 6. Two processes are proposed:
decoding and semantic matching. Reading is conceived as an initial translation of
the printed word into an auditory form, then a search in memory for a lexical

WORI,
00.tr, OF COOIN(,

PRO NU NI,I A[ wry
ERRORS

SEMANTIC
MAU:ERNI;

ME ANINGFUL
ASSOCIA [ION

ERRORS

10- 2.- RESPONSE

FIG. 6 F.ample of a two-process model for Treading a ward in isolation. (After fl(,yd,
1972.)

3 9



2, COGNITIVE DEPENDENCY, 31

match For each process, a factor set and a measure set are suggested. The
stimulus words comprise factorial combinations of all the factors shown. The
subject's task is to pronounce each word, and then to give-an associate to the,
word. If the pronunciation is incorrect, the proper pronunciation is provided by
the tester. Otherwise the measures wouldbe dependent of necessity. If a child
failed to pronounce a word correctly, then subsequent associations would
necessarily be strange.

The predictions, assuming that decoding and semantic matching are indepen-
dent processes, are as follows: pronunciation should be/affected by orthographic
factors, and word association should depend on semarttic Factors. The test is not
a. trivial one in this instance; for example. frequency is thought by many
investigators to have substantial effects on "word recognition," which presum-
ably includes the ability to pronounce a word.

To test these predictions, we compute for each sburcethe appropriate linear
contrast for every,.incliviclital subject. The average of these Contrasts provides a
measure of-the magnitude of this source over subjects. The residual variance
between subjects ,n the contrast yields .a.measure of error variance .for a test of
statistical significance. The ratio

MS(vovel complexity for pronunciation)
MS(subjects by vowel complexity for pronunciation)

if statistically significant, would fit the hypothesis of process independence. The
ratio

F=
MS(subjects by word familiarity for pronunciation)

if significant, would be evidence against the hypothesis of process independence.
Process independence is evaluated here by the rir gnitud of the average effects

due to a given source, co pared to Between -su ject ,val'ability in the source.
This procedure provides a easonably workable pproach for testing the general
independence (or depend icy) of, the components of an i iformation-processing
model. If the empirical esults fit the pattern predicted by the assignmen of
factors and measures to postulated cognitive structure, have a parsimonious
and useful way of unde stiuidinghow a subject performs th task.

MS(word familiarity for pronunciation)

Process Independenc Individual Differences

The preceding test )f process independence involved comparison with an error
variance estimate itsed on individual differences in subjects' perfOrmance on a
particular contrast. While it is customary in research on cognition to treat
individual differe ices as "error" (Hunt, Frost, & Lunneborg,1973, and.Carroll,
1976, are excel tions: also, cf. Sternberg, 1969, pp. 307-308), this is not an
adequate treat' tent for educational research and practice.

4 a
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Several distinctive sources of individual differences are represented in the
general linear factorial model (Fig. 5). Half-way down the list are parameters,
v, », which measure subject n's general' performance level for measure m,
averaged over all factorial combinations. Below that are subject-factor param-
eters for factor set A, (av)i,,,, (airt)i ,,, etc., next are the corresponding.
parameters for factor set B, and finally the parameters for the interactions of
these sets. As indicated in the figure, if the independent-process hypothesis is
correct, only certain of these parameters should produce substantial variance
estimates.

For instance, suppose that for certain subjects factor A had a large effect on
measure b, contrary to the process independence hypothesis, whereas for other
subjects this effect was negligible. Then illS(subjects by A for measure b) would
be relatively. large. MS(A for measure b), which represents the general effect of
the A factor on measure h, might be nonsignificant when compared` o MS(sub-
jects by A for measure b). Acceptance of the null hypothesis might be taken as
evidence in support of general process independencean erroneous conclusion,
at least for some subjects.

Large variation between subjects in the parameters for -a given source may
compromise the interpretation of the overall variance sowce. The most obvious
danger is that an unduly large error variance estimate may obscure evidence
contrary to the independent-process hypothesis. In this regard, comparison of
variance components provides a useful ,supplement to signifitance tests in the
examination of data.

Unde'r certain conditions it is possible to test the hypothesis that a subject-
factor variance estimate is larger than expected. The design must permit the
estimation of a residual variance term; replication within subjects or pooling of
highorder interactions often serves this purpose. The test compares each subject-
factor source with the residual error variance. For example, if

MS(suhjects by v6wel complexity for pronunciation)
MS(residual error)

is a significant source of. variant this is compatible with the independence
hypothesis. On the other hand, the finding that

MS( subjects by word familiarity for pronunciation)
MS(residual error)

is highly significant constitutes evidence contrary to the hypothesis. Such tests
are quite sensitive because of the large number of degrees of freedom for each
Variance estimate.

Subject-factor sources may provide the strongest evidence for or against
process independence. If =subjects by vowel complexity for pronunciation) is
large. then MS(vowel complexity for pronunciation) will seem relatively small,
and may he insignificant. Such a result does not mean that vowel complexity has
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no effect on the decoding process, but rather that the magnitude of that effect
varies widely from subject to subject, in ways that are not controlled by the
between-subject design. Similarly, MS(word familiarity by pronunciation) might
be insignificant when tested against MS(subjects by word familiarity for pronun-
ciation). But if the latter variance is large relative to MS(residual error), this is
evidence contrary to process independence, just as surely as a large average effect
is contrary evidence.

Modification of a Model

The preceding discussion of statistical "tests" may imply a destructive approach,
in which a model is proposed and then all efforts are directed toward question-
ing its adequacy. In fact, the factor-process measure approach is self-correcting
in the development of a model. Examination of a series of.experiments provides
positive information about tlu, character of underlying processes, the specifica-
tion of useful correspondences between factors and processes, and the descrip-
tion of factors and measures in a precise, unconfounded manner. The 'results of
each experiment lead to "perfecting" modifications in the basic model, which
can be subjected to further test.

Parameter Independence

To this point, independence has referred to the absence of interactions between
factors associated with different processes: Closer examination of the question
of individual differences reveals the existence of another type of independence,
namely, the extent to which the parameters of the general linear factorial model
are correlated. This property of a data set will be called parameter indepen-
dence. 3

The idea of looking at the between-subjects correlation between a pair. of
analysis-of-variance parameters is somewhat unconventional, but this appears to
be a reasonable question to raise of a data set. Consider the linear contrasts

and CA'.. these are difference scores for the A and A' factors for
measure a, calculated for each subject n. Imagine that these pairs of scores are
arranged in a scattergram. The previous analyses have dealt with the marginal
distributions, asking whether the marginal means are zero, and whether the
variance around each marginal mean is comparable in magnitude to an estimate
of the population variance.

The size of the correlation between CA a. and CA,,,, is therefore a new
question, and statistically independent of the previous questions asked of the

3To the best of my knowledge, examination of the specifics of a variancecovariance
matrix along the lines suggested below has not been suggested before. Test for homogeneity
of the matrix is a crude effort a thest. Multivariate analysis of variance is mainly concerned
with appropriate statistical inferenix when the dependent variable is a vector.
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(da a; A large correlation would mean that subjects who are strongly affected by
variation in factor A are also strongly affected by factor A', and contrariwise. If
the correlation is negligible, then the effects of the two factors are independent
of each other, in the sense that the knowledge that a subject is strongly affected
by variatjon in one factor says nothing about his or her reaction to another
factor.

In the preceding example, the contrasts CA ., i, and c.c.a, estimate param-
eters for factors A and ,4' which linked to the same process. This analysis will be
referred to as a test of intraprocess parameter independence. One can look at
correlations with interaction contrasts as well as comparing main effect con-
trasts. For instance, the correlation between CA A and CA A' ,a, asks whether
the size of 'the effects of variation due to factor A are correlated with the
magnitude of differential effects of A at the two levels of A'. It should be
stressed that the correlation between contrasts is not the same as the interaction
between factors. Moreover, one may examine these correlations regardless of the

-,.
outcome of the analyses of the marginal distributions,

It is also possible tä examine the between-subject correlation of contrasts for..
sources from two different processes: CA .. a, and CB,b,, for example. It is

consistent with the process-independence hypothesis that both of these sets of
contrasts could he significant sources of variance, either on the average or. as
subject-factor interactions; factor A is linked with measure a, and factor B with
measure b. The nr gnitude of the correlation between contrasts is a separate
question, and has 1 o bearing on process independence. If two such contrasts are
highly correlated, it means that a subject who is strongly affected by a factor in
one process is likely to be strongly affected by another factor linked to a second
process, whereas a subject showing little effect of one factor would not be much
affected by variation in the other factor. This will be called an analysis of
interprocess independence,

FiOBEFiT C. CAL F FE

General Parameter Independence

There are two other types of independence to he considered in examining
individual differences.: These are measured by the correlation (a) between general
parameters, each based on the average for a given measure over factorial
conditions for an individual`subject; and (h) between general parameters and
specific contrast parameters. If you refer to the general linear factorial model
(Fig. 5), the first correlation is between the estimates of va, and vb,, This is
the correlation between the average scores for different dependent variables,
which is frequently calculated by researchers. I will refer to this as independence
of general parameters.

The correlation between general and specific parameters has been examined
less often. It consists of the comparison of terms like andand CA,,. Actually
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for two-level factors the correlation of va,,, and al, is equivalent to the
preceding correlation, and perhaps is a bit easier to grasp. The question raised
here is whether subjects who do better on the average over all conditions also
tend to he more strongly affected by factor variations. For example, the student
who pronounc words quite well on the average is strongly affected by variation
in vowel complexity, whereas the student whose pronunciation is generally poor
does about the same whether the words contain simple or complex vowels. I will
refer to this analysis as a test of the independence of general and specific
parameters.

Sources of Dependency: An Overview
. .

It should he emphasized that the different types of independence described
above are statistically feparate, and that the answer to one question does not
directly determine ails very to any other. That is. one can usefully inquire about
each of the following substantive questions:

1. Process independence, ureruge over subjects:
Are any between-process sources of variance so large, on the average, that
the hypothesis of process independence. is untenable?

2. Process independence, suhject-luctor interactions:
Are. any between-process subject-factor interactions so large that the
hypothesis of process independence is untenable?

3. Intraprocess parameter independence:
Are effects of within- process factors correlated'?

4. hi terproccss parameter indcpendence:
Are effects of between-process factors correlated?

5. General parameter independence:
Are total scores for different measures correlated'?

6. Gencral-speeilic parameter independence:
Are the specific effects of process factors correlated with generalized
per formance as measured by total scores?

The answers to these different questions carry different implications, Ques-
tions ( I ) and (2) hear on the adequacy of a proposed information-processing
model. Questions (3) and (4) have to do with the .degree to which individual
subjects are more or-less generally labile in reaction to factor variation. Ques-
tions (5) and (6) deal with the relation of general performance and process -
linked shifts in performance.

If process independence, (I) and (2), is supported by the data, this is evidence
that assessment (and possibly instruction) may proceed by investigation of each
process as a separable entity. For instance, suppose decoding and semantic
matching operated as indePendent processes in a series of experiments. Then it
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might be reasonable to design assessment and instructional programs that
focussed specitically on decoding skills, with minimal concern about the corre-
sponding comprehension processes. and vice-versa.

If answers to Questions (3) through (6) reveal frequent and marked depen-
dencies, this supports a "(; factor" interpretation of individual differences in
cognitive processes for the task. If strong correlations hold ffelween measures in
different tasks, there is little' need for extensive assessment of an individual
student. Administration of a few "sub tests" will indicate the student's general
level of performance, or his reaction to factor variation, or both. From this we
can predict his performance under other conditions. On the other hand, if
dependencies are negligible, the development of comprehensiVe assessment sys-
tems becomes a worthwhile endeavor:

AN EXPERIMENT ON LINE DRAWING

Here is an illustration of how to apply these techniques_ to a data set. The study
was not designed to test an independent-process model, and it seems unlikely
that the treatment factors are uniquely linked to underlying processes. But the
within-subjects portion of the design raises interesting questions, and the data
were, readily available for the analysis.

The study was part of an investigation of impulsivityreflectivity in young
children (Kagan. Rosman, Day,,, Albert, & Phillips, 1964). Some children seem to
attack .a problem impulsively more quickly and with a higher error rate. Others
tend to work reflectively more carefully and accurately. There is some evidence
that impulsivity is correlated with poorer reading achievement. Our particular
interest was in determining the extent to which -speed and accuracy measures
were affected by situational variables in a simple motor task.

The children were -shown a paper with half a dozen items like Elie ones in Fig.
7. and told that their job was to draw a line from each rabbit along the "road"
to the carrot without touching the lines. Time to complete all six items on a

page was measured. as were the total number of line-touching errors. The

FIG. 7 I-. \ample materials used in line-drawing task.,
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FIG. 8 Idlormution-promsing model or line-drawing experiment.

children, first-graders and kindergartners, were tested twice with three months or
so between sessions.

The two within subject factors of primary interest are related in Fig. 8 to a
tentative processing model. One process determines rate of movement, and the
second process determines accuracy. Latency and errors seem natural measures
for these' processes.

The Set factor describes the instructional conditions under which the child
performed the task. The first two pages were always done with no set. The
instructions emphasized neither speed nor accuracy: "Draw a line down each
road from each bunny to his carrot. Try riot to touch the sides of the road. If
you do touch the side of the road, it's okay, keep going, but try not to touch the
lines." On the next two pages, accuracy was stressed.: "Be very, very careful not
to touch the sides of the road." Finally on the last two pages, the child was
asked to draw as fast as possible: "Get each bunny to his carrot as quickly as
possible. Try not to touch the sides of the road, but if you do, it doesn't matter,
the important thing is to complete the page as :quickly as possible." Set and
order are confounded in this design as a matter of practical necessity.

The Difficulty factor denotes whether each page had easy items (the lines
connecting rabbit and carrot Were 5/8 inch apart) or difficult items (the lines
were 1/4 inch apart).

For purposes of analysis, the Set factor has been identified with the timing
process, and the Difficulty factor with the movement process. This linkage is not
really satisfactory, as noted earlier. Each factor seems likely to affect both
processes as constituted. Nonetheless, let us see what the analysis tells us about
the data.

Analysis of Process Independence

Univariate analyses of variance were carried out on the two measures for
preliminary statis 'tical evaluation; these are presented in Table 1. In Fig. 9 time
and error scores are shown as a function of Grade, Set, and Difficulty. Grade,

16
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TABLE 1 e

Analysis of Variance (selected sources) of Line-Drawing Experimenta

Source

Time (sec) Errors

F

5.6*

MS(E) F MS(E)

Grade/Age (G) 13.2*

Ability (A) <1 <1

G X el -1 -1 -
N(GA) 1743. 45.9

Instructional set (1)
c

No set versus accuracy + weed (/, ) 44.8** 247.9 21.5** 4.7

Accuracy VC rS1.1 4VCC (I (i1 ) 113.2** 449.5 47.7** 9.6

Difficulty (D) 188.9** 416.6 76.0** 24.9

Session (S) 3.5 677.5 <1 12.6

/, x D 20.7** 108.7 22.1** 3.9

/2 x D 64.0** 78.7 39.0** 5.2

/, x S 1.7 479.8 <1 3.0

/2 x S 3.2 326.3 <1 .2.5

0 X S 3.7 275.6 ' <1 9.7

G x /, <1 247.9 9.1** 4.7

G x /2 2.5 449.5 9.5** 9.6

G x D <1 416.6 13.1** 24.9

G x I, X 0 2.7 108.7 8.6** 3.9

G x 12 x D <1 78.7 5.9** 5.2

Residual 154.0 '2.5

ad., for all tests ate I and 36.
*F(l, 36,.M5) = 4.12. "F(1, 36..01) = 7.40.

the two Set contrasts and Difficulty are all significant sources of variance for
both measures, as are certain interactions among these factors. Instructions to
"be more accurate" slow the children down a little, without any noticeable
decrease in errors. Instructions to "speed up" are obeyed by the children (and
happily so), but with a marked increase in errors. Difficulty has a large effect on
both time and errors. The children take much longer to connect the rabbit and
carrot when the lines are close together, but they also make a greater number of
errors under this condition. The interaction between the Set and Difficulty
factors can be traced to the speed instructions. The effect of the Difficulty
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FIG. 9 Time and error scores as a. function of Grade, Set, and Difficulty, averaged over
sessions. Easy items are open circles. Hard items are filled circles. N = 20 in each group.

factor is greater for errors and smaller for response time under speed instructions
compared to the other two instructional conditions. The kindergartners make
more errors than first graders, especially, in the difficult condition and under
instructions stressing speed.

On the average, 'then, the students performed the line-drawing task fairly
efficiently without explicit instructions about how to arrange the trade off
between speed and accuracy. They worked about as slowly as they felt they
could, and speeding up led to an increase in errors.

Certain of the subject-factor variance estimates are substantially (and signifi-
cantly) larger than the residual variance based on the highest-order interaction.
There are large individual differences in the time measure due to variation in
accuracy vs. speed and difficulty, as well as variation from the first session to the
second. Variation in difficulty is the largest source of individual difference in the
error scores, followed by session and accuracy-speed.

The process model in Fig. 8 must be rejected on several grounds. Both
measures arc strongly affected by both factors, and the interaction between the
two factors is significant. ThL large subject-factor variance in time due to
variation in difficulty is also evidence contrary to the model.

These findings suggest that either (a) the two processes are so complexly
related that little is gained by postulating Separate processes, or (b) the factors
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TABLE 2
Correlation Matrix of Time and Error Scores, Line-Drawing Experiment'

VARIABLE 1 2 3 4 5 6 7 8 9

Time ave both. 1 95 84 -20 54 68 75
Errors ave both 2 -62 --- Z4 96 96' -33

Time ave I 3 86 -65 -23 61 -23 46 74 80
Error ave I 4 -.-55 89 -66 _ 85 .` -33

Time ave II 5 82 -38 42 -24 53 39 47
Error ave 11 6 -52 83 -45 48 -31

Time E Ns F. 7 79 -69 82 -69 49 -49 34 42
D 8 49 -56 72 -60 -36 65

Acc E 9 82 -42 91 -43 45 -29 71 44
D 10 88 -59 94 -58 51 -41 71 54 93

Spd E 11 34 -39 53 -38 -29 26 34 34
D 12 56 -62 73 -63. -43 52 53 50

Error I Ns E. 13 -22 42 -25 51 -39 -43
D 14 -33 59 -37 77 21 -45 -47

Acc E 15 -26 32 -20 49 -24 -24 -20
I) 16 36 70 -50 86 30 -43 -42 -33

Spd E 17 -44 67 -38 62 -36 52 -51 -37 -22
I) 18 59 84 - 73 89 23 52 -73 -56 -53

Time II Ns F E9 66 38 39 26 74 -40 69 28 35
I) 20 74 11 39 89 48 50

Ace ( 21 20 56 -21 -21
1) 22 74' -41 41 28 87 -43 40 20 40

Spd I. 23 20 -23 55 -37 21
D 24 -65 57 39 -32 73 -71 34 23 28

Error II Ns f 25 35 60
I) 26 -37, 72 -34 42 -27 86 -43 -29 -20

Act.. E 27 -30 39 -31 39 28 -35 -29
D 28 -49 -69 -30 36 -53 88 --43 -23

Spd E 29 --32 56 -35 41 57 -45
D 30 -54 80 -79 '47 --42 95 -56 4-39 -35

"First grader: above diagonal, kindergarteners below diagonal. Vor clarity, decimals
omitted, s Move .5 are in boldface, and is below .2 are deleted, Variable name codes arc
Ave (average), I and 11 (first and second session), Ns (No set), Ace (accuracy), Spd (Speed),
E (Easy), and I) (Difficulty).

are poorly defined with reference to the two processes, (which seems probable),
or (c) the measures are poor indicators of the underlying processes.

Analysis of Parameter Independence

We turn next to an examination of intercorrelations among the measures. Typi-
cally, an investigator might' look at correlational data like that in Table. 2, or
some portion thereof. The 2 X 2 matrix in the upper lefthand corner is a likely
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TABLE 2 (continued)

41

10 11 12 13 14 15 16 17 18 19 20 21 22

87 74. 78 80 84 29 64
-20 . 69 82 - 89 85 88 48

94 72 78 -26 , - -23 -20 64 68 41

-21 81 89 - 88 77 93 49
53 58 58 87 90 54 87

-21 52 69 - 82 86 77 42

25 37 28 1 25 -20 -21 26 61 44 31 49

58 20 35 -34 -46 - -28 -28 32 51 37

-- 76 63
75

63
77 . 14

51
59

47
62

25 30

29

34 $1 ! 20 - 69 54 24 29

57 88 -26 56 60 30

-20 i- - 91 53 36 76 46

-36 -27 1 44 68 51 77 48

-24 70 - - - - -
46 -37 -48 ! 36 63 35 90 72 38

-32 -36 61 51 38 23 63 37

-62 -52 -76 24 47 32 72 47 23 46

31
I

21 -41 -26 --,.,_-----, 76 46 70

51 731 69"----7:::----.. 36 67
-23 -29 , -20 27 26 36- -----,..... 47-,.

SI -21 -26 -28 -26 -23 48 63 67

20 l 30 -23 -27 -20 42 28 48 50

40 31 36
1

-24 -33 -38 49 47 37 70

-23 -21 30 20 -32
-26 -35 -36 38 33 46 -37 -25
-24 -29 -36 47 71 23 25 38 -28
-33 -20 21 24 /I 46 31 -53 -35 38 -51
-35 -28 -46 35 33 53 38 26

-45 -26 --42 23 29 47 55 --41 -22 42

(continued)

candidate. It gives the correlation between time and error scores averaged for
each student over the entire repeated-measures design structure. The correlation
is negative in both groups, negligible in the first-grade data but fairly sizable in
the kindergarten data. It appears that there is a tendency for children to trade
off speed and accuracy on this task; the faster a child draws, the more likely he
is to make an error.

The 4 X 4 matrix just down the diagonal is another reasonable analysis. It
shows the-relation between time and errors calculated for each student from the
average conditions in each session. Again there is evidence of an inverse relation
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TABLE 2 (continued)

VARIABLE' 23 24 25 26

Time ave both 1 36 51, -27 24
1 trots ave Both 2 26 51 94

Time ave 1 3 44 --29 --32
Error ave 1 4 -23 -37 87
lime ave II 5 63 51
brror aye II 6 -27 61 93
time 1 Ns F 7 26 i -25

I) 8 -33 49
Ace 1 9 34

1) 10 48 -22 -24
Silt] E 11 41 . 61

1) 11; 40 75 l -27
Error I N''.4 1 13 62

D 14 29 78
%(.(. 1. IS -

...1).- 16 21 46 84
Spd 1 17 25 55 86

[) 18 -34 25 72
lime 11 Ns l' 19 48 39

1) 20 49 42 -21
Ace F 21 .33 44 49

It 22 46 29 -23
Spd F 23 64

1) 24 59 , -- -27
11-ror 11 Ns 1: 25 -26 -33 57

1) 26. -16 -54 47-
Ac(.. E. 27 -31

1) 28 -26 -57 153 74
Spd F 29 -43 -48 53 27

D 30 -32 -74 45 79

27 28 29 30

-20
86 80 84

-25
74 74 72

92 81 90
-29
-32

-
- -32

42 29 44
59 49 56

esa e., na

75 91 58
79 93 '65
65' 59 76

- - 39 25 30
- -22

-23
-20 -34

- 51 57 48
82 79 73- - -

73 81-...
33 34 58

26 79 48

hetween time and error scores, Performance is reasonably stable from one
session to the next in first graders, and moderately so in the kindergartners.

The remainder of the matrix presents the entire repeated-measures design
strucluie, perhaps the most defensible way of presenting the raw data. The
correlations between time and error measures are blocked in to emphasize
particular property of these data. The several time measures tend to be relatively
highly correlated, as do the error measures, compared to the inter-measure
correlations. But the patterns are admittedly fuzzy. It is the sort of matrix that
might be subjected. to factor analysis in order to clarify the underlying struc-
tures.

However, raw scores are not the measures to examine, given the theoretical
point of view elaborated previously. Each raw score is ,a combination of factor
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effects (cf. Fig. 5) which may be interrelated in more or less complex fashion.
Let us see what the relations between the parameters of this data sef look like.

To determine relations among the basic parameters, we will use linear contrasts
computed from the raw scores for several of the sources from the analysis of
variance (Table 1). The correlation matrix displayed in Table 3 shows the
relations between certain contrasts along with two average scores, the average
over all conditions (All) and the average over all No-Set conditions (No Set).
Each of the entries in this table stands for a parameter from the general linear
factorial hypotheses for this experiment. For instance, Time All (Variable 1) is
the average response time over all the design variations for a given subject. This is

equivalent to an estimate of vtime for subject n. Time A vs S (Variable 4) is
the contrast in time scores between the accuracy and speed conditions, averaged
over difficulty and sessions. This is related to .the estimate of the parameter
cgt is, time. for the subjec

Table 3 was obtainec by computing these parameter estimates for each
subject, and entering t se values into ,,astandard correlation program. Since a
great deal of informati( n is compressed in this table, it may be worthwhile to
describe its organization in more detail. There was reason to believe that the
kindergarten and first-grade data might show different patterns, and so separate
analyses were conducte'd at each grade level. Kindergarten results are below and
to fhe left of the main diagonal, first-grade above and to the right. Time and 1.

error scores are analyzed separately. Along the margins are the residual standard
deviations for each source (this is the square root of the error mean square from
the analysis of variance calculated separately for each grade), and the F ratio for
the source (again based on separate analyses for each grade). The major elements
of an analysis of variance can be reconstructed from these marginal entries, and
the relative magnitude of various sources and of error terms can be seen.

The off-diagonal entries in Table 3 are, as noted earlier, Pearson correlations
between the contrast scores. To give a concrete idea if what the relations in
Table 3 mean, two scatterplots are presented in Fig. 10. The kindergarten and
first-grade data have been combined in these plots.

The correlation matrix in Table 3 has a reasonably simple. structure. Certain
correlations are very large (positive or negative) and the rest'tend to be relatively
small. Except for the No-Set vs. Accuracy-Speed contrast, and the interaction of
this contrast with Difficulty, the correlations within the time and error subma-
trices are high. With few exceptions, the correlations outside these submatrices
are small.

This pattern, together with an examination of the scatterplots for the larger
correlations (those in Fig. 10 are typical), shows that children who either work

fast or make lots of errors are relatively unaffected by variation in the situational
facto'rs, Set and Difficulty. Moreover, stud,ents who are strongly affected by
variation in one situational factor (Set), are strongly affected by variation in the
other situational factor (Difficulty).
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A particularly interesting feature of these data is that the statements above
apply independently to the two response measures. The correlation between
time and error contrast scores is negligible, with a few exceptions to be discussed
below. This result suggests that the process model in Fig. 9 might be reasonably
adequate after all The Set and Difficulty factors do not fulfill the requirements
tor testing an independent process model they were not selected to link
uniquely to the proposed operations -but the model may be a useful approxima-
tion.

In any event, the purpose of this exercise is not to promote any substantive
finding. It does seem noteworthy that the approach leads to a considerable
simplification in the data on its maiden, voyage. The data in Table 3 scarcely
require. further clarification. The basic structure is immediately apparent: time
and error comprise two independent components, the constituent parameters of
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which are highly interrelated. It is obvious when a constituent drops out. For
instance, the No-Set vs. Accuracy-Speed contrast in time scores is a substantial
and significant source of variance, but unrelated to any other contrast. This
contrast was chosen as the orthogonal complement to the Accuracy vs. Speed
contrast, but it may nut make psychological sense. One possibility is that the
No-Set scores might serve better as a covariate; However, as can be seen in Table
3, these scores are highly correlated with the overall average, and the pattern of
contrast relations with No-Set and All scores are practically identical. The matter
remains unresolved at this point in the analysis.

The kindergarten sample also exhibits a noticeable departure from time-error
independence. Average time is inversely correlated with average error (this was
observed in Table 2), as well as with several error contrasts. The Easy. vs.
Difficult contrast for time measures is also correlated with the error rate. In the
younger children, movement accuracy is more or less controlled depending on
instructional set and difficulty. In the older children, the two systems are totally
independent. This statement is more precise and informative than the conclusion
from Table 2 that time and error scores were inversely correlated.

Analysis of the LineDrawing Study: An Overview

Several features of the data are brought into focus by the variancecovariance
analysis of specific linear contrasts that would be obscured in more conventional
'analyses. Let us review briefly the main implications of this analysis:

I. Process independence, based on the relations predicted in Fig. 8 for average
factor effects, must be rejected. Factors linked to one,' process affect
measures linked to Other processes directly and through interaction.

2. Process independence, looking at subjectsource interactions, is irrelevant
given the preceding result. But subjectsource interactions are large enough
in at lezist one instance to suggest that independence can also he rejected by
this test.

3, Intraprocess parameter independence is not testable in this design.
4. Interprocess parameter independence is supported by the low correlations

between time and error contrasts. This suggests that time and errors tap
separate processes which the design factors may be affecting in confounded
fashion. Speed and accuracy are influenced in varying degrees from one
student to another by variation in situational factors.

5, General parameter independence holds for the first-grade sample, but not
the kindergarten sample.

6. General--specific parameter independence can he rejected in almost every
instance, Average time and error scores are, lighly correlated with respon-
siveness to situational factors.

5 6
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IMPLICATIONS FOR
EDUCATIONAL TEST PROCEDURES

Current test construction proceeds is it 'ie place buckets under psychological
processes and collect the output more or less directly from individual subtest
measures (usually total correct responses). Control over variation in the input is
modest at best, and nonexistent in most instances. This simple model has been
extended by 'such methods as factor analysis, but it seems to have some inherent
weaknesses. It does not provide a natural way for introducing process-oriented
variables and contextual variables into the testing situation in an easy-to-measure
fashion.

Factorial test designs seem to provide a simple but informative way to build a
test around a process model, This approach is similar in spirit to the notion of
facet tests discussed by Guttman (1965; Guttman & Schlesinger, 1967). Careful
analysis Of a task may turn up many- factors of potential importance, but
tractional factorial designs allow optimal arrangenfent of a factorial:test struc-
turelure so. that amount of relevant inform don is obtained for a given
number of test items (Kirk, 1968, Chapters 9. ). The experimental control
obtained in such designs provides great sensitivity with a reasonable constraint
on- test length.

Linear contrasts have conic into common use in the experimental psycho-
logical literature, especially in the analysis of repeated-measures dAigns. Their
use in test analysis as an alternative to subtest or factor scores holds considerable
promise. To he sure, there are unsolved problems connected with item analysis
and test reliability.

ADDENDUM

[his volume has directed its attention to educational matters, and to the role of
Lognittvo psychology in providing a better understanding of instructional pro-
cesses. .1 lie preceding remarks on test procedures are directed toward educators:
I3ut for those readers whose interests are more directly related to cognitive
psychology, I should point out again that the analysis of contrast scores has
dire .t implications for tests of infimnation-processing models. Since Sternberg's
(1969) landmark paper on the use of factorial designs in evaluation of iadepen-
dent cognitive process models. repeated-Measures designs have played a central
role in research on cognition. The analysis of the variancecovariance structure
of a set of .contrasts dest.rihed here is riot covered by the standard methods of
analysis now iu rise. I hose are new tediniqties. They ask new questions of data,
questions which are critical to an understanding of individual differences in
ihoirght and action.
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Task Analysis
in Instructional Design:
Some Cases from Mathematics

Lauren B. Resnick
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Learning Research and Development Center

This chapter takes as its general theme the actual and potential role of task
analysis, particularly information-processing analysis, in instructional theory and
instructional desigi. Some definitions are needed to make this opening statement
sensible. The term "instruction" is used here in its most general sense to refer to
any set of environmental conditions that are deliberately arranged to foster,
increases in competence. Instruction thus includes demonstrating, telling, and
explaining, but it equally includes physical arrangements, structure of presented
material, sequences of task demands, and responses to the learner's actions. A
theory of instruction, therefore, must concern itself with the relationship be-
tween any modifications in the learning environment and resultant changes in
coinpeteifce. When the competence with which we are concerned is intellectual,
development of a theory of instruction requires a means of describing states of
intellectual competence, and ultimately of relating changes in these states to
manipulations of the learning environment.

In developing a thecitN,' of instruction for intellectual or cognitive domains, task
analysis plays a central role. I mean by task analysis the study of complex
performances soas to reveal the psychological processes involved. These analyses
translate "subject-matter" descriptions into psychological descriptions of behav-
ior. They provide psychologically rich descriptions of intellectual competence
and are thus a critical step iii bringing the constructs of psychology to bear on
instructional design.

Psychological analysis of complex tasks is not a totally new idea. Task analyses
are performed,, although not usually under that name, in virtually all psychologi-
cal investigations of cognitive activity. Whenever performances are analyzed into
components for experimental, interpretive, or theoretical purposestask anal-

ysis.of some kind is involved. Although the study of complex cognitive tasks has
never dominated empirical psychdlogy, there have been significant occasions on

51

5a



52 t AlBiLN B tit Y%.iif

which psychk)logists have turned their attention to such tasks. Not all have been
instructional in intent, but several important attempts bear examination because
they have substantially influenced instructional theory or practice, or because.
considered with instructional questions in mind. they otter insight into the
possible nature of a theory of instruction based on cognitive psychology.

Because task analysis is pervasive in psychological research. it is important to
consider what kinds of analyses are particularly useful in instructional design.
Several criteria can be used to evaluate the potential contribution to instruction
of different approaches to the psychological analysis of tasks. Four such criteria
-seem particularly important:

Instructional relevance Are the tasks analyzed ones we want to teach? That
is, are the tasks studied because of their instructional or general social relevance,
rather than because they are easy to study. have a history of past research that
makes results easy to interpret, or are especially suited to elucidating a point of
them Ihe criterion of instructional relevance implies that most tasks analyzed.
will he complex lenitive to many of the laboratory tasks that experimental
psychologists find useful when.pursuing noninstructional questions.

Psychological formulation Does the analysis yield descriptions of the task in
terms of processes or basic units recognized by the psychological researeh,
community? Task analysis is a means of bringing complex tasks, which have
generally resisted good experimental analysis. into contact with the concepts,
.methods, and theories of psychology. Thns, while the starting point for instruc-
ttonal task analysis is prescribed by social decisionswhat is important to
teach the outcomes of such analysis, the terms used in breaking apart complex

'performances. must be determined by the state of theOry and knowledge in
psy etiology.

It is not always easy to fulfill both the instructional relevance and the
psychological formulation criteria at once; instructional relevance is defined in
different ierms than those which psychological researchers use in building their
theories. Nevertheless. it is important to try to analyze instructional 'tasks in
terms that make contact with the current body of knowledge and constructs in
psychology so that instructional practice can profit from scienti,ic findings as
they exist and as they develop.

/own/flab/1/4/ Because tun concern here is with task analysis as an aid to
instruction. an obvious-question is whether the results of a particular analysis are
iteable in Instructional practice. In other words, does the :ask analysis reveal
elernents of the task that lend themselves to instruction, i.e , that are "instruct -
able It is the function ot task analysis to examine comple ( performances and
display in their a substructure lhat is teachable either dm ugh direct instruc-
tion in the components. or by practice HI tasks that call upon the same or related
processes.
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Recognition of stages of competence- Does the task analysis recognize a
distinction between early forms of competence and later ones? Analyses for
instructional purposes cannot just desciike the expert's performance (although
such description will almost always he a part of such analyses). They must also
describe performance charaCtenstics of novices and attempt to discover or point
to key differences between novices and experts, suggesting thereby ways of arrang-
ing experiences that will help novices become experts. Instructional task analysis,
in other words, should elucidate the relations between activity during learning and
competence that results from learning. It should suggest ways ,of organizing
knowledge to assist in acquisition. recognizing that this organization may differ
from organizations that are most efficient for expert use of that knowledge.

In summary. _four criteria can be applied in assessing the contributions of
psychological task analyses to instruction: (1) instructional relevance; (2) psy-
chological kumulation, (3) instructahility: and (4) recognition of stages of
competence. In the course of this chapter, I shall examine several prominent
approaches to the psychological analysis of complex tasks and consider their
contributions to instruction in light of these criteria. I begin with some impor-
tant past efforts to describe intellectual competence in psychological terms, and
then turn to current information- processing approaches ,.to task analysis. In order
to make the domain of the chapter manageable. discussion is limited to analysis
of mathematics tasks. The work discussed, however, is not intended to be
exhaustive of task analysis efforts in mathematics. Rather, it is intended to
highlight certain cases that have considerably influenced psychology or instruc-
tion. or both, and that form landmarks in whatever might today be written of a
history and current status report on this branch of instructional psychology.

A SELECTIVE HISTORY OF TASK ANALYSIS

I will discuss- first the work of three predecessors of modern information
processing task analysis. in each case using work on mathematics as the subStan-
tive example. "these are. (a) work in the associationistibehaviorist tradition
(Thomdike, Gagne): (hi work of the Gestalt school (especially Max Wertheimer);
and tel the Piagetian task analyses. Both substantively and methodologically, the
approaches of these groups to task analysis reflect differences in thejr theoretical
positions. diftetences.whidi to turn affect the kinds of contributions that each
can make to instruction.

The Associationict/Behaviorist TrarlitMn

Thorndike's analyses in terms of'S R bonds In the early part a this century.
experimental and educational psychology were closely allied. Many of the major
psychologists of the period up to Aunt 1930 were actively engaged in both.
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laboratory research and applied research, some of it relevant to instructional
practice. One of the foremost of these was Edward L. Thomdike. His work on
The Pcycludogy g)j. Arithmetic, published in 1922, represents his attempt to
translate the associationist theory of "laws of effect," which he himself was
active in developing, into a set of prescriptions for teaching arithmetic, In the
preface to the book, Thorn( like states (1922) that there is now a "new point of
view concerning the general process of learning. We now understand that
learning is essentially the formation of connections or bonds between situations
and responses, that the satisfyingness of the result is the force that forms them,
and that habit rules in the realm of thought as truly and as fully as in the realm
of action [p. vi." Based on this then widely agreed upon theory of psychological
functioning, Thomdike proposed a pedagogy that has extensively influenced
educational practice for many years.

Moonlike proposed the analysis of arithmetic tasks in terms of specific
connections, or bonds, between sets of stimuli and responses, and the organiza,
lion of instruction to maximize learning of both the individual bonds and the
relations among them. His book began with a discussion of the general dcmains
of arithmetic for which bonds must he formedfor example, the meanings of
numbers, the nature of decimal notation, the ability to add, subtract, multiply,
and divide, the ability to apply various concepts- and operations in solving
problems. Thomdike then spent some fifty pages discussing the types of bonds
that give precise meaning to this broad definition of the domain of arithmetic.
His analysis (lid not approach the level of' indWdual stimulusresponse pairs but
remained on the more general level .of connections between situations and sets of
responses. Citing numerous examples, he argued that certain kinds of bonds
taught in many of the standard textbooks of the day were Misleading and should
not be taught, while other helpful bonds were neglected in pedagogical practice.
For example, verifying results ofcomputations, learning addition and-substrac-
don facts for fractions, and solving problems in equation form (even before
algebra was added to the curriculum) were considered "desirable" bonds, where-
as senseless drill in finding the lowest common denominator of fractions (when
use of any common denominator would lead to solution of problems) and the
posing of problems unrelated to real-life situations led to the formation of
"wasteful and harmful" bonds that made arithmetic confusing and unpleasant.
Discussion of appropriate and inappropriate forms of measurement of the bonds
or elements of aritlinwtic knowledge were also included. Thus, the total effect of
the hook was to suggest the translation of a standard school subject into
terms collections of bonds that suggested applications of known laws of learn-
ing to the problems of instruction.

The laws of learning, and this of pedagogy, were for Thorndike those dealing
with such doll and practice as would strengthen the bonds. Qnestionssuch as
amount of practice, under- and overlearning, and distribution of practice Were
considered. These are easily recognized as topics that have continued to occupy

62



3. TASK ANALYSIS IN INSTRUCTION 55

psychologistsalthough rarely directly in the context of school instructionand
that heavily though indirectly influence instructional practice. What is important
about Thorndike's work, however, is that he developed a concern not only with
the laws of learning in general, but also with the laws of learning as applied to a
particular discipline, arithmetic. He left the laboratory to engage in applied
research, but brought with him the theory, and to a large extent the methodol-
ogy, of the experimental laboratory. He thus began a tradition of experimental
work in instruction by psychologists. This tradition was interrupted for many
years but is now being revived, as the chapters in this volume bear witness.

Gagne's hierarchies of /earning sets While Thomdike recognized the need for
a theory of sequencing in his presentation of bonds identified as constituting the
subject matter of arithmetic, he had no systematic theory of sequencing to
propose. In the decades following Thomdike's work, mathematics educators and
educational psychologiSts (e.g., Brownell & Stretch, 1931; Hydle & Clapp, 1927)
studied, with varying degrees of care and precision, the relative difficulty of
different kinds of mathematical problems. They thus empirically, if not theoret-
ically, extended Thorndike's work in instructional analysis. The suggestion
underlying this later work was that arranging tasks according to their order of
difficulty would optimize learning, especially or the more difficult tasks. Skin-
ner's (1953) prescription for the use of "successive approximations" in instruc-
tion represented a refinement of this basic idea. However, neither Skinner nor
his immediate interpreters proposed,. a systematic strategy for generating the
order of successive approximations- -i.e., the sequence of tasks in instruction. It
was not until the 1960s, and Gagne's work on hierarchies of learning (Gagne,
1962, 1968), that any organized theory of sequencing for instructional purposes
appeared within the behaviorist tradition.

Learning hierarchies are nested sets of tasks in which positive transfer from
simpler to more complex tasks is expecte. The "simpler" tasks in a hierarchy
arc not just easier to learn than the more complex; they are included in
components of -the more complex ones. Acquisition of a complex capability,

then, is a matter of cumulation of Capabilities through successive levels Of
complexity. Transfer occurs becaus of the inclusion of simpler tasks in the
more complex. Thus, learning hier shies embody a special version of a "com-
mon elements" theory of transfer.

Hierarchy analysis has come in o rather widespread use among instructional
designers, particularly in the fields of mathematics and science (see White,
1973). For the most part, the analyses have been of the kind Gagne originally
described. Thus, hierarchies for instruction are typically generated by answering,
for any particular task tinder consideration, the question: "What kind of capa-.
bility would an individual have to possess to be able to perform this task
successfully, were we to give him or her only instructions?" One or more
subordinate tasks are specified in response to this question, and the question is
applied in turn to the subordinate tasks themselves.
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TASK 1 TASK

Stating, using specific numbers,
the series of steps necessary to
formulate definition of addition
of integers, using whatever
properties are needed, assuming
those not previously established.

A

Adding integers

Lt

Supplying the steps and
identifying the properties
assumed in asserting the
truth of statements involv
ing the addition of integers

A

lb I

Stating and using the
definition of the sum
of two integers, if at
least one addend is a
negative integer .

Supplying other names
for positive integers in
statements of equality

A

Illy

Ilb

Iden ifying and using the
properties that must be
assumed in asserting the
truth of statements of
equality in addition of
integers

Stating and us ng the
definition nt Idition
of an integer and its
,idtlltive Invf!1`,e

Illb

Stating and using the
definition of addition of
two positive integers

Using ft e srruair
number 0 is the
additive identity

lVb

uutttilytni other
numeral.; (fir whole
numbers, using the
associative property

IVc

Supplying other
nUinerals for whole
numbers, using the
commutative property

IVd I

Identifying numerals
for whole numbers,
employing the closur
property

A

Performing addition
and subtraction of
whole numbers

Vb

Using parentheses to
group names for the
same whole number

FIG. 1 A learning hierarchy pertaining to the addition of integers. (From "Factors in
acquiring knowledge of a mathematical task" by R. M. Gagne. J. R. Mayor, 11. L. Garstens,
& N. F. Paradise. Psychological Monkraphs, 1962, 76 (Whole No. 526). Copyright 1962 by
the American Psychologacal- Association. Reprinted by permission.)
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Figure 1 shows an example of one of Gagne's hierarchies. The tasks described
in the top-level box are the targets for instruction. Lower levels show successive
layers of subordinate capabilities, that is, simpler tasks whose mastery would
facilitate learning the more complex ones. Instruction would begin with the
loWest-level capabilities not already mastered and proceed upward. The tasks at
the low end of the hierarchy can he analyzed further. depending on assumptions.
about the learner's knowledge. It is assumed that the more elementary capabil-
ities are learned through more elementary types of learning. In other words,
implicit in a complete learning hierarchy for a task such as the one shown in--Fig.
1 is another hierarchy of "types of learning." progressing from simple SR
learning. through chaining and discrimination, to higher-level concept and rule
learning, as shown in Fig. 2. A more complex task such as problem solving would

4.';,3tol.3333r1

,3 1,, )313r,33;3;13,33p,

33, 11:,3

3-r Y{33' '3'

FIG. 2 Gagne's hrerarcli ot, ti.pes of learning. (From R. M. Gagne, ihe Conditions of
learning (2ritl kith. New Holt, Rinehart 5, 1970, Copyright 1965 by Holt,
Rinehart & Winston. Reprinted permission
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involve more concept and rule learning and would lead to the discovery of
progressively higher-order generalizable rules.

Gagne's hierarchy analyses appear to flirt with information-processing concep-
Awns of psychology, but ,not to come to grips with them. There a kind of
implicit process analysis involved in the method of hierarchy generation. Presum-
ably, in order to answer the question that generates subordinate tasks, one-must
have in mind some idea Qf what kinds of operations mental or otherwise- an
individual engages in when he or she performs the complex task, However, this
model of performance is left entirely implicit in Gagne's work.

Gestalt Psychology and the Analysis of Mathematical Tasks

Gestalt psychology was an immigrant in America. In its first generation it spoke
a language so unlike the rest of American psychology that it was barely listened
to Now, in a period when we speak easily of cognition and mental operations,
the gestalt formulations take on more interest for us. Gestalt theory -"Was
fundamentally concerned with perception and particularly the apprehension of
" structure." With respect to the complex processes involved in thinking, the
concept of structure led to a colic: with "understanding" or "insight," often
accompanied by a visual representation of some kind. With respect to problem
solving, the central concern was with the dynamics of "productive thinking."
Several gestalt psychologists, particularly Wertheimer '(1959) and his sthdents
(Katona, 1940; Luchins & Luchins, 1970), attempted to apply the basic princi-
ples of gestalt interpretation to problems of instruction and, in particular, to the
teaching of mathematics. It:is reasonable to imagine that mathematics, especially
geometry, was of particular interestjo gestalt theorists because of its high degree
of internal structure and its susceptibility to visual representation.

Wertheimer contrasted his theory of productive thinking both with traditional
logic and with associationist descriptions of problem solving. Neither of these, he
claimed, gives a complete picture Of how new knowledge is produced by the
individual. With respect to teaching, he was concerned that prevalent methods of
teaching, with emphask on practice and recall, produced "senseless combina-
tions" rather than productive problem solving based on the structure of the
problem,

Wertheimer's (1959) hook, Productive Thinking, originally published in 1945,
discusses work on several mathematics problems for example, finding the area
of a parallelogram, proving the equality of angles. Gauss's formula for the sum of
a .series, symme.try of oscillations, arithmetic calculations, and the sum of angles
of a figure. Analysis of these tasks, for Wertheimer, consisted of displaying the
problem structure on which algorithms are based, rather than analyzing actual
performance. Thus, for example, the problem of finding the area of a parallelo-
gram was seen as a pfoblem of "gap fitting"- too much on one side, too little on
the other (see Fig. .3). Once the gap is filled and a rectangle-formed, a general
principle for finding area can be applied. It is recognition of the nature or the
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FIG. 3 Wertheimer's area of a parallelogram problem.

problem the possibility of transforming the parallelogram into a rectanglethat
constitutes for Wertheimer "understanding" or "insight." Solutions that follow
frOm this understanding are for him true solutions, elegant ones. Those that
"blindly" apply an algrithm, even if the algorithm should Work; are "ugly"
(Greeno, Chapter 7 of this volume, discusses another example from Wertheimer).

Though Wertheimer talked little about general Schemes for instruction, his
notions imply the necessity of analyzing tasks into components, perceptual and
structural, such that their nature in relation to the Whole problem is clear. Only
when the true structures of problems are understood can principles derived from
them be properly generalized. Whenever possible, it shank] be left to the student
to discover both the problem and its solution. Instruction, if it should be
necessary, should proceed in a way consistent with the internal structure of the
problem, and in the proper sequence, lo that a true understanding is gained by
the child, leading to solution. Just Inv the understanding of components and
their partWhole relationships is to be taught is not made clear. Wertheimer
suggested that exercises could be introduced which focus students' attention on
certain aspects of the problem structure, which should increase the likelihood of
achieving insight. Ile also spoke of certain operations involved in thinking

grouping, reorganizing, strtiettirization from which or e might devise
ways of teaching,

Piagetian Analyses

In discussing Piagetian task analysis we must consider two quite distinct bodies
of literature: ( ) 'Piaget's own woik (and that of others in Geneva); and (2)
attempts largely by American and British psychologiststo isolate the specific
.concepts and processes underlying performance on Piagetian tasks. I will discuss
these in succession.

Genevan work Much of Piaget's own. work (on number, geometry, space, etc.).
is heavily mathematical in orientation. It seeks to characterize cognitive develop-
ment in terms of a succession of lOgical structures commanded by individuals
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over time. The "clinical method" used by Piaget in his research yields great
quantities of raw process dataprotocols of children's responses to various tasks
and questions. The protocols are interpreted in terms of the child's "having"'or
"not having" structures' of different kinds. Explanation of a task performance
for Piaget consists of descriptions of the logical structures that underly it, and of
the structures that ontologically preceded and therefore in a sense "gave birth
to" the current ones.

Piaget's tasks are chosen to exemplify logical structures that are assumed to be
universal. Many of them turn out to involve mathematics, but by and large not
the mathematics tiqc is taught hl school. One result has bedh considerable
debate over whether the Piagetian tasks should become the basis of the school
curriculum, whether they are teachable at all, and whether they set limits on
what other mathematical content can be taught (for differing'points of view on
this matter, see Furth, 1970; Kamii, 1972; Koblberg, 1968; Rohwer, -1971).
Although until recently Piaget's work has not been motivated by instructional
concerns, otheN have tried to interpret his work for instruction. This has often
resulted in at least partially competing interpretatibns.

Piaget's most important contribution to task analysis is probably his pointing
out, in compelling fashion, that there are important differences between children
and adults in the way they approach certain tasks: the knowledge they bring to
them, and the processes they have available. However, his analysis in terms of
logic leaves questionable the extent to which his descriptions elucidate the
"psychologies" of behavior on these tasks, that is, what people actually do. It is
certainly the case that for psycholo.gists accustomed to the ,explicit detail of
information-processing analyses, the leap from observation to references con-
cerning logical structure is often difficult to follow in Piaget's 'work.

Experimental analyses of Piaget's tasks. Much of the English-language research
literature on Piaget has focused on locating specific concepts or component
processes underlying the ability to perform well on particular tasks. Conserva-
tion tasks have been mostly heavily studied, classification tasks probably next
not heavily. There has been relatively little study of tasks characteristic of the
stage.of formal rather than concrete operational thinking (see Glaser & Resnick,
1972).

Two basic strategies can be distinguished in this research. One is tp vary the
task in small ways to allow inferences about the kinds of cognitive processes
being "used. An example of this firsrstra,tegy is a series of studies. by Smedslund
(1964, 1.967a, b), in which he presented double classification tasks with attri-
butes covered or uncovered, labeled or visually presented:Tram performance on
these variations, he concluded that processing was probably done at symbolic,
rather than a perceptual level, that memory was involved, and that some kind of
analytic mechanism might be involved in committing perceptions or symbols to
memory.
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I 1,, nd re,earch strategy is to instukt children in a concept or process
Iry rothi-azed to ,inderly pertormance on some Piagetian task, and then test to

eg whether they theielw acquire the ability to perform the task. Examples of
h g,t th gni kind ale Gelman', t study on training conservation

rea,Itrut rimination of length. density, and number, and Benison's
I l'Hit)i stud!. unliking onservation by training in equal-unit measurement of
lion! quantro. 01 the two approaches, the second is more directly interesting in
the present context. because the strategy of instruction demands an analysis in
term ur.tr actable components.

Al'at,V11.'!It of thi Approactie with FiVforenue to Instruction

flow these past approaches to task analysis match the criteria outlined For

11,)11:11 'Fo what extent does each address itself to tasks of
map'. 'tonal interest'' 1,, what extent do the terms of analysis provide a link to
the !milt' hulk ;.t theory and knowledge? Are iiistruetable units
identnied! I) ti, :nialy=es distmimish usefully between performance of learners
and of pert,'

hydrurtional whwanci.,. With respect to the choice of tasks, only Thorndike
and t,.trtie show a clear mstrui. tional orientation. Their tasks are drawn from
school Auricula. and where formal validation studies of their analyses occur,
they are to a large extent based on the effectiveness of actual instruction in the
unit, identified Gagne, Mayor. Garstens. & Paradise. 1%2). Wertheimer
and the others of the Gestalt s:hool analyze a few tasks drawn from mathe-
matn.-.. but make no attempt to analyze a whole range of subject matter.
Further. despite .-ioine discussion of productive thinking as a generalized phe-
nomenon erg educational concern. there is no analysis of it as such in Wert-
helmet's work. It seems likely that Wertheimer chose tasks from mathematics
that would best lend themselves to analysis in terms of perceptual "Gestalten"
rather than selecting those of particular importance to instruction. On the

net!, ,n it Is pt.", 1 tasks analyzed, Piaget's work is even less directly relevant to
.tr7r,:tron..11,ore is. in serous question whether the concrete operations

task, he ,tried he the objects of instruction, since they are psychological
of .t.eneral connive. status rather than socially important tasks, and

an c it lea,t to Westerir and certain Illhanited cultures, to be acquired
rot mai h,.)IIM7 in the cosine of development (Glaser & Resnick, 19721.

It nix, be, 1'owec2r, that rormal operations need to he taught explicitly, since it is
ni,:aris clear that tormal operational thinking is universally acquired'.

Pc`7,

f',4,,:hologirdl formulation. I ippioach addresses well the analysis of com-
plex tasks to terms ot the fundamental psychological constructs relevant to their
own time, and thecines. 'rhus, l'Inirndike's analyses describe arithmetic in
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terms of the basic psychological unit of then.current theory. the associationist
bond, and thus suggest specific pedagogical practices drawn from known princi-
ples of learning. Gagne's analyses interpret instructional tasks in the terms of
behavioral learning psychology. transfer, .generalizatiou. and so forth. His con-
cern for the learning of "higher processes'' such as rules and principles suggests
some sharing of concern with cognitive psychology: however, bask cognitive
processes. such as memory amid perception, are alluded to only as general abilities
assumed not to he instructable or:further analyzable. Wertheimer's analyses of
mathematical tasks explicit'iy indicate how gestalt field theory would interpret
problem solving and Ie:ailing in these domains. Finally, Piaget's analyses,
like Wertheimer's, attempt to show tharperformance on complex tasks can be
interpreted in terms of underlying struetures. For Piaget and Wertheimer, expli-
cation of the structures constitutes psyL\hological explanation of the perfor-
man..e. liodi are concerned with characterizing the broad outlines of cognitive
structures rather than with detailing the processes involved in building or
utilizing these structures. Only in the experimental analyses of Piagetian tasks do
we begin to mid attempts to interpret performance more explicitly, that is, in

histructilbllity. With respect to the criterion of instructability, Thorndike
and Gagne are directly on target. Their aim in task analysis is to facilitate
instruction, and the bonds or subordinate capabilities identified are quite clearly
described as instructable components. Wertheimer is more difficult to assess with
respect to this criterion. His analyses are specific to particular tasks. They do
display the bask structure of each task and therefore suggest quite directly ways
If teaching that are likely, to produce maximum 'understanding, transfer, and

elegance of solution, but there are no general units identified which would he
useful across a number of tasks. Piaget's own analyses involve no identification
of mstructable units. However, a review of studies involving instruction in
Piagetian tasks (Glaser & Resnick, l')72) suggests that Piagetian concepts are
indeed instrthuable, or at least loud themselves to analysis into certain prerequi-
rato ;)1.01f, may be instauctable The studies also suggest how delicate the
process of task analysis and instruction is for tasks of any psychological com-
plexity. It is necessary both tr rdentify the appropriate underlying processes or
concepts and to Mid effective ways of teaching them. Identifying one underlying

rti_ept will rut+, suit!, hg toll success nu instructional efforts because there
!nal, se cal abilities which must he combined, and the absence of any one
ma lead to failure to learn the target task. I'm-tiler, "instruction" itself is a very
rfeli,.airr matter thew are no ,11111)10 rules for constricting situations that will
.ruivey the onorpr. proce,,es to be taught ,a.vlear was Fven with an
vpnipridle task analvs,. the from identified components to instrui:-
nowt str:itei.ws rrn:mis very much a matter of artful development.

Rerogn Pon of stages .o f competence. Finally. we turn to the novice-expert
di",tin, lion. rho ....merlon of ,):.'11111(111 of stages of competenv. On-this matter
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Thorndike is not very explicit. He recognizes a need for sequencing instruction
scientifically', but offers no psychological theory as to how to proceed. Indeed,
the impression left is that the difference between novices and experts lies solely
in how many bonds have been learn d and how well-practiced these are. That
there may be important differences in the organization of knowledge for novices
and experts is at best only hinted, and not seriously explored. Gagne's particular
contribution within the behavioral perspective is a practical method for generat-
ing sequences of instruc table tasks.,Ip his general notion of transfer -- inclusion of
simple tasks in more complex ones Gagne offers a strong suggestion for how to
organize instruction for purposes of acquiring higher-order knowie6;,i and skills.
Thus, at a certain level, the criterion of recognizing and dealing wit% differences
between novices and experts is explicitly met in learning-hie arehy analyses.
Wertheimer's analyses, by contrast, attend not at all to the distinction between
novices and experts. The implicit assumption is_th ta___beliz/or accord with
good structural,,principles is "native" and has simply beenSlarriped out or
sq 'etched by the drill orientation Of schools.

Piaget, of course, is particularly attuned to changes in the structures available
to people at different stages in their intellectual development. In fact, with
respect to instruction, Piaget's largest contribution is very possibly the highlight-
ing of substantive changes in competence which occur in the course of develop-
ment. Piaget's work makes it impossible to ignore differences between perfor-
mance strategies of novices and experts whether or not we find Piaget's own
analyses convincing or accept his explanations of how these changes occur. By
contrast, the experimental Or neo-Piagetian work is uneven on this criterion. For
the must part, these studies investigate single tasks and look for competence
versus_ incompetence rather than for stages or transformations of competence.
There are a few exceptions, largely in recent attempts to interpret changes in
performance on Piagetian tasks in terms of information-processing constructs
(see Klahr, in press). Investigators have attempted to analyze sequences of
Piagetian tasks so thatoadding one or two simple processes to an .individual's
repertoire, or modifying extant processes, can be shown to account for Succes-

sively more complex performances on the Piagetian tasks. This work takes "in frir-
ma tion processing" as its theoretical orientation and makes heavy use of compu ter
simulation strategies fur formal analyses. It thus forms a useful bridge to the second
part of this chapter. which is concerned specifically with the present and potential
role oi into! ma t ion-proce ssing task analysis in instructional design.

INFORMATIONPROCESSING ANALYSES
FOR INSTRUCTIONAL PURPOSES

A major branch of cognitive psychology today carries the label "information
processing." As is often the case with an emerging branch of study, it is easier to
point to examples of information-processing research than to give a complete or
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ctmsensual detinition of it. Nevertheless, psycholoi,ts working in this area tend
to share certain assumptions as well as certain research strategies.

Information-processing studies attempt to aecou it for performance on cogni-
tive tasks in terms of actions (internal or external) that take place in a temporal-
ly ordered flow. A distinction is generally drawn between data, or information,
and operations on data. or promes. thus, the concern of information- process-
nag psy cnolOgy is with how humans act tilion (process) data (information).
Frequently but not universally information-processing models for cognitive
disks are t. pressed as-"pro-gra-m-ss-'-for. performance_of.particular tasls. These are

,often formalized as computer programs whose theoretical validity is judged by.
their ability to simulate actual human performance. .

Most information-processing theones and models find it usefuLty--e.h_______aract
the human mind in terms of the way information is stored, accessed, and
operated upon. Distinctions are made among different kinds or ."levels" of
memory, While the details and the labels vary. most theories distinguish between
a sensory intake register of sonic kind through which information from the
environment enter, the system, a working memory (sometimes called short-term
of intermediate-tct in memory I in which the actual processing work goes on, and

lom!-term (semantic) tummy in which everything one knows is stored,
probably permanently . Within this general structure, working memory is pivotal.
It is only by being processed m working memory that material from the external
environment can enter the individual's long-term store of knowledge, and only
by entering workim memory can information from the long-term store be
accessed and used in the course of thinking. Processing in working memory is
usually assumed to he serial one action at a time. Further, working memory is
considered to have a limited number of -slots- that can be filled, so that it is
only ny rehearsing or by "chunking- material into larger units (so that a body of
interrcbted information takes up a single slot) that loss of information from
working memory can be avoided.

Inhumation-processing analyses of instructional tasks share these general
r.sumptions as well as a hody of researcl methods that have been developed for
testing the validity of models of cognitive performance. Information-processing
analyses are clearly distinguished from behaviorist ones (Thornlike anti gape in
the present case) by their explicit attempts to describe internal processing. They
differ from, the cognitivist Gestalt and Piagetian positions in their attempts to
describe the actual How of perfornmee to translate "restructuring" or "logical
operationi- into temporally organized sequences of actions.

In characterising information-processing analyses of complex tasks, it is useful
to distinguish betWeen 'annual and empirical analyses. Rational analyses are
descriptions of "idealized" pertormances that is, performances that succeed in
responding to task demands, often in highly efficient ways, but not necessarily

k the ways in which. humans actually perform the tasks. Work in artificial intelli-
gence can he considered a form of rational task analysis which is today being

72



i TASK ANALYSIS IN INSTRUCTION 65

applied to increasingly complex kinds of tasks. So can sonic much, less ambitious
analyses of simple (asks, some of which are discussed below. Empirical task
analyses are based on interpretation of the data (errors, latencies, self-reports,
.eye or hand movements. etc.) foul human performance of a task; the aim of
such analyses is to develop a description (model) of processes that would
account for those data. In practice, rational and empirical analyses are rarely
sharply separated. Rational analyses, for example, may provide the starting point
for empirical data collection, leading to an iterative process in which successively
closet matches to human performance models are made. Nevertheless, the
distinction is a useful one in ciViisiderikt tlie`'kirtrls-ritirinvestmerrt-irrinformation-
procesinganalysis that will be most valuable for instruction.

In the remainder of this chapter, I consider information- processing analyses of
several of these kinds. I describe first some of our work in rational process
analysis, wink that was explicitly concerned with instructional design recPre-
ments. Next, I describe some empirical analyses' of the same kinds of relatively
simple tasks, and consider the relationship between rational and empirical
tinalysis for instiuc tional purposes. In a final section, 1 consider the problem of
more complex tasks problem solving, reasoning, tasks that we use as measures
of "intelligence and aptitude and what the role of formal simulations and
empirically studied information process models might he for instruction in such
domains,

Rational Task Analysis fur Curriculum Design

Rational task analysis can lie defined as an attempt to specify processes or
procedures that would be usin highly efficient performance of' some task. The
result is a detailed description of an "idealized" performance- one that solves
the problem in minimal moves, does little "backtracking," makes few or no
errors. Typically a rational task analysis is derived from the structure of the
sulnect matter. and makes. few explicit assumptions about the limitations of
Inunan inemor iapacitv or perceptual encoding processes. In many cases
mtormal r itional task nuialv sis of this kind can serve as a way of prescribing what
to teach i.e., teach children to perforM the processes laid, out in the analyses),
and instructik,nal effectiveness serves as a partial validation of the analysis.

In ,)riler .to t tiii y the flavor and mtent or rational process analysis as applied
to instruction, I will 'describe in sonic detail part of our own early work on
simple arithmetic tasks. [Ins work grew initially out of an attempt to apply
learning hieforcly theory to the problem of designing a preschool and kinder -
garien mathluatics curriculum. We found it necessary, in order to secure
agreement among out stall tin the wobble ordering of tasks, to introduce a
method in which the processes hypothesized to be involved in a particular task
performance were explicitly laid out (see Resnick,. Wang, & Kaplan, 1973);
Figures 4 and show examples of the analyses that resulted.. The top box in



66 LAUREN f3 I1F.c.;NICK
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order beginning at an
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_FIG, 4 Analysis rit Objective 1-2.C, "Given a fixed ordered set of objects, the chi d can
..count the ',hick:is " (From "Task analysis in curriculum design.- A hierarchically sequenced
Introductory mathematics corns Mum" t, it. Resnick. M. C. Wang, & 1 Kaplan, Journal
of 1[74,01 Behavior -tnalvsis, l'17.+, 6, 679 ( JJp! riat 197.1 by the Society for the
Experimental Analysis of Behavior. Reprinted by permission.)

each figure shows the task being analyzed, the entry above the line dese'ribing
the presented .tiniultis and the entry below the line the expected response. The
second row in each figure shows a hypothesized sequence of behaviors engaged
in as the presented task is performed. Arrows indicate a temporally organized
procedure or routine. The lower portions of the charts identify capabilities that
are thought to he either necessary to performance (i.e., prerequisite to) or
helpful in learning (i.e., propadeutic to) the main task. The identified prerequi-
site and propadeutic tasks were used to build hierarchies of objectives that
formed the basis of a curriculum.

7
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la
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Count not subset
of stated sir

Ile.

1 Numeral stated

-Store numeral

Ith 1
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they are counted.

I Ilc
When stored numeral
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Stop counting.
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See further
analysts In

I 1 2. B.

II lb

Numeral stated

.Rememher numeral
while counting.

FIG. 5 Analysis of Objective 1-2:L. "Given a numeral stated and a set of objects, the child
can count out a subset of stated size." (From "Task analysis in curriculum design:
hierarchically sequenced introductory mathematics curriculum" by. L. B. Resnick, M. C.
Wang, & Kaplan, Journal of Applied Behavior Analysis, 1973, 6, 679-710. Copyright
1973 by the tio,:iety for the Experimental Analysis of Behavior. Reprinted by permission.)

At the outset, the process analyses functioned for us as aids in developing
prescriptions for instruction. We carried out the kind of research that seemed
most directly relevant to that prescriptive function. That is, we looked at the
extent to which the analyses generated valid task sequences, sequences which
aided learning, tit the most complex tasks in the set. Two research strategies were
involved. First, we conducted scaling studies. In these studies, tests on a number
of tasks were given to a sample of the children prior to instruction, and the
results were evaluated for the extent to which the tests formed a Guttman scale
in accord with the predicted prerequisite relations (e.g., Wang, 1973; Wang,
Resnick, & Bower, 1 1171). A good approximation to a Guttman scale implied
strong prerequisite relations among the tasks relations that .specified optimal
teaching orders. A second set of studies (Caruso & Resnick, 1971; Resnick,

& Kresh, 1971) involved more direct assessment of transfer relations
among small sets of tasks. Tasks in a small hierarchy were taught in simple-to-
compliSx and complex-to-simple orders, We then looked at transfer effects on
trials to criterion and related measures. These studies showed that teaching in
hierarchical sequence was the best way of assuring that most or all of the

1 5
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chilt:ren in a group learned all the d,hrectives. tor the minority who were capable
of karning fh moie ounplex oluectives without intervening instruction, how-
es. r, ",kipping" preiequisites was a Lister was to learn. What these children
appar,nitis did was acquire the preiequisites in the course of learning the
more complex tasks. Au important instructional question raised by these results
is whether Vie car tuatch itiqtueltoual strategies to individuals' relative ability to
learn on their own that is, without going through direct instruction in all of the
steps ot a hierarchy. Behlr e. we are likely to answer that question well, however,
we will Prohably need more systematic theories than we now have available of
hddw lt:malinV,IeCtIrS With I11111111131 Ihstructioil (Cr l'te1rliek Glaser, in press).

The kind of task :mak sis used irl these studies served to describe performance
in temporally orgatti/Cd sequences and to identify general infOrmationprocessing
abilities. such as perceptual processing (e.g., Fin. 4, Illc and IVO, memory (e.g.,

It Iii and I ld f, and temporal synchrony (e.g., Fig. 4, Illa), that are called On in
(ieiloinmw complex task. As formal information- processing models,
howev,...r, the -anal, ses were incomplete because they did not specify every step
for ex ;mph.% ,r,,p lriles were not typically specified where recursive loops

occurred) nor did they explicitly deal with overall control mechanisms or total
memory lead In addition, they were not empirically verified as process analyses.
Although mans observations or performance were made, there was no attempt
to march predicted or "ideal" performance against actual performances. The
hierarchy tests confirmed the validity of the task sequencing decisions made on .
the basis if the analyses. hut ties did not necessarily confirm the d6'tails of the
masses_ Per forrnam;e strategies different front those in our analyses might have
prodri,ced .sequences of acquisition or transfer effects. Thus, while the
sealing and tranfer ..audie: met instructional needs quite well, they did not
,,:onstitute validations of the models' details. For this purpose, the strategies of
empirical task sis are needed.

Ernpiric,0 Andly.sos of Specific Tasks

"'Lit :mai! ,cs sttf.est about teaching specific task? An obvious
possibLins that we might use process models of competent performance as
direct spe,:ifkations for what to teach. Such models of skilled performance are
poh.mially powortof tiol,,,.evor, these alone do not take into account the capabil-
ity, of lirrer :F4 be or she enters the instructional situation. I want to
describe some experiments we have dnlle that suggest a Mine indirect relation,
slop 1..tyye..n what is taught and how skilled-performance proceeds. The experi-
ments suggest that what we track children and how they perform a relatively
short time ,itta unaruction ;11. nor identical but neither are they unrelated.
Hies. suggest that 'children seek simplify. 'rig procedures that lead them to
coir,truct, or "invent," more efficient routine., that might he quite difficult to
teach directly.

7
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Subtraction In one study (Woods, Resnick, & Green, 1975) we examined
simple subtraction processes (e.g., 5 4 = ?) in second- and fourth-graders. The
method was borrowed from Gwen and others' work on simple addition pro-
cesses (Gruen & Parkman, 1972) and open-sentence equations ( Green & Poll,
1973). That is, sse gave children a set of subtraction problems to perform and
collected response latencies. Five possible models Tor performing subtraction
problems (of the form m n = ? ; with 0 < to ts,-, 9, 0 n < 9) were hypothesized,
and predicted response latencies for each problem for each performance model
were worked out based on the number of steps that would he required according
to the model. Regression analysis was then used to fit, observed to predicted
latency functions anti thus select the model an individual child was using.

Of five models tested, two accounted for the performance of all but a few
subjects:

Decrement* model. Set a counter to in, decrease it n times, then "read"
counter For this model, latencies should rise as a function of the value an, and
the slope of the regression line .should reflect the speed of each decrementing
operation. This it: c lion Is shown in Fig. 6,
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FIG. 6 Plot of reaction times for second-4raders solving subtraction problems of the form

n Decrementing Model. Numbers beside solid dots denote actual problems (e.g.,
54. 65 signifies that problems 5 .4 and 6 5 both had a mean success latency specified by
the ). Underlined- problems were omitted in the regression analysis. (From "An experi-
mental test of live process models for subtraction" by S. S. Woods, L. 13. Resnick, & G. J.
Gruen, Journal of Educational Psychology, 1975, 67( 1), 17.-21. Copyright 1975 by the
American Psychological Association. Reprinted by permission.)
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0:0ic model. Depending on which ha, fewer .steps, perform either the
decrementing routine (prevituisly described) or another in which a counter is set
hr n and is then incremented until the counter reading matches in. The number
of mcrements 1, then -lead- a', the answer, Fur this model, it is necessary to
assume a prot.:',!V, of Choosing Vrbether lu -111CICIIICIlt up" or -decrementdown."
We assume that the choice process takes the ,dilly amount of time regardless of
the values of ni and n, On this assumption, latencies should rise as a function of
whichever is smaller, n or on n This function is shown in Fig. 7.

Individual data were anal> led dust and a best-fit Model selected for each child.
then hilthr ss weie acecudine, to the model they fit, and the pooled
data were analy led. All tourth-graders and most second-graders were best
tit by the choice model. It seems unlikely that during their arithmetic training
the Addr,.11 had been directly taught the choice model for solving subtraction
prbkn procedure involved would be difficult to communicate verbally to

.ind 7 and might confuse rather than enlighten children at the point
,bt their first exposure to subtr.xtion. Most probably, the children had been
taught mit Li% t, owaruct the m set (increment the counter in times), count
out I he // // and then count ( "read out") the remainder.
1111, ;11..,orithin I, close to the one described as the deerementing model. The

4,

F It, 1 l'Ioa r al ton-. tor ond ,r (der. sohrobr subtra( non problems: ('Imice
Nlorlel 111N (rr. rrr 'ii the 111).r rr ind Inn q [tom etperimental tert (r1
tbo( prooa.. 1.)r Nufatr clion 1w 1/4" 11 or)(1., 1.. 11 14asnick. 4. (r..1. Groen. ./ournal

hbt a rh 197 671 1 t. 1 7 21 1' .tp n ht 197s by the ;Nmericati Psycho-
Iraicat 1 ria(1..n. 1t printer! 1)(r permiyart.)
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decrement log model is in fact derivable from the algorithm we assume is
typically taught, by simply dropping, the steps of constructing the in set and
actually counting the remainder. Thus,- it seems reasonable that a child would
develop the decrementing model quite quickly. The choice model, however,

cannot be derived from the teaching algorithm in so direct a way. Instead, an
invention (The possibility Of counting up from n) must be made. This invention

is probably based on observation of the relations between numbers in addition
and subtraction over a large number of instances. Yet the invention appears to
have been made as early as the ensi of second grade by most of the children.

Addition In another study, Guy Gwen and I have been looking more
directly at the relation between the algorithm taught and later performance. In
the subtraction study we could only guess at what children had been taught,
based on our general knowledge of elementary school practice. In the additie
study, we controlled the teaching by doing it ourselves. We taught 4-year-olds to
solve single-digit problems of the form in + n = ? (where in and it ranged from

to 5) by using the following algorithm: (a) count out in blocks; (b) count out n
blocks; (c) combine the subsets; and (d) count the combined set. We then
kept the children coming hack for about two practice sessions a week for Many

weeks. As soon as each child was performing the addition prOcesS smoothly

using block's, we took the blocks away and asked the children to give their
au:Swers..on a .device that allowed us to collect latency data. The children's
typical response when blocks were removed was to begin counting out sets on
(heir finger;.i: Eventually, however, most shifted to internal processing.

Earlier work by Suppe.; and Groen (1967) had shown that by the end of the
first grade. .most children added using a choice-type model in which they set a
counter to m or n, whichever was larger, and then incremented by the smaller of
the two numbers. This is known as the min thiinimum) i-odel [because the
latencies fit min (in, n)] . A few children used a model of incrementing m times,

then incrementing n more times, and then reading the counter. We call this the

sun/ model [latencies fit + M].. The sum model can he derived from the
procedure we taught by simply, dropping steps () and (d) of our algorithm, and

it requires no choice. The min model., however, requires an invention based on
the recognition that sums are the same regardless of the order in which numbers

are added, and that it is taster to increment by the smaller quantity.

. For live of the six children whose data have been analyzed thus far, it is clear

that by the final two test sessions the min model gave significant and "best" fit.
In general, the trend over blocks of trials was for subjects to be fit. well by the

min model as soon as they stopped counting overtly on most of the trials. It is as

if these children discovered commutativity as soon as they were confident
enough to stop counting on their fingers!

In the studies just reported children are taught a 'Maine which is derived from
the subject matter. Alter some practice but no additional direct instruction--
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the8, perform a different routine, one that is lime efficient. 'The efficiency is a
result of lesser steps (not, iipparently, faster performance of component opera-
tions), which in turn requires a choice or decision on the part of the child. A
trio thy aT4oritlinne routine, in other words, is converted into another routine

which turns out to solve the presented [nobler!) more et liciently.
A similar findinii has hi.en reported by Wallace ( l972) in a study of informa-

tion-processing models of class inclusion. After having received training in the
procc-ises revealed by an nit analysis, subjects were presented
a is pk:d class inclusion task in which they were asked to tell, for example,
"Which is inure, the red ones or the trr,ingles'?" They had been taught to pass
through the olueo arias twice, each time quantifying the objects on one of the
different value dimensions named and then comparing them to determine which
was more. At the posttest administered immediately after training, it was found
that aim of the children were able to perform the task more efficiently by
quautitving on the lira pass only objects having only one of the dimensions
nanit by the ,,ApernnenteL I'm example. Wallace presented a subject with eight
triangles, sev,n Ott which were red and.one green. Asked "Which is more, the red
ones 6r the ,toe siihiect .rusvvered, "There's one green triangle and
that inake,i it mote trialOes (Wallace, 1072., pp. I5 -16l, Since in the class
Iticlllyltn task the set havimi only one of (lie named dimensions is usually the
minor subset, tin,: procedure (Wieldy yields the answer. It seems likely that a
phenomenon of this kind, that is, the transformation of algorithms by the
learner, is-more ,..;,.tro.al than we have thought up to now. At least some process

that appear difficult to interpret when averaged over time may show
imeipt,tahle CAI later phases of performance are exam-
ift.,1,,eparatch.

Task Structur.% Skiilpd Performance, and Teaching Routines

VAit ,ift, the tntp)ht itu its 14' 101(Itn;.! of this kind for instruction'? (hthe face of'.
It, would !hat ,,whi to :lhandon the algorithmic routines suggested.

ar.f,..inalv'as in favor directly teaching the more environmentally.
,responsive pro,2sses that appear to characterite even, semiskilled performance,

We ouglit, 'other words, to conclude that the initial rational analyses arc
tiOr match skilled performance, and that they should

ilictehq rot he ,,,ed in Instruction. Radir,A'T should perform detailed empiri-
cal of skilled perforrinano ,uf all of the Tasks that a curriculum
compri,e... :mil teach direkily tin' routines uncovered in Oft; course of such

,Ii
5liP11 .1 l....010ti 11... 1 hi."... "/I'l MI.,141\ OIL It rests on the assumption

that ettic:.'n! iiistrmtion is ir,.art/i- direct -instruction in skdlod performance-
,,traten .s rail; i than instruction in routines that put learners in A good position

11'7'.,.`111 fik.'1,1t t -tlictuolvos. That is what the children.
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did in the studies just reported. They learned a routine but then invented a more
efficient performance for themselves. It seems reasonable to supposealthough
empirical tests comparing different instructional strategies are needed to draw a
strong conclusion that the teaching routines in these studies were good ones,
because they taught the specific skills in a way that called upon. children's
discovery and invention abilities

To put the case in its most general form, it. would seem useful to think in
terms of a "triangulation" between the structure of a task as &fined by the
subject matter, the perprmance of skilled indiViduals on a task, and a teaching
or acquisition routine that helps novices learn the task. There are three terms in

this conceptualization: all three must stand in strong relation to each 'of the
othersthus the image of triangulation. This relationship is schematized in Fig.8.
Most empirical information- processing analyses have been concerned with the
relationship between the elements defining the base of the triangle that is, with
the. relationship between the structure of the subject matter, or "task environ-
ment" (A), and performance (C). Thus, most information-processing task anal-
yses ire state theories. describing performance. rib a given kind of task at a given
point in learning or development, but not attempting to account for acquisition
of the performance. The rational process analyses that we have developed in the
course of our instructional work have been concerned primarily with the
structure of the task (A) and an idealized routine that represents the subject
matter well -and thus prescribes a good ,teaching routine (B). Our validation
studies have in effect been tests attie extent to which the teaching routines and
sequences derived through these analyses succeeded in conveying the subject

FIG. 8 Relati.tvs between teaching routines, performance routines, and structure of subject
matter.

8 1
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matter to learners. The discussion in the past several pages has been concerned
with the relationships he t ween teaching routines (B) and performance routines (C).
Gaming understanding of the "-transformation" proceSses that link these two
routines is neceSsaly step in completing the ti iangulation that puts information -.
prOcessing models into clear relationship with instructional design.

According to' th6 "triangulation notion, there are three criteria to he met in
choosing a leaching routine:

I. It must adequately display the underling structure of the subject matter.
2. It must be.easv to demonstrate or teach.
3. it must he capable of transformation into an efficient performance routine.

'I he teaching routine. then. is designed to help facilitate acquisitiOn. It provides
Lie connecting link between the .structure of the subject matter and skilled
pertounance which is often so elliptical as to obscure rather than reveal the
haw structure of the task..

I caching routines, in other words, are constructed specifically to aid acquisi-
tion. The di..sieu of teaching routines niav require considerable artistry, and not
all routines will be successful in meeting the criteria just laid out.oLet us consider
some examples. To begin with our own work, the;addition routine Gwen and I
taught is an instantiation of the "union of sets definition of addition, Thus, it
is a mathematic:ilk "correct procedure, and represents the subject- matter

.structure clearly. The tontine is also easy to demonstrate and to. learn. Our
4 -year -old subjects (who knew 'only how to count objects when they began the
experiment ) were performing addition virtually perfectly, using the blocks, after
about a half hour of. practice. The routine we taught is awkward and slow to
perform, however. None of us would like to have to use it in our daily activities,
and neither, apparently, did the 4-'ear-olds. Nevertheless, the data show that the
routine is transformable by a series of steps we can imagine but cannot for the
moment document empirically to the more efficient performance routine of
the nun model. Further, this performance routine exemplifies another aspect of
the subject matter structure, conumitativity. Thus, the proposed triangulation is
compl,:tcd. A teaching routine derived by rational. process analysis of the
subject-matter structure is transformed to a performance routine that reflects an
even more sophisticated definition of the _subject matter.

1 he case is similar for tl.e subtraction study. The routine that we presume was
taught instantiated a partitioning-of-sets ilefinition of subtra6tioi The perfor-
mance routine derived by the children -isliot only more efficient: it also reflects
a tuore sophisticated aspect of the subject-matter structure, namely the comple-
mentary relationship between addition and subtraction operations..

Not all teaching routines meet the criteria. enumerated above. Some are
awkward to teach; such would be the case, for example, were one to undertake
to teach 4-year-olds the min modct for addition. Others fail to display -the
subject-matter structure in a way that is transparent to children. This is true; I'm
example, in the case of traditional algorithmic methods of teaching carrying and
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h r: v aunt, lone, and *lie unit wide. ii ir, OA 1 ho mall cube is/ X
1. 1.s --hi ii at the right ut the figure (1)). children can arrange these three

whfcli will have e.ikial %tools i v + 1) + 1 ), + 2)
.7) and vlikli 4.:an also he expressed quadratn:,, + 2.14: + I ): (x2

t + Ito AljulA tit;., children to inampuhie the blo,.ks may he excellent for
displaying and proinotnie insight into the structure of the sublect matter, but

app%ir., to he no wav to transform the square-airangement routine to a
p:,iLedine used without the blocks.
other teacluin!, routines in curly inathernatt = do meet the transform-

oitcrion while still r 'Newman!. this mathematical structure. 1.or example.
inea,,Areitwm ,au he !audit as a process ,ii dividnw into equal units. Wertheimer

did this when division of a tigure into.squates a-, means of finding
Bodrison t 1960), iii a less widely known experiment. induced a general -

1 e,1 slioNving children how to count the number of 30...m1
Ihdr p,,m,q1 into beakers of different sites. and demonstrating the

pi )1.;.,,,q,01,)11 k f)otinug equal quantities of liquid into containers of
dItt,lent ..hap'.,, I principle of measirk.uent, exemplified in the
11,111141 procedure 'aught. produced conseivation responses in tests

mass, ICtlottll, continuous ankl discontinuous area, and quantay that
lasted tor at least months. Sinularlk: the number base system (including
iailvtiny and borrowing) k:,111. be taught using blocks in sires of one, ten, and
ori,-fiutidted, placed in units, tens and hundreds columns as in Fig. .10 (cf.
1)1 low). 19(i'.1). With these blo-cks. carrying can he represented by trading

hArwm.,7 Ai/J1 more than nine) blocks in a column for a larger block
placed iii the column. Such an exchange would he necessary for the

;,,,,r!rn 1,,p1,1% n, I !,2, before the block display could he notated. A reverse
:11, be used to represent subtraction. hi each of these cases,

as tht oliv-acal lepre'.oritation is dropped, a performance routine can he eon-
ruk:ted which initially performs "as it the representation were present and

tli 11 eradually heconws more abstracted ft, 4111 it 1- his is the kind of transforma-
r!.,n 11,11,..ve occur,.. 1 in additil in teaching exporiment.

that I would 111,, to draw from these observations is
tf.0 pc,,ple even quite yqiiit!, children use environmental feedback to

pertkormaiice routines. they do riot accert the routines are shown
,is starting points. they invent oven when we teach them

I )he ilrlpil. ,ii n of this line it thinking 11 that the traditional hue
hf..iw.en.if,.!oritLiiin- and inventn., teaching disappears. We are not faced So
I11,1j1 between by and teaching by discovery, as with
.1 pi,,1,1-ni rile.; that will enhance the probability of dis-
.,y-r. Mat ,orn..how aniplitn.ation or combination with other
NIL-, 1111> &AV-. ,IttelltIoll to the extent to which we

normal instrinin 'nal practices. this kind of invention
and !earners. Our intruction is rarely r.omplete,.ind rather than

81
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:akirr._ point ptintaple, nit underlie
what i'ittt'jt t.11151.' thin 01','J;11:t iin and also expect

an,1.1kar,:-2 praRapl,,, !or Hu, suggests that
ditterent.'s In learning ability often expressed as intelligence or aptitude may

1),,% thtl,nerw, in Ili,' or individuals require in making the
ne onianienhg that pr,thice sklilcril performance. Some

indlYiduals will seek and taxi order in the ino-d disortlered presentations, most
1,) the presClitati,v1IN , the teaching routines) are good representa-

ft al,. nits strti,:tures, still others may need explicit help in finding
strat.cTJie. tor pert linance

-An akiiJig and Teat:I-um] GNPrabled "Le,irning to Learn"
Atpi,t,

It Hpl,' tppar,-,,1., ,/cv,rit ...wit within the contine's, of al...s.orithmic instruction,
\, Yct tlwle ,s, 1,. Iii.,t. ,aic,yested, individual, differ substantially In how good they
Iii' at the,. 1,;,,,rion.-, Ilni, one appropriate concern for instruction is the
p,,,,didity ,it 1.,:i,liiii,, ,,moral stiah..gies for invention and discovery strategies
ill it will help learrwrs to be less dependent on the instructor's elegance in
pH,,,,:iitu:,. p.ulitadm 1.1.k.', An Irate .t in teaching such general "learning to
1,.'aiT," abilop:s. as r!',,,y ire , tren called, has seen widely expressed by educatorse

..,T!,, p.,,,,,,,,,,,,k,,... It,,,. i, ..,Lit.,.., aye been reported, and there is little
,..:,!rit[:1;.- basis at the present tune tor ucli instruction. As in the instruction of
,w,, ah,,... ,,I00,,, OH, tilt ,,rep in teaching general learning abilities is developing
a pv,.11,1,,,,u,.,11 des.riptin a task analysis of the competence sought, Such
if' -il% se': -t ,rilY no,Y, buginning to be,..oine available.

\ y,,V.M.' ntiln1,`i H ',NI, IIII,It! In-pro,:essitn! analyses of problem solving tasks
',,.tri,ti, k ilk! . lit ,yid,! ,1 potential basis tor instruction. However, it is by no
,17}..,,,i,l;..n t. ,,A, Igo iiit :111-(1101- tOStIliV :.,1d experimentation, that analysis or

:,.ill,'d p'l t-,nhari:e ,)ti k:,unpl,..x prIbletm, ...MI he (1110dly translated into instate-.
,,,,,,1 1r r,,i,,,,,rt,,,n., Ot 1.-.f ,1 Ow, pw,sibliltv ha'; been carried tun recently by

11t-tna , 1 d,i.'m c, I 1')I'l. In In ^`H,,rt to determine the instruct:01110v of zi

..7.-,,:rabit'd pat t.:2rn 1,..4t....:tio11 -.kill. ltolrinan looked at an analysis of behavior on
,,,r1, :,,mpl,,,ii,,i, ,,i,t.., that had hen carried ()tit earlier by Kotovsky and Simon

( i ) '.;1 I lie ls,,,io'.-., and Simon analysis identified three principal subroutines
, ,i di,. ,,,-pa,, il,, p.iit-rn in letir seri,.... e,impletion tas.L. .itnilat to those used

i,- ITi,,Ili,:en,... tcsts I 11,,. ,e wore tat detecting the "period" of the
pi!, r71 th,e 1., rn,. rlioatln..- lirat, of a certain number of letters, such as three
iii 'Ii pirt,,,,, .0,n,,, ,Ini,,tni . . .ra four in the pattern detgetghfg .. , ., (h)
,I,t, tn:TIlr-' !IL Ill'i,' it it .,..!,,! 0,...11, h -.vmhol in the period'. and (c) testing the .
elt!im.,1 lid... ,,, ,,,,, n it bold,. h,,, d1 111,, let h.rs that Ii.1,. been presented. These
.uhr affin:-. In Nu!: 1.4,.!re shown to it' dependent upon recorniiing three basic
rol.tri,,n, het .,,,,i; 1:-ms in the series presented. Ocirtity (t.:., t to (12. next in the

8 3
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alphabet (e.g., I to gi; or backward next (e.g., h to g). These three relations
exhaust those that were used m the Thurstone (Thurstone & Thurstone. 1941)
letter series Li impletiim task which the Kotovsky and Simon study used as a
basis, although a much more extended and complex list of relations could be
used in generating series complet;on problems.

Based on the Kutiivsky and Simon analysis, lloliman taught children from
first through sixth grade the strageties for recogni/ing, the three basic relations
and for finding periods. Instruction in finding periods was done in such a way .as
to prevent extrapolation to other subroutines. Children trained in these relations
and periodicity subroutines improved significantly on the letter series comple-
tion task trout pie- to posttest. They also improved significantly more than
control children who simply took the pre- and posttest and did riot practice the
series completion task. Comparisons of particular types of errors for the training
and control groups showed that the trained children improved significantly more
than the controls on the more difficult relations (e.g next as opposed to
identity) and on the generally more difficult problems. Control children showed
a practice effect,due to experience with the test itself, which was limited largely
to improvement on the most easily detectable relation (i.e., identity). This study

suggests that as information-processing analyses succeed in identifying the
processes underlying problem solution, these processes at least some of
them- can he directly taught, and that individuals will then able to apply
them to solving relatively large classes of problems.

What possibilities exist for analyses of problem-solving abilities that are even
more general than those Holtman found, and what might these yield as a basis
for instruction that would be truly generative of learning-to-learn abilities?
Robert Glaser and I have considered this question in another volume (Resnick &
Glaser, in press) in which we described several studies of invention behavior in
mathematics and related tasks. We argued that the processes involved in problem
solving of certain kinds were probably the same ones involved in learning in the

absence of direct or complete instruction, and that instruction in those processes
might constitute a means of increasing an individual's intelligence.

A model of problem solving was developed in which three interacting phases

were itlentified: (1) problem detection. in which the inapplicability of "usual
routines is noted and a problem or goal formulated: (2) feature detection, in
which the thk environment ( the external situation, which includes.both physical
and social features) is ..canned for cues to appropriate responses: and (3) goal

analysis, in which goals are successively reformulated, partly on the basis of
external task cues, in order to yield soluble subgoals that contribute eventually

to solution a of the task as presented. A study by Schadler and Pellegrino (1974)
has shown that winningg the sullen to verhaliie the goals of the problem and

his or her strategies for solving it before making overt moves toward solution
greatly enhances the likelihood of invention. Along similar lines, it seems likely
teat ways can he tound to mike individuals more conscious of the role of

87



Hi) t; Mr n

.1!si ^,calming
/1%d his instn.ret:ion enhance the likelihood of their noticingcues
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Adaptive Instructional Systems:
Some Attempts to Optimize
the Learning Process

Richard C. Atkinson'

Stai ford (Inners., ty

INTRODUCTION

One u.innot heir) but question.the ,igniticanc o1 psychology's contribution to
the development of effective instructional procedures. On the one hand, psy-
chology has been very influential in the held of education. In the last 25 years
almost even,- major innovation in education programmed textbooks, behavioral
objectives, ungraded so:yols, individually prescribed instruction, computer man-
aged and assisted instruction, token economies, and tailored testing to name a
few can be traced to psychology. In many cases these innovations have not
been due to psv chologists primarily identified with education, but rather to
laboratory scientists whose research has suggested new approaches to instruc-
tion. Psvcliology can be proud 14 that record of accomplishment. But upon
closer examination. it is evident that these accomplishments are not as closely
linked to psv etiological research as man might believe. Psychology has sug-
ge.,ted new approadic., to education, but these, suggestions have not led to
sustained research pn yrams that have the promise of producing a truly effective
theory it instruction. Rather. psv etiology seems to provide the stimulus for

'innovation, but innovation that has not in turn led to a deeper understanding of
th, fear tittl!..'

WV. ¶ra pA:211,1,V,t n, had a more substantial impact? There are several
reasons .1' he brightest and ahles. young psycholOgists-,usually are not attracted
to educational It.-search, and the research that has been done tends to he
piecemeal, nit pursffine. pr,IiIerip, in teal depth. This picture may change in the
near tutor' due to the numlict ot toh, hn new Ph.D.s and to society's

3,111),1,1 13 r.,:rc !lt ICtit t: otIllE1.1t1011, WaIlltlgron. 1),C,
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men...Ian:2 emphasis applied I he in serious ploblem, however, is
that p know a great about the acquisition id individdal facts and

.. .110,11! :}1:.e 4.:,',114b1114! form a meaningful mental
NtrucPw... 1-Itective meth.ids tor acipluing -.kills and facts are important, but the
!tutor pr.ihteni is the ileveli.,pment of kloo.cledge stiifttilres that :ire more than
Me sum ulhvadual la, r In older to deal et tot. lively with ediicational
pkoblems, we need theories that toll US lb We knowledge is represented in
it . how informatbm I. retrieved Irorll that knowledge structure. how new
information is added to the skicture, and how the system can expand that
knovvr'd2e structure ht sell-generative processes, the development -of such
theories is under wav, :tin! increasingly work in cognitive psychology is moving
in that direction. he contributions !II' Anderson and Bower (1971), Newell and
Simon Rumelhart, Lindsay, and Norman (1972), and Schank (1972) are
examples of sub efforts to develop comprehensive theories of cognition,
and ii I, alwadv ident that this work will have implications for education.
Sifth Ilicorie, will not simply. add another wrinkle to educational research, but

lav the niundat ions for research encompassing, a larger set of educationally
snunticant pioblein. than ha', been considered in the past.

14.1 this paper I want to review the ongoing work' in my laboratory that has
unplik:ations tor, nistinction. S, iris' of that work represents attempts to deal with
the issue of +'mpleti kiisledee stmcitircs. whereas some is more restrictive',
dealing, with the acquisition of specific skills and facts. All of the work involves
computer-based programs of instru,,tion used on a daily basis in schools and
colleges. T hese programs can best he described aslalaptire instructional systems.
By that term I moan two things. ( ) the sequence of instructional actions taken
hv the program a tiinction of a given student's Performance history, and
I') the propain organi/cd to modify itself automatically as more students
cAimplete Oa! c,uuse and their response records identify detects in instructional.
strategies.

Our work adaptive instructional systems- has three loci One is the d.welop-
mem of a corns,. lit c,mputei pr,Tramn mi! lor tumor college and college
Audents. the ,eoind is .1 .ourse lot Icachme reailtiw, in the first three grades of
,,lernentary schools: ,old the third is a foreign-language v,icabulary program being
used it the i...fle4e I will review research on each of these projects.

INSTRUCTION IN COMPUTER PROGRAMMING

et tor t 4.. teach computer programming involved the development of a
.11) curriculum to teach the AID (Algebraic

Inrupretive 1)11,gue.) progranunine finagu..', this course his been used exten-
tdvely iiV i...011,22Li, and 4:,POge!; iv. an Introduction to. computer program-
nun!, (Beard, 1 in ton: Searle. Atkinson, 1973). However. it is a linear. "frame-

0
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\I iv- uu ar,d I idly
Atter working .thriiiroir ILs1111 Sk,";.!InCrtt1

±.1.5 11, ploblern t solve in All). 1k
rini,t !hers pn,inam, tip a separate ,All) interpreter,
perform tlri.r,"ii.111,i 1,) 111,4 in'airietiorial program

with an .rrisyy..ii A', try studelit write', a ph'ivarti with All). the only siiirrees ot
assistairo.i are the err, If pi, ivTkled k the niinuistructoinal interpreter.

the All) ,ourse, especially tor research purposes is its

IndrYidual students' knowledge of specific skills,
and its studciiii; ',kill', to the curriculum as anything more than

raft, t prohlonis attempted. I he program cannot make
tine driuiri,lions betweet, students strengths and \vcaktiesses, and cannot
present in.,,trt,t1,1.11 material specifically appropriate to that student beyond

,1 1,'NY 114N Iti order to ' p1 re the eilLicts of different
curriculum ti, iittat,'"ue'T in more detail, we developed another introduc-
buy i,ii se. iit ti.iprosenting both its suhiect matter and
strident pert tiny t!t . Ilie inleMal representation or program -
nun' skrlls tlr. tr r.'1.10.-1Hlups to Ow curriculum is similar in some ways to

the "grii.irilive CAL programs developed by
and , 1970 ( llin, Ca: hi & Warnock, 1073)

The BASIC Iniurrictiof,di Program

An 1,,ittire ,1 ('Al pligrimi Is tit provide assistance as the
sttlelenl .unmpts 1,, ',lye .1 pi blent. I he program must contain a representation
of the matter !hat complo\ enough to allow the program to generate
appropriatc.ai.ia iiIce at any staec ,if the student's solution at tempt..fhe BASIC
I13.('g'itin -u SY inhohc IrKtructioli ('ode) instrucrional Program (I31P)
contams.a rk.Tre.ent.ttton of tilfH,rmatIott appropriate tet the teaching of com-
puter programming that allowslic pt 'rain hoth 10 Finnic help to the strident
and pelt,t111 1 'mulled. hit ,1,1,..Apite analysts the correctness of the

strn.h.rit. ,t, 1,) IfiVt...(1 pr

1, the :IA,J,Tht ,c,itAl at a RIP looks Yen, much like a typical
tillic,11,1rInt! ican. The BASIC interpreter. 'written especially
It . Lt:', -.0ch p..ienun late after the student ty pes it. aid notifies the

litrl: nor ,,1 111ttt the ,111tItt171 trier, ins or 11,1 program it is checked
for ;inn:lilt-11 ;11,,..;:.ilitp.:\...rii.ldurin2_ runtime e\ticution errors are indicated. A

stiirage I 1-irld ommands are avadahle.
14' ilium' ai oy,. ill ptinulfil! '.5`;tL'ill is the tutor. or instructional

program t IP) It the t!r. stinker!. RIP tralogue and motivates the
instruonirial 11:1L`;:kii.,TI In ;lkit.11.i;i01 tot Wit'Llilig and presenting programmuut

.problems 01," ',1T.P1kr!'. WI' IP identities the Ntudetirs problem areas, suggests
simpler civi.'s hints iir model soirup ins when noef.issarv, offers debug'
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girr.= aids. and iuppUes incidental instruction in the form of messages, interactive
lessons, o.r manual references.

At the core of 1311' Is an information network whose nodes are concepts, skills,
problems, subproblems. prerequisites. BASIC commatids,lemedial lessons, hints,
and manual references. The network is used to characterize both the logical
struoure of the ,:ourse and our estimate 01 the student's current state of
knowledge. more will be said about the network later. Figure I illustrates the
interactions of th, parts oldie 13IP program.

the oirricolum Is organi/ed as a set of programuun!t problems whose text
mclIplt.-; only the desk'!ription of the problem, not lengthy descriptions of
pr,,,aannme ;whim-es or explanations of s max. There is no fixed ordering of
the tasks:the lecispqr to move frith one task to another is made on the basis of
the whirr/ration about the tasks (skills involved, prerequisites, subtasks available)
,,iored netwoik

A ..fmkit proifresses throue,h the' curriculum by writing, and running, a
program that solves the problem presented oil the terminal. Virtually no limita-
tions are imposed on the amount t''it time the student spends, the number alines
Ile-' writs, the number eef eirors he is allowed to make, the number of times he
t.111111`., !ht.. IIi' task 111, which the student is working 'is
stored on a stack-like structure, so that he may work on another task, for
whatever reason. and return to the previous task automatically. The curriculum
structure can accommodate a wide variet of student aptitudes and skills, Most
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of the curricultunrelated options are designed with the less competent student
in mind. A more competent student may simply ignore the options, Thus, 13W

gives 'student, the opportunity to determine their own "challenge levels" by
making assistance available but not inevitable.

BIP offers the student considerable flexibility in making task-related decisions.
The student may ask for lunt's and subtasks to help solve the given problem, or
may ponder the problem, using only the manual for additional information. The
student may request a different task by name either completing the new task or
not, asie or she chooses. On the student's return to the original task, BIP tells
him or her the name of the again-current task, and prints the text of the task if
requested. The student may request the model solution for any task at any time,
but 131P will not print the model for the current task unless the student has
exhausted the available hints and sttbtasks. Taken together, the curriculum
options allow for a wide range.of student preferences and behaviors.

6:3

The Information Network of BIP

task selection, remedial assistance, and problem area determination require that

the program have a flexible information store interrelating tasks, hints, manual

references, etc. this store has been built using the associative language LEAP, a
SAIL (Stanford Artificial Intelligence Laboratory) sublanguage, in which set, list

and ordered triple .data structures are available (Feldman, Low, Swinehart, &
Taylor, 1972.; Swinhart & Sproul!. 1971; VanLehn, 1973). Figure 2 presents.,a

WA 'E A Pf4.-:,14AN1
NAMF r.,,F A

AE, f, vALHE

ri 4i p; AT

odPITE, A PPor,RAXA THAT
pF4A5 rs THE vALuE of
A vARIABLE

vAE,
1

IA LITERA,..1, 1

FIG 2 A segment of MP mt., rrnation network':
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sunplitie4 relationship in a tew prt)gramming concepts, specific observable.
skills that characterite the acquisition of the concepts. and programming prob-
loni, that n:quire th.. t th +se. skills. The netwril: is constructed using the

ltIV triple structure. and r, hest +.1t ,cribed in terms of the various types of
nodis.

1 ..\SKS All ,.irrk.ailiii» elements e\ist,..as task nodes in the network.
I lies arc linked to each odic/ as subtasks, prerequisite tasks,
iu. "must follow': tasks.

SKILLS The skill mules are interm4iaries between the concept nodes
and the task nodes 11'41.12.1. Skills are very specific, e.g.,
cincateriating string varlibles- or incrementing a counter
variable.- By evaluating on the individual skills, the
pi ogram estimates comptence levels in the concept areas. In
the network, skills are tielated to the tasks that require them
int! 1,,A the concepts thin embody them.

(T)NC1111S The principal concept'areas covered by 13IP are the following:
in tauive programs; variahles and literals; expressions; input
nil output, pregnant ontrol branclungLrepetition loops;

,!,buizrging: subiouttin's: iind arrays.
OPE R Al OR hash BASIC operation (PRINT, 1.IJ, .. . ) is a node in the

network. The operations are linked to the tasks in two ways:
either as elements that must he used in the solution of the
problem, or as those that must not he used in the solution.

1 /IN FS: 'Ili,. hunt nodes are bilked to the tasks for which they may be
hJpful. Lash trine a\iiew skill, concept or BASIC (perator is

/ introduced, there- is an extra hint that gives a suitable manual
reference.

. / TRW/RS

/ ( }earl, III ..0111,..' tasts. a 1110r:thin. I.1111441g skills or problems is implicit: more
trcqun.r[t*,, hown..v,_r, such a relationship cannot he assumed. By imposing only a

, v..r. 1.,so hierarch, h.4,., requiring that all students begin the course with the
..ain, problem). It is po:Abl to select ciumuluni and provide assistance on the
ki.i.,t a rinlynt', dInonstiatcd competence Icel on specific skills, rather than
on th,' hall. it a prod,..k.rmip,.ci, nonnidividualired. .sequence of problems.
Smilertn, who .kg nitre Loruper:ncn, in skills in some manner other than that
=1.itin,1 b ..,thi I motel- n,,,i),11,, the standard should benefit most from this
pol,.ntial tor mi.lividiulrratioli

Cpon ..oinpl:.tion tit :n task, nin,.. stunL'int is inivn_an a "post task interview in
which BIP pre,ent, ik: model solution ,torc.d tor that piohlem. The 'student is
n..nc:nurann.,.d r,, rn...iar I Ow ni4R1,..1 as lq11.-$)fiC if many possible solutions. 111.1) asks

thy stolen IA Iwtip,r ina or sli,. has ,,rived the problein, then asks (for each of the

All liseoverable wnLl structural, and eXecution errors exist:'
nodes in the lictwo,k, linked to the relevant help Ines-

,s.wes. manual retetenceianu remedial lessons.
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skillsasociated with the task) whether more practice i5 needed on that skill. In
addition to the information gained from this student self-analysis, BIP also stores
the result of a comparison between the student's program and the model
solution, based on the output of both programs when run on a set of test data.
The student's responses to the interview and the results of the program compari-
son are used in {unite RIP-generated curriculum decisions. RIP informs the
student that the -task has been completed, and either allows the student to select
the next task by .name ( from an off-line printed list of names and problem
texts), or makes theelection for the student.

An example of t14 role of the Information Network in BIPs tutorial capabil-
ities is the 131P-generated curriculum decisions mentioned above. By storing the

student's Own evaluation of his or her skills, and by comparing the student's
solution, attempts to the stored models, BIP can be said to "learn" about each
student as an individual who has attained a certain level of competence in the
skills associated with each task. For example. BIP might have recorded the fact
that a given student had -demonstrated competence (and confidence) in the skill

of assigning a literal value to a variable (e.g., N= I), but had failed to master the .
skill,of incrementing a counter variable N= N + I). BIP can then search the
network to locate the skills that are appropriate to each student's abilities and
present tasks'that incorporate those skills. The network provides the base from
which RIP can generate decisionsrhat'take into account both the subject matter
and the student, behaving somewhat like a human tutor in presenting material
that either corrects specific weaknesses or challenges and extends particular
strengths, proceeding into as yet unencountered areas.

The RIP program: has been running successfully with both junior college and

university students. 1-lowever,°the program is still very much in an experimental

stage. From a psychological viewpoint. the principal research issues deal with (1)
procedures for obtaining on-line estimates of student abilities as represented in

the information netwitk, and (2) alternative methods for using the current
estimates in the information network to make instructional decisions. Neither of

these issues is restarted to this particular course, and a major goal in the
development of RIP to provide an instructional model suitable to a variety of
different subject areas. Two topics must he discussed in relation to this goal: the

nature of appropriate subject areas and -the- general characteristics of the RIP-like

stricture that make it particularly useful in teaching such subjectS.

A sublet-4 well suited to this approach generally fits the following description:

it has clearly definable, demonstrable skills, whose relationships arc well known;
the real content of the subject matter is of a problem-solving, rath2r than -a

fact-ai.quirini, nature. the ptoblems presented to the student involve overlapping

sets of .ind a student's solution to a given problem can be judged as
adequate or inadequate with some degree of confidence. The BASK' language, as

taught by 131P, is one such subject. but the range of appropriate curriculums goes

well beyond the area of computer science. For example, elementary statistics
could he taught by a similar approach, as could algebra, navigation, accounting.

9 5
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or ,114:111tc chemistry. All these !.tilucc.t areas involve the manipulation of infor-
ma,li,n by thiY student toward a known goal. all involve processes that can be
earri.d simulated by a c.,,mpitter, and all are based on a body of skills
whose acquisition by the student can be measured with an acceptable degree of
accuracy.

Because they, require the development of plot-item-solving skills, rather titan
the mernorttation of facts, these sullied areas are frequently difficult to master
and difficult to tutor, especially using standard CALtechniques. One limitation
it silcll 'stdndard techniques is theil dependence on a "right- answer to a given

imestion or problem, which precludes active student participation in a problem-
solving process consisting of many steps, none of whicIrcan be evaluated as
correct or incorrect except within the context of the solution as a Whole. In
addition. standard CAI techniques usually consist of an instructional facility
alone a mechanism by which information is presented and responses arc judged.
I his LiCalik can he linked to a true problem-sOlving facility that allows the
student to pro,.:eed through th.e steps to a solution. but the littk does not allow
the transtei trifulnation between the instructional and the problem-solving
portions of the proe.ain. The complete nitegratkpi of the two parts is a key
feature of MP. making it appropriate to instruction in subject areas that have
been inadequately treated in ('Al.

I he 1110,t charactvrtslics of the ''network'' structure include a.represen-
tail, 41 of the curriculum in feints of the specific skills required in its Mastery and

represec Litton of the student's current levels of competence in each of the
skilfs he ha; bi..es required to use. Individual record-kcepMg, relates each stu-
d'-'1.0.'s Pr"r.R..," to the curriculum at all times, and any number of schemes may
he used to apply that relationship to the selection of tasks or the presentation of
additional information, hints: advice, etc.

An important element of our network structure is the absence of an estab-
lished path through the.eurriculum. providing the built-in flexibility (like that of
a human tutor) to respond to individual students' strengths and weakneses as
ra:.11 student works with the curse This can only he accomplished through a

IRltll anal% us ,hill precise spccitwatiiiil :it the skulls inherent in the subject
matter. the construction of a thinough curriculum providing in-depth exPerience
with :ill the skills. and a structure of associations among elements of the
urriculum th.o.allows tor the implementation of various instructional strategies.
atucti,,nal ti xihil ity t, .omplemented by research flexibility in such a strut=

felt', ,the natme..ot the .issodarions can be nuidiited for different
experimental purr,se. Once the elements of the network have been established,
it is easy He fo change the prerequisite relationship between two

or to sp:', y t havh.u. competence in a given tikihT as a criterion
1117b1-71 11-'

the ...,,rhnletable c quplc7. IR. my( dv.id it propanItIlitIg this kind_ of flexible
stria:tine imp scs ,...:1-1;117I Iinittattt,iti Standard. CAI -author languages- are not
ppropriate to this network approach, Ind ionstrutnii-_,a (Al course on BIP's

a
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pattern is not a task to he undertaken by the educator ,(or researcher) who has
no programming support. The usefulness of author languages is their simplicity,
which allows subject-matter experts to prepare course material relatively quickly
and easily. Most author languages provide for alternative paths through a
curriculum, for alternative answer-matching schemes, and so forth; considerable
complexity is certainly possible. However, the limits, once reached, are real, anti
the author simply cannot expand the sophistication of his course beyond those
limits. -

The programming support required by the network approach, on the other
hand, implies (1) the use of a general, powerful language allowing access to all
the capabilities of the computer itself, and (2) a programming group with the
training and experience to make full use of the machine. It has been our
experience that the flexibility of a general purpose lasiguage, while expensive in a
number of ways, is worth the costs by virtue of the much greater freedom it
allows in the construction of the curriculum and the implementation of experi-
mental conditions. For a more complete description of IMP and a review of our
plans for further research see Barr, Beard, and Atkinson (1974).

INSTRUCTION IN INITIAL READING
(GRADES 1-3)

Our first efforts to: reach reading under, computer control were aimed at a total
curriculum that would be virtually independent of the classroom teacher (Atkin-
son, 1968). These early efforts proved reasonably successful, but it soon became
apparent that the cost of.such a program would be prohibitive if applied on a
large-scale basis. Further, it was demonstrated that some aspects of 'instruction
could be done very effectively using a computer, but that there were other tasks
for which the computer did not have any advantages over classroom teaching.
Thus, during the last four years,our .orientation has changed and the goal now is
to develop low-cost CAI that supplements classroom teaching and concentrates
on those tasks in which individualization is critically important.2

Reading Curriculum

Reading instruction can he divided into two areas which have been referred to as
"decoding" and "communication." Decoding. is the rapid, it not automatic,
association of phonemes' or phoneme groups with theft respective graphic repre-

,

'A student terminal in the current program consists only of a Model -33 teletypewriter
with an audio headset. There is no graphic or 'photographic capability at thestUdent
terminal as there was in our first system, and the character set of the teletypewriter includes

. ° only uppercase letters. On the other .hand, the audio system is extremely flexible and
provides virtually instantaneous access to any one of 6,000 recorded words and mess ages.
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0

Letter
Identification

Sight Word
Recognition

IQ
Spelli ng
Patterns.,

IV
Phonics

1r
Spelling

Vt
Word

Corn prehensibh

Sentence
Comprehension

FIG. 3 Schematic presentation of the strand structure. Entry into each strand depends on a
student's performance in earlier strands. The vertical dotted lines represent maximal rate
contours which control the student's progress in each strand relative to the other strands,

gen tations:.;Comniunication involves reading for meaning. aesthetic enjoyment,
emphasis, and the like. Our CAI program provides instruction in both types of
tasks, but focuses primarily o'n decoding. The pt train is divided into eight parts
or strands. As indicated in Fig. 3, entry into a strand is determined by the
student's level of achievement in the other strands. Instruction begins in Strand
0, which teaches the skills required to interact with the program. Entry into the
other strands isdependent on the student's performance in earlier strands, For
example, the letter identification strand starts with a subset of letters used in the
earliest sight words. When a student reaches a point in the letter identification
Strand where he has exhibited mastery over the letters used in the first words of
the sight - word strand, the student enters that strand. Similarly, entry into the
spelling-pattern strand and the phonics strand is controlled by the student's
placement in the sight-word strand. On any given day, a student may be seeing
exercises drawn from as many as five strands. The dotted vertical lines in Fig. 3
represent "maximal rate contours," which control the student's progress. in each
strand relative to progress in other strands. The rationale underlying these
contours is that learning particular material in one strand facilitates learning in
another strand; thus, the contours are constructcd so that the student learns

,specific items from one strand in conjunction with specific items from other
strands.

93



4. ADAPTIVE INSTRUCTIONAL SYSTEMS 91

The CAI program is highly individuali, ed so that a trace through the curricu-
lum is unique for each student. Our problem is to specify how a given subject's
response history should he used to make instructional decisions. The .approach
that we have adopted is to develop mathematical models for the acquisition of
the various skills in the curriculum, and then use these models to specify optimal
sequencing schemes. Basically, this approach is what has come to be .known in
the engineering literature as "optimal control theory," or, more simply, "control
theory." In the area of instruction, the system to be controlled is the hurrin
learner rather than a machine or group of industries. If a learning model can be
specified, then methods of control theory can be used to derive optimal
instructional stratOgies.

Some of the optimization procedures will be reviewed later, but in order for
the reader to have some idea of how the CAI prograni operates, let me .first
describe a few of the simpler exercises used in Strands II; III, and IV. Strand II
provides for the development of a sight-word vocabulary. Vocabulary items are

.presented in five exercise formats: only the copy exercise and the recognition
exercise will ,be. described here. The top panel of Table I illustrytes the copy
exercise, anti the lower panel illustrates the recognition exercise. Note that when
a student makes an error, the system responds with an audio message and prints

0

TABLE 1
Examples of Two Exercises Used in Strand II

(SightWord Recormitionid

Teletypewriter
display

Audio
message

Copy exercise

The program outputs
The student responds by typing
The program outputs
The program outputs
The student responds byyping
The program outputs

PEN (Type pen.)
PEN

(Great!)
EGG (Type egg.)
ELF

////EGG (No, egg.)

Recognition exercise

The program outputs
The student responds by typing
The program outputs
The program outputs
The student responds by typing
The program outputs

PIN NET EGG (Type pen.)
PEN

PEN EGG NET (Type net.)
0 NET

(Fabulous!)

aThe top panel displays the copy exercise and the bottom the
recognition exercise. Rows in the table correspond to successive
lines on the teletypewriter printout.
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out the correct response. In earlier versions of the program. the student was
required to copy the correct response following an error. Experinients demon-
strated that the overt correction procedure was not particularly effective; simply
display nig the correct word following an error provided more useful feedback.

Strand Ill offers practice with spelling patterns and emphasizes the regular
grapheme phoneme correspondences that exist in English. Table 2 illustrates
exercises from this strand. For the exercise in the top panel of Table 2, the
student. is presented with three words involving the same spelling pattern and is
required to select the correct one based on its initial letters. Once the student
has learned to use the initial letter or letter sequence to distinguish between
words, lie moves to the recall exercise illustrated in the hottest panel of Table 2.
Ilere the student works with a group of words, all involving the same spelling
pattern. On each trial. the audio system requests a word that requires adding an
initial consonant or consonant clustef to the spelling pattern mastered in the
preceding exercise. Whenever a student makes a correct response, a "+"sign is
printed on the teletypewriter. In addition, every so often the program will give
an audio feedback message; these messages vary from simple ones like "great,"
"that's fabulous," "you're doing brilliantly," to some that have cheering, clap-
ping. or bells ringing in the background. These messages are not generated at
random. but depend on the student's performance on that particular day.

When the student has mastered a specified number of words in the sight-word
stand,. he or she begins exercises in the phonics strand; this strand concentrates
On initial and final consonants and consonant clusters in combination with
medial vowels. As in most linguistically orientated curricula, students are not
required to rehearse or identity consonant sounds'in isolation. The emphasis is
on patterns of vowels and consonants that bear regular correspondences to

TABLE 2
Eximptris of the Recognition and Recoil Exercises Usediin

Strand III (Spelling Raternsl

ele ty pewri ter Audio
display message

Reo.gnition exercise

Pie program output.; KITT SUPT ('RFPT I I re kept.)
I he student responds by typing K1 PT
Ilse program outputs

Recall exercise

[tie pro gram lutpuis
the student responds by ty ping (.121.

The program outputs

(Type crept.)

(That's fabulous!)
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TABLE 3
Examples of Two Exercises from Strand IV (Phonics)

Teletypewriter
display

Recognition exercise

Audio
message

The program outputs -IT (Type AG/ as in fig.)'
The student responds by typing IG

The program outputs (Good!)
The program outputs -IT -IN -IG (Type /11/ as in fit.)
The student respon4s by typing IT

The program outputs

Build-a-word exercise

The program outputs -IN --IT -IG
P- --- (Type pin.)

The studentresponds by typing PIN
The program outputs (Great!)
The program outputs -IN --IT

F-- - (Type fig.)
The student responds by typing FIN
The program outputs ////FIG (No, we wanted.fig.)

phonemes. The phonic strand is the most complicated one of the group and
involves eight exercise formats; two of the formats will be described here. The
upper panel of Table 3 illustrates an exercise in which the student .is required to
identify the graphic representation of phonemes occuring at the end of words.
Each trial' begins with an audio presentation of a word that includes the
phonemes, and the student is asked to identify the graphic representation. After
mastering this exercise the student Fs transferred to the exercise illustrated in the
bottom panel of Table 3. The same phonemes are presented, but now the
student is required to construct words by adding appropriate consonants.

Optimal Sequences for Individual Students

This has.been a brief overview of some of the exercises used in the curriculum; a
more detailed account of the program can be found in Atkinson, Fletcher,
Lindsay, Campbell, and Barr (1973). The key to the curriculuni is the optimiza-
tion schemes that control the sequencing of the exercises; these schemes can be
classified at three levels. One level involves decision making within each strand.
The problem is to decide whicl items to present for study, which exercise
formats to present them in,- and Vvhen to schedule review. A complete responSe
history exists for each student, /and this history is used to make trial-by-trial

1 0 I
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decisions regarding what to present next. he second level of optimization deals
with decisions about allocation of instructional time among strands for a given
student. At the end of an instructional session, the student will have reached a
certain point in each strand and a decision must he made about the rime to be
allocated to each strand in the next session. fhe third level of optimization deals
with the distribution of instructional time among students. The question here is
to allocate computer time among students to achieve instructional hbjectives
that are defined not for the individual student but for the class as a whole. In
some global sense, these three levels of optimization should be integrated into a
unified program. I lowever. we have been satisfied to work with each separately,
14ing that later they can he incorporated into a single package.

Optimization within a strand (what has been called Level I) can he illustrated.
using the sight-word strand: The strand comprises a list of about 1,000 words;
the words are ordered in terns of the'ir frequency in the student's vocabulary,
and words at the beginning of the list have highly regular graphemephoneme
correspondences. At any point in time 'a student will be.working on a limited
pool of words from the master list; the size of this working pool depends on the
student's ability level mat is usually between 5 and 10 words. When one of these
words is mastered, it is deleted from the pool and replaced by the next word on
the list or by. a word due for review. Figure 4 presents a flow chart for the
strand. Each word in the working pool is in one of five. possible instructional
states. A trial involves sampling a word from the working pool and presenting it
in an 'appropriate' exercise format. The student is 'pretested on a word the first
few times it is presented to eliminate words already known. if the student knows
the word it will bti dropped from the working pool. if not, the student first
studies the word using the recognition exercise. If review is required, the student
studies the word again in what is designated in Fig, 4 as Exercises 4 and S.

As indicated in Fig. 4. a given word passes from one state to the next when it
reaches criterion: And this presents the crux of the optimization problem, which
is to define an appropriate criterion for each exercise: This has been done using
simple mathematical models to describe the acquisition process for each exercise
and the transfer functions .that hold between exercises (Atkinson & Paulson,
1(72). These models are simple Markov processes that provide reasonably
accurate accounts of performance on our tasks. Parameters of the models are
defined as functions of two factors: (1) the ability of the particular student and
(2) the-dill ieultv of the particular word. An estimate of the student's ability is
obtained by analyzing his or her response- record on all previous. words, and an
estimate of A word's difficulty is obtained by analyzing performance oil that

FIG. 4 Partial flow chart for Strand 111st:14-word reco:initiont. fire various decisions
represented in the bottom part of the chart are based on fairly complicated computations
that make use of student's response history. the saute recognition exercise is used in
both state S, and S,.
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particular word for all .students run on the program. The student records are
continually updated by the computer and are used to compute a maximum
likelihood estimate of each student's ability factor and each word's difficulty
-factor. Given' a well- defined model and estimates of its parameters,. we can use
the methods of control theory to define an optimal -criterion for each exercise.
The criterion will vary depending on the difficulty of the Itein, the student's
ability level, and the precise sequence of correct and incorrect responses made
by the student to the item. .1t is important to realize that the optimization
scheme is nota simple branching program based on the student's last response,
but depends in a complicated way on the student's complete response history.

Optimization between strands (what has been called Level II) was mentioned
earlier in the description of maximum-rate contours. In some respects this
optimization program is the most interesting of the group, but it cannot be
explained without going into considerable mathematical detail. In essence, a
learning model is developed tl.at specifies the learning rate on each strand as a

-function of the amount of material that has been mastered in each of the other
strands. Using mathematkal-methods of control theory, an optimal instructional
strategy is determined based on the model. This strategy defines a-closed-loop
feedback controller that specifies daily instructional allocations for each strand
based on the best current estimate of how much the student has mastered in
each strand. An -account of the theoretical rationale for the prograrrf is presented
in Chant and Atkinson (1973).

Optimizing Class Performance

Next let us consider an example of 'optimization at what has been called Level
III. The effectiveness of the CAI' program can be increased by optimally
allocating instructional time among: students. Suppose that a school has bud-
geted a fixed amount of time for CAI and must decide how to allocate that time
among ii class of first-grade students. For this example. maximizing the effective-
ness of the CAI program will be interpreted as meaning that we want to
maximize the class performance on a standardized reading test administered at
the end of the first grade.

On the basis of prior studies, the following equation has been developed to
predict performance on a standardized reading test as a function of the time a
student spends on the ('Al system:

P(t:1)= B(i) exp 1tC1

The equation predicts Student i's performance on a standardized test as a
function of the time. 1, spent on the ('Al system during the school year. The
parameters A(i). 8(i), and CV) characterize Student i, and vary from one student
to another. These parameters can be estimated from.scores on reading readiness
tests and from the student's performance during his first hour of CAL, After
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estimates of these parameters have been made, the above equation can be used
to predict end-of-year test scores as.a function of the CAI time allocated to chat
student.

Let us suppose that a school has budge :d a fixed amount of time T on the
CAI system for a first-grade class of N students; further, suppose that students
have had reading readiness tests and a preliminary run on the CAI system so that
estimates of the parameters A, B, and C have been made for each student. The
problem then is to alktite time T among the N students so as to optimize
learning. In order to do this, it is first necessary to have a model of the learning
process. Although the above equation does not offer a very detailed account of
learning, it suffices as a model, for purposes of this probrem. This is an important
point to keep in mind: the nature of the specific optimization problem deter-
mines the level of complexity that needs to be rure,:ented in the learning model.
For some optimizatitin problems, the model must provide a relatively detailed
account. of learning to specify a viable strategy, but for other problems a simple
descriptive equation may Suffice.

In" addition to a model of the learning process, we must also specify an
instructional objective. Only three possible objectives will be considered here:

I. Maximize the mean value ofP over the class of students,
II. Minimize the variance of P over the class of students.

Ill. Maximize the mean value of P under the constraint that the resulting
variance of P is less than or equal to the variance that would be obtained if
no CAI were administered.

Objective I maximizes the gain for the class as a whole: Objective II reduces
differences among students by making the class as homogeneous as possible; and
Objective III attempts to maximize the class performance while insuring that
differences among students are.not amplified by CAI. If we select Objective I as
the ,instructiOnal objective, then the problem of deriving an optimal strategy
reduces to maximizing the function:

/'[t( I ), t( 2), . ,t(N)1 = El B(i)expr-JOC(i)

0
t(1 )+ t(2)+ + t(1V)= T,

where t(i) is the time allocated to Student i. This maximization can be done
using the methodsof dynamic programming. To illustrate the approach, compu-
tations were made- for a first-grade class for which the parameters A, B, and C
had been estimated for each student. Employing these estimates, computations
were carried out to determine the time allocations that maximized the above
equation'. For the optimal policy, the predicted mean performance level of the
class on dhe end-of-year tests was 14',..; higher than a policy that allocated' time
equally ntriong students (i.e., an equal-time policy, where t(i) = T/N for all
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TABLE 4
Predicted' Percent Gain in the Mean of P and

ii: the Variance of P When Compared with the
Mean and Variance of the Equal-Time.Policy

Instructional objective

Gain in mean of P ((.1) 14 15 8

Gain if, variance of P ($T) 15 12 6

This gain represents a substantial improvement; the drawback is that the class
variance is roughly 15% greater than the variance for the class using an equal-
time policy. This means that if we are only interested in .raising the class'average,
we will have to give the rapid learners substantially' more time on the CAI system
and let them progress far beyond thc slow learners.

Although a time allocation that complies with Objective I does increase overall
class performance, other objectives need to be considered. For comparison, time
allocations also were computed for Objectives II and III. Table 4 presents the
predicted gain in average class performance as a percentage of the mean value for
the equal-time policy. Objective 11 yielded a negative gain in the mean; and so it
should, since its goal was to minimize variability, which is accomplished by
reducing the time allocations for rapid learners and giving more attention to the
slower ones. The reduction in variability for Objective II is 12%: Objective
*which strikes a balance between Objective I and Objective II; yields an 8% gain
in mean performance yet reduces variability by 6 %.

In view of these results, Objective III Would be preferred by most educators
and,laymen.. I t offers a substantial' increase in average performance while main-
taining a' low level of variability. These computations make it clear that .the
selection of an instructional objective should not be done in isolation but should
involve a comparative analysis of several objectives, taking into account more
than one dimension of performance. Even if the principal goal is to maximize
the class average, it is inappropriate.in most educational situations to select.
Objective I over 111 if it is only slightly better for the class average, while
permitting variability to mushroom.3

Effectiveness of the Reading Program

Several evaluation studies of the reading program have been conducted in the
last few years. Rather than review these here, I would prefer to describe one in
some detail (Fletcher & Atkinson, 1972). In this particular study, 50 Pairs of

'For a more detailed discussion of some of the issue involved in selecting objective
functions see.Jamison, Fletcher, Suppes, and Atkinson (1975). ''1

U
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kindergarten students were matched on a number of variables, including sex and
readiness scores. At the staEt' of the first grade, one member of each pair was
assigned to the experimental 'group and the other to the control group. Students
in the experimental group received CAI, but only during the first grade; students
in the control group' received no CAI. The CAI lasted approximately 15 Min per
day4; during this period the control group studied reading in the classroom.
Except for this 15 min period, the school day for the CAI group was like that of
the control group. Standardized tests were administered at the end of the first
grade and again at the end of the second grade. All the tests showed roughly the
same pattern of results; to summarize the findings, only. data from the California
Cooperative Primary Reading Test will be described At the end of the first
grade, the experimental group showed a.5.05-montli gain over the control group.
The groups, when tested a year later (with no intervening CAI treatment),
showed a difference of 4.90 months. Thus, the initial difference observed
following one year of CAI was maintained, although not amplified, during the
second year when no CAlwas administered to either group.

No definitive ponclusions can be drawn from evallation studies of this sort
about the specific contributions of CAI versus other aspects of the situation.
Obviously the curriculum materials used in the CAI program are important, as
well as other factors. To do the type of study that would isolate the important
variables is too large an undertaking t) lie worthwhile. at this juncture in the
development of the reading program. Thus, to some extent it is a matter of
.judgment in deciding which variables account for the differences observed in the
above study. In my view, individualizing instruction is the key factor in success-
fully teaching reading. This does not mean that all phases of instruction should
be individualized, but certain skills' can be mastered only if instruction is
sensitive to the student's particular difficulties: A ,xeading teacher interacting on
a one-to-one basis with a student may be more effective than our CAI prograin.
HAever, when working with a group of children (even as few as four or five), it
is unlikely that the teacher can match the computer's effectiveness in making
instructional decisions ovoraa extended period of time.

SECOND LANGUAGE VOCABULARY LEARNING

In this section, research on CAI programs for second-language vocabulary learn-
ing will be discussed. As noted elsewhere in this chapter, the principal goal of
our research on computerized instruction has been to develop adaptive teaching
procedures procedures that make moment-by-moment decisions about which
instructional action should be taken next based on the student's unique response
.history. To help guide the theoretical aspects of this work, some years ago we

In this. study no attempt was made to alloca'e .ime optimally- among students in the
experimental grOup; rather, an equal-time policy wa employed.
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initiated a series of experiments on the very restrict:A but well- defined, problem
of optimizing the teaching of a foreign-language vocabulary. This is anarea
where mathematical models provide an accurate description,of learning, and
these models can be used in conjunction with the methods of control theory to
derive precise algorithms for sequencing instruction among vocabulary items.
Although our original interest this topic was primarily theoretical; the work
has proved to have significant practical applications. These.applications involVe
computerized vocabulary learning programs designed to supplement college-level
courses in second-language instruction. A particularly interesting effort involves
iisupplementary Russian program in use at Stanford University. Students are
exposed to approximately 1,000 words per academic quarter using the com-
puter; in conjunction with normal classroom work this program enables them to
develop a substantial vocabulary..5Many foreign-language ifistruc,tors believe that
the major obstacle to successful instruction in a secomd language is not learning
the grammar of the language, but rather in acquiring a sufficient vocabulary so
that the student can engage in meaningful conversations and read materials other
than. the textbook..

In examining the work on vocabulary acquisition I will not describe the CAI
programs, but will review some research on Optimal sequencing schemes that
provide the theoretical rationale for the programs. It will be useful to describe
one experiment in some detail before considering more general issues.

An Experiment on Optimal Sequencing Schemes

In this study a large set of GermanEnglish items are to be learned during an
instructional session that involves a series of trials. On each trial, one of the
German words is presented and the st'Udent attempts to give the English
translation; the correct translation is then presented' for a bEief study period. A
predetermined number of trials is allocated for the instructional session, and
after some intervening period a test is administered' over the entire vocabulary:
TIN problem is to specify a strategy for presenting items during the instructional
session so that performance on the delayed test will be maximized. ,e

Four strategies for sequencing the instructional material will be corisidered.
The random-order strategy, (R0), is to cycle through the set of items randomly;
this strategy is not expected to be particularly effective, but it provides a
benchmark against which to evaluate other procedures. The self-selection
strategy (SS.). is to let the student determine how best to sequence the material.
In this mode, the student decides on each trial which item is to be presented; the
learner rather than an external controller determines the sequence of instruction.

These (Al vocabulary programs make use of optimal sequencing schencies of the sort to
be discussed in this section, as well as t:ertain mnemonic aids. For a discussion of these
mnemonic aids see Raugh and Atkinson 11,975) and Atkinson and Raugh (1975).

oa

1 U



4. ADAPTIVE INSTRUCTIONAL SYSTEMS 101

The third and fourth schemes are based on a decision-theoretic analysis of the
task. A mathematical model that') provides an accurate account of vocabulary
acquisition is assumed to hold in the present situation. The model is used to
compute, on a trial-by-trial basis, an individual:student's current state of learn-
ing. Basui on these computations, items are selected for test and study so as to
optimize the level of learning achieved at the termination orthe instructional
session. Two optimization strategies derived from this type of analysis will be
examined. In one case, the computations for determining an optimal strategy are
carried out' assuming that 311 vocabulary items are of equal difficulty; this
strategy is designated OE (i.e., optirnarunder the assumption of equal item
difficulty). In the other case, the computations take into account variations in
difficulty level among items; this strategy is called OU (Le., optimal under the
assumption of unequal item difficulty). The details of these two strategics will

be described
The experiment was carried cut under computer control; the details of the

experimental procedure are given in Atkinson (1972b). The students partici-
pated in two sessions: an "instructional session" of approximately two hours
and a briefer "delayed-test session" administered one week later. The delayed
test was the same for all students and involved a test over the entire vocabulary.
The instructional session 'was more complicated. The vocabulary items were
divided into seven lists, each containing 12 German words', the seven lists were
arranged in a round-robin order. On each trial of the instructional session a list
was displayed on a projection screen, and the student inspected it for a brief
period of time; the list involved only the 12 German words and not their English
translations. Then one of the items on the list was selected for test-and study: In
the RO, Oh, and OU conditions the item was selected by the computer; in the
SS conditiou;the item was chosen by the student. After an item was selected for

test, the student. attempted to provide a translation by typing it on the computer
console:- then feedback regarding the correct translation was given. The next trial.
began with the computer displaying the next list in the round robin, and the
same procedure was repeated. The instructional session continued in this fashion

for 336 trials.
The results of the experiment are summarized in Fig. 5. Data are presented on

the left side of the figure for performance on successive%locks of trials during
the instructional session; on the right are results from the test session adrrtinis-

*tered one week after the instructional session. The data from the instructional
,session are presented in successive blocks of 84 trials; for the ROcorAltion this
means that on the average each item was presented pnce in each of these block's.

'Note that performance during the instructional session is best for the RO
condition, next' best for the OE condition which is slightly better than the SS
condition, and poorest for the OU condition. The order of the groups is reversed
on the delayed test. (Two points are displayed in the figure for the delayed test
to indicate that the test involved two random cycles thrbugh the entire vdcabu-
,

.s.
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FIG. 5 Proportion of correct responses in successive trial blocks dUring the instructional
session and on the delayed test administered one week later.

,
.

lary; however, the values given are the average over the two test cycles.) The OU
condition is best with a correct response probability of .79; the SS condition is
next with .58; the OE condition follows closely at .54. and the RO condition is
poorest at .3,8. The observed pattern of results is what one would expect. In the
SS condition, the students are trying to test themselves on items they do not
know; consequently, 'during the instructional session, they should have a lower
proportion of ,correct responses than students run on the RO procedure where'
items are tested at random. Similarly, the OE and OU conditions involve a
procedure that4.fttempts to identify and test those items that have not yet been
mastered and s could produce high error rates during the instructional session.
The ordering of groups on the delayed test is reversed since all words are tested
in a nonselectiive fashion; under these conditions the proportion of correct
.responses provides a measure of a student's true mastery of the total set of
vocabulary items.

The magnitude of the effects observed on the' delayed 'test are of practical
significance. The SS condition (when comparOd to the RO condition) leads to a
relative' gain of 53 %, whereas the OU condition yields a relative gain of 108%. It
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is interesting that students were somewhat effective in determining an optimal
study sequence, but not so effective as the best of the two adaptive teaching
systems.

Rationale for Sequencing Scheme
.,,

Both the OU and OE sehemes assume that vocabulary learning can be described
by a fairly simple model. We postulate that a given item is in one of three states
(P, T, and U) at any moment in time. If the item is in State 13, then its translation
is known and this knowledge is "relatively" permanent in the sense that the
learning of other items will not interfere with it. If the item is in State T, then it
is also known but on a "temporary" basis; in State T the learning of other items
can give rise to interference effects that cause the item to be forgotten. In State
U the item is not known, and the student is tillable to give a translation.

When Item i is presented on a. trial during the instructional session, the
following transition matrix describes the possible change in its state:

P T U

0 0

L(i) = T x(i) 1 MO 0..

U v(i) z(I) 1 y(i) z(i)

Rows. of the matrix represent the state of the item at the start of the trial, and
columns the state at the end of the trial.. On a trial when some item other than
Item i is presented for test and-study, transitions in the state of Item i also 'may
take place. Such transitions can occur only if the student makes an error to the
other item; in that case the transition matrix applied to Item i is as follows:

U

P.." II' OT 0

. FM -----7 7" 0 I JO) f(i) .

If 0 0 I

Basically, the idea is that when some other item is presented that the student
does not know, forgetting may occur for Item i if it is in State T.

To summarize, when Item i ispresented for test and study, transition matrix
1,(i) is applied; when some other 'tem is presented that elicits an error, matrix
F(i) is applitid. It is also assumed that at the start of the instructional session
Item i is either in State P, with probability g(i), or in State U, with probability I

g(i); the student either knows the translation without having studied the item
or does. not. The above -assumptions provide a complete description of the
'learning process. The parameter vector [x(i), (i), z(i), flu), g(i)] characterizes

1. 1
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the learning of Item i in the vocabulary set. The first three parameters govern the
acquisition process; the next parameter, forgetting; and the last, the student's
knowledge prior to entering the experiment.

We now turn to ;I discussion of how the OF and OU procedures were derived
from the model. Prior to conducting the ,xperiment reported here, a pilot study
was run using the same word-lists and the RO procedure described above. Data
from the pilot study were employed to estimate the parameters of the model;
the estimates were obtained using the minimum.' chi-square procedures described
in Atkinson (1972b). Two separate estimates of parameters were made. In one
case it was assumed that the items were all equally difficult, and data from all 84
items were lumped together to obtain a single estimate of the parameter vector;
this estimation procedure will be called the equal- parameter case (E case). In the
second case the data were separated by items, and an estimate of the parameter
vector was made for each of the 84 items; this procedure will he called the
unequal-parameter case (U case). The two sets of parameter estimates were then
used to generate the optimization schemes previously referred to'as the OE and
OU procedures.

In order to formulate an instructional strategy, it is 'necessary to be precise
about the quantity to be maximized. For the present experiment the goal is to
maximize the total number of items the student correctly translates on the
delayed test.' To do this, we need to specify the relationship between the state
of learning at the end of the instructional session and performance on the
delayed test. The assumption made here is that only those items in State P at the
end of\ the instructional session will be translated correctly. on the delayed test;
an item_ in State T is presumed to be forgotten during the intervening week.
Thus. the problem of maximizing delayed-test performance involves maximizing
the number of items in. State Pat the end of the instructional session.

Having numerical values for. parameters and knowing a student's response
history, it is possible toestimate the student's current state of learning.' Stated

'Other measures can he used to assess the benefits of an instructional strategy; for
example. in this case weights could be assigned to items measuring their relative importance.
Also costs nrav he associated with the various actions taken during an instructional session,

_Thus. for the general case. the optimization problem involves assessing costs and benefits
and finding a strategy that maximizes. an appropriate function defined on them: For a
discussion of these points see Dear. Silberman. Estavan, and Atkinson (1967). rind Small-
wood. I 1962. 1971).

'the s'iudent's "response history"'is a record for each trial of the vocabulary item
presentell and its,: response that occurred. It can be shown that there exists a "sufficient .

lustory" that contains only the information necessary to estimate the student's rurrent state-
of learning: the sufficient history is a function of the complete history and the assumed
learning model (Groen & Xtkinson. 19661. For the msi'del considered in this paper the
sufficient history is fairly simple. It is specified in terms of individual vocabulary items for
each student; we need to know_ the ordered sequence of correct and incorrect responses to a
given item plus the number of errors (to other items) that intervene between each
presentation of the item.

112 .
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more precisely, the learning model can be used to derive equations and, in turn,
compute the probabilities of being in States P, 7', and U for each item at the
start of any trial, conditionalized on the student's response history up to that
trial. Given numerical estimates of these probabilities, a strategy for optimizing
performance is to select that item for presentation that has the greatest proba-
bility of moving into State P. This strategy has been termed the one-stage
optimization procedure because it looks ahead one trial in making decisions. The
true optimal policy (i.e., an N-stage procedure) would consider all possible
itemresponse sequences for the remaining trials and select the next item so as to
maximize the number of items in State P at the termination of the instruc-
tional session. Unfortunately, for the present case the N-stage policy cannot be
applied because the computations are too time consuming even for a large
computer. Monte Carlo studies indicate that the one-stage policy is a good
approximation to the optimal strategy; it was for this reason, as well as the
relative ease of computing, that- the one-stage procedure was employed. For a
discussion of one-stage and N-stage policies and Monte Carlo studies comparing
them see Groen and Atkinson (1966), Calfee (1970), and Laubsch (1970).

The optimization procedure described above was implemented on the com-
puter and permitted decisions to be made for each student on a trial-by-trial
basis. For students in the OE group, the computations were carried out using the
five parameter values estimated under the assumption of homogeneous items
(E case); for students in the OU group the computations were based on the 420
parameter values estimated under the assumption of heterogeneous items (U
ease).

The OU procedure is sensitive to interitem differences and consequently
generates a more effective optimization strategy than the OE procedure. The OE
procedure, however, is almost as effective as having the student make his own
instructional decisions and far superior to a random presentation scheme.

The study reported here is one in a series of experiments dealing with optimal
sequencing schemes. It was selected because it is easily described and permits
direct comparison between a learner-controlled procedure versus procedures
based on a decision-theoretic analysis. For a review of other studies similar to
the one reported above see Chiang (1974), Delaney (1973), Laubsch (1970),
Kimball (1973), Paulson (1973); and Atkinson and Paulson (1972). Some of
these studies examine procedures that are more powerful than the ones de-
scribed here, but they are complicated and difficult to describe without going
into mathematical detail. The major improvements involve two factors: (1)
methods for estimating the model's parameters during the course of instruction,
and (2) more sophisticated ways of interpreting the parameters of the model to
take account of both differences among students ,and differences among items.
For example, let P(i, j) be a generic symbol for a parameter vector characterizing
student i learning vocabulary item j. In these studies P(i, j) is specified as a
function of a vector A(i) measuring the ability of student i and a vector D(i)

A.13
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measuring the difficulty of item j. The problem then is to estimate the ability
level of each student and the difficulty of each item while the student is running
on the program, In a study reported in Atkinson and Paulson (1972), rather
dramatic results were obtained using suck a procedure. A special feature of the
study was that students were run in successive groups, each starting after the
prior group had completed the experiment, As would be expected, the overall
gains increased from one group to the next. The reason is that for the first group
of students the estimates of item difficulty, D(j), were crude but improved with
the accumulation of data from each successive wave of students. Near the end of
the study estimates of DUO were quite precise and were essentially constants in
the system. The only task that remained when a new student came on the
system was to estimate 11(i): that is, the parameters characterizing his particular
ability level. This study provides au example of an adaptive ins:ructional-system
that meets both of the requirements stated earlier in this chapter. The sequenc-
ing of instruction varies as a function of each student's history record, and over

itime the system improved in efficiency by using data from previous students to
sharpen its estimates of the difficulty of instructional materials.'

CONCLUDING REMARKS

The projects described in this chapter have one theme in common, namely,
developing computer-controlled procedures for optimizing the instructional pro-
cess. For several of the instructional tasks considered here, mathematical models-
of the learning process were formulated which made it possible to use formal
methods in deriving optimal policies, In other cases the "optimal schemes" were
not optiMal in -a well-defined sense, but were based on our inn-00(ms- about
learning and some relevant experiments. Ina sense, the diversity represented in
these examples corresponds to the state of the art in the field of instructional.
design. For some tasks we can use psychological theory to help define optimal
procedures; for others our intuitions, modified by experiments, must guide the
effort. Hopefully, our miderstanding, of these matters will increase as more
projects are undertaken to develop sophisticated instructional procedures.

Some have argued that any attempt' to devise optimal strategies is doomed to
failure, and that the learner is tile best judge of appropriate instructional actions. I
am not sympathetic to a learner-controlled approach to instruction, because I
believe its advocates are trying to avoid the difficult but challenging
task of developing a viable theory of instruction. There obviously is a place for
the learner's judgments in making instructional decisions: for example, sucd
judgments play an important role- in several parts of our 131P course. However,
using. the learner's judgment as one -of several items of information in making
instructional decisions is different from proposing that the learner should have
complete control. Results presented in this chapter and those cited in Beard,
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Lortin, Searle, and Atkinson (I Q73) indicate that the learner is not a particu-
larly effective decision maker in guiding the learning process.

Elsewhere I have defined the criteria that must be satisfied before an optimal
instructional procedure can be derived using formal methods (Atkinson, 1972.4.:
Roughly stated, they require that the following elements of an instructional
situation be clearly specified:

1. The set of admissible instructional actions.
2. The instructional objectives.
3. A measurement scale that permits costs to be assigned to each of the

instructional actions and payoffs to the achievement or instructional objec-
tives.

4. A model of the learning process.

If these four elements can he given a precise interpretation, then it is usually
possible td derive an optimal-instructional policy. The solution for an optimal
policy is not guaranteed, but in recent years powerful tools have been developed
for discovering optimal, or near optimal, procedures if they exist. 1 will not
discuss these four. elements here except to note that the. first three can usually be
specified with a fair degree of consensus. Issues of short-teem versus long-term
assessments of costs and payoffs raise important questions regarding educational

policy, but at least for the types of instructional situations examined here
reasonable specifications can he offered for the first three elements. However,
the fourth 'element the specification of a model of the learning process
represents a major obstacle. Our theoretical understanding,: of learning is so
limited that only in very special cases can a model be specified in enough detail
10 enable the derivation of optimal procedures. Until we have a much deeper
understanding of the learning process, the identification of truly effectiVe
strategies not be possible. However, an all-inclusive th.:.lry of learning is not
a prerequisite for the development of optimtil procedures. What is needed is a
model "that captures the essential features of that part of the learning process
being tapped by a given instructional task. Even models that have been rejected
on the basis of laboratory investigations may be useful in deriving instructional
strategies. Several of the learning models consIlered in this chapter have proven
unsatisfactory when tested in the laboratory and evaluated using standard
goodness-of-nt criteria: nevertheless, the optimal strategies they generate are
often quite dice:jive. My own preference is to formulate as complete a learning

model as intuition and data will 'Permit and then use that model 'to investigate

optimal procedures. When possible thelearning model should be represented in
the form of mathematical equations, but otherwise as a set of statements in a
computer-simulation program, The main point is thatothe development of a
theory of instruction cannot progress if one holds the'view that ilcomprehensive

theory of learning is a prerequisite. Rather, advances in learning theory will

affect. the development of a theory of instruction, and conversely the develop-
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ment of a theory of instruction will influence the direction of research on
learning.
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5
Methods and Models
for Task Analysis
in Instructional Desigri

Lee W. Gregg

Carnegie-Mellon University

A theory of instruction must be based on the objectives of the learner and the/
institutionalized goals of the instructional system. A theory f instruction must
also rest upon an adequate formulation of the psycholo cal capacity of the
learner. Instructional goals prescribe the domain of task to be undertaken by
the learner; the psychological capacities of the learner set limits, on the size,
complexity of the subtasks and the rate of introducing them into the domain.

Each of the first four chapters presents a framework for analyzing tasks from

various psychological perspectives. Carroll contrasts strict behaviorism with a
currently nonexistent cognitive theory of learning. Calfee takes a statistical view.

Regnick eclectically draws from Gagne's hierarchies, Gestalt Psychology, Thorn-
dike, and Piaget to formulate a rational information processing scheme. Atkin-

son's approach uses optimization proce,dures to guide instructional design.
In general, instructional design attempts to organize subtask sequences,

provide opportunities for learning, and devise ways of evaluating the extent to
which the learner acquires proficiency. Notice that these general activities are
neutral with respect to methods of analysis and models of the learner. Thus,
teachers have been searching continually for new ways to break up tasks into
teachable units. The key, concepts for many instructors are differentiation
followed by integration. If Carroll is right in his assessment of the role behavioral

sciences play in education, behavioral objectives will be ignored and soon
forgotten. They will become just one more fad: thrust on the field. Behavioral

objectives may give way to cognitive objectives as defined by Green° in Chapter

7. If Carroll is right, the naive theorie's of learning on which many an artful /
teacher predicates lesson plans will be explained by cognitive thebiy, but not
necessarily extended by it.
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Carroll, of course, is right- at least in part. Cognitive Buyories and information
processing models will supplant some of the currently fashionable notions- -they
have already done so. Furthermore, there is evidence from the set of current
chapters of a cumulative body of knowledge dealing with important issues of
task analysis and instruction that a lasting contribution will result.

What are the steps in a task analysis? First, we set out to identify component
skills such that mastery of the individual skill components assures partial success
on the task. We assume that the hierarchy of skills exists and that components
are independent. Cane attacks the issue of independence directly. To the extent
that subprocesses like decoding and comprehension can be treated indepen-
dently, the analysis of components will be successful. One direction that re-
search must take is the identification of the conditions under which tasks may
conform to a simple additive hierarchicaLdecomposition. Next in the .sequence
of analysis, we introduce components one at a time. As Resnick points out-in
Chapter 3 these components must be teachable. The usual next step in the task
analysis requires that we start where the learner is and build on what he-already
knows and can do, Here G.- 1ssu...s revolve around the diagnostic tests for
determining the initial state of the learner, and the development of instructional
materials that exercise .the component. Instructional materials, the teaching
routines that Resnick refers to, must provide 'a basis for integrating the new
learning with the old. But the third stage of task analysis attempts to integrate,
the newly acquired skills into a meaningful whole. Of special concern are the real
time constraints. Very often, subtasks that appear to be well learned fall apart
when combined in new ways. Think of the feeling of helplessness when you last
failed to recall the name of a close friend in performing introductions around a
group. Paced recall is not cognitive task that we are asked to perform
Frequently.

Are there cognitive theories of learning that can be applied to the job of task
analysis? Carroll's''review of naive. behav'oristic,, and cognitive theories of lan-
guage learning suggests that a cognitive learning theory,_now exists. Unfortu:
'lately. recent. s'ork on semantic memory (Norman, Ruirielhart, el u1., 1975;.
()Milian, 1967, 1968: Schank, 1972). has been primarily concerned With deter-
mining the structure of memory representations. Research on the processes of
understanding (Hayes & Simon, 1974 and this- volume; Winograd, 1972) assume
that a knowledge base is already learned and available. Of course, Greeno has
asserted that learning theory and comprehension theory defined in information
procesing terms are the same thing, (Green), 1974). My own work on sequeniial
pattern learning (Gregg, 1967), verbaLlearning (Gregg & Simon, 1967), and serial
learning (Gregg, 1972: McLean & Gregg. 1967) leads me to argue that they are
not, the same. One difference is in the development of intermediate structures in
working memory that Greeno has .previouSly destribed. However,. it seems
appropriate to stress the similarities between learning and the processes of
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understanding. Both 'depend on attention to determine the final outcomes. Both
require contiguity of the elements to be:associated. The study of comprehension
and learning is the study of cognitive organintions.

Although there is no explicit and general cognitive theory of learning, there
have been isolated examples pointing potential future directions. The Elemen-
tary Perceiver and Memorizer, EPAM, was the first modern theory of semantic
memory and showed the main outlines of associative.memory structures. Atkin-
son and Shiffrin's (1968) model for running paired associates learning accen-
tuated the importance of control processes in learning and memory. Just as the

role of semantic memory erriphasizes structural aspects of representations of
knowledge, short-term, Memory studies emphasize the dynamic operation of
control processes in specific tasks. Learning and comprehension, therefore, are
similar precisely because they come about from the operation of the,human
information processing system. His processing limitations determine the rate of
acquisition of new information and its availability for use in problem solving.

INDEPENDENCE OF COGNITIVE SKILLS

Are the processes that the human information processing system uses detectable
from an analysis of overt behavior in instructional task environments? This is the
issue that Calfee examines'in Chapter 2.

The method that Calfee proposes is aimed at finding out whether or not
processes are independent. Finding they are not is not very informative. Since
the method does trot generate procesi descriptions, only tests the effects of
them, one must create variables to test the hypothesis that aprocess whose
operation may or may not be correctly reflected by the measure, exists. There

are two stages at either of which an error can occur. Each stage provides an
opportunity for error. One can incorrectly assume that a process exists that
.transforms a data structure in a certain way. But one can also incorrectly asses
the effects of the hypothesized process by failing to define a relevantdependent
variable.

Most of the theorizing must go on in advance of and independently of the
testing operations suggested by Calfee. Modern inference procedures make it
possible to carry out Much more powerful analyses of system interactions.

Even though the model of reading proposed by Calfee appears to be correct,
the processes must not remain independent for long. The still higher order
cognitive processes in speed reading and comprehension cannot depend on
simple additive components because selective, intentional use of strategies im-

plies the constructive use of components.
We must distinguish between pedagogically useful packets of information and

the information processing mechanisms that may or may not view the materials
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to be learned in the same way that the instructor views them. Arc the human
mechanisms really independent? The answer is contingent on the extent to
which we can show sequential order in the processing of the information.

INTERACTIONS OF SEQUENTIAL PROCESSES

In any information processing system, there will be a lack of statistical indepen-
dence among the subprocesses if the output of one processes provides inputs to a
later process in the sequence. Since we believe that most cognitive task involving
attention are serial, there are few tasks for which a strict independence of the
processes is likely. The question is not whether they are independent for they
are almost certainly not. The crucial question is, "How are they organized?"
How do we study interacting processes? What forms of organization exist?

One of our most popular notions of task organization is the tree structure. The
implication is. that higher-level Clements grow out of well formed lower-level
elements. Subtasks are subsumed as components of and precursors to other
tasks. But most accounts of learning and analyses of errors during learning
suggest that the prior elements are not stable. and must change. Even when the
learner brings well developed skills to the task, there are confusing periods
during which the prior elements are being modified. The notion that prior
behavi. ., arc incorporated into higher organizations whole cloth is probably
wrong.

Two aspects of the learning process suggest why. First, more complex behav-
iors usually involve the intergration of serial patterns. Hence, the merging of
behavitir sequences tends to slur one pattern into another. New patterns result.
The distinction between components is changed; and new boundaries are thawri:

-Second, when more complex behavior patterns are learned, the simpler prior
patterns are. changed in that the evoking stimuli are .different. An example of
these kinds of modific.ations will be seen later.

As Resnrck warns, there can be a great deal of difference between competency
in early stages of learning and in later stages. One reason, I believe, is that the
component skills assume new forms when they merge in higher-order patterns.
The organizdtion of more complex skills, whether mental or motor, is analogous
to a compiled computer subroutine. Once assimilated into the repertoire there is
no .need to test each separate instructional during execution. Thus, mental skills
take on the properties of automatic motor performance. For example, in,playing
the piano, practicing left and right hand separately emphasizes sight reading
skills, builds habits that are not relevant for the coordinated combination Of
both parts. When playing the two parts, the places where one must merely check
the score can be quite different from 'those of single-handed and single-minded
practice.

0

11=11rtiffiriZ



5. METHODS AND MODELS 113

In summary, we suppose that location of the tests may change, the size of the
perceptual or conceptual unit may vary, and that cues for initiating or sustaining
the behavior, may be different at different stages of practice.

INDIVIDUALIZATION AND TASK ANALYSIS

Atkinson's approach stresses the idea that the learner must be able to follow
flexible'pathways through a subject domaine. Optimization of CAI learning.tasks
is based on a curriculum composed of a network of related task's and a loose
collection of associated skills. In Atkinson's view, subtasks and'skills need not be
related in a rigidly hierarchical fashion, This in not to say that the instructional-
materials for CAl are not carefully thought through. Rather, the point is that
individual learners can achieve higher performance levels in a variety of ways:
For the specific areas of appiication, there is a careful analysis and precise
specification of the skills inherent in the subject matter." Thus, for Atkinson the
subject matter defines the structure of tasks; the learner acquires skills that are
inherent, i.e., determined by the task demands.

Optimization is based on an empirical procedure to assess transfer of training.
Thus, it is possible for a student to shift from one strand to another based on
performance within the first strand. Control of the process is guided by a model
of learning that provides a complete response history which then in turn feeds 'a
Markov model. The optimization procedures are based on empirical results of
transfer and acquisition using simple models of the performance during learning.
Trial by trial selection of items and exercises procedes from a determination of
each student's ability and each item's difficulty. At the most global level,
optimization is over the allocation of student time to each strand.

In these procedures, Atkinson has captured the crucial questions otinstruc-
tional design that each teacher asks:

._,.. 1. What items and exercises should I give?
2. flow should the student's time be distributed over the different classes of

work?
3. How should the resources available for instruction be. allocated among the'

students?

Atkinson shows 'how far one can go toward answering these questions with
relatively simple models of performance during learning. His experiments on the
optimum sequencing of vocabulary items indicates the kind of gains one can
expect froM the systematic selection and presentation of items for study.
Improvement of the order' of 50 and 100% arc, indeed, impressive results.
Atkinson points out that 'comprehensive theories of learning are not necessary to
produce important differences in rate anddegree of learning.
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I view Chapter 4 by Atkinson as a landmark for ('Al applications. In it we see
three impvrtant demonstrations' of the state of the art in appropriate applica-
tions of computer based instruction. First, the ,Basic Instructional Program (BIP)
represents an appropriate use of the computer-as a problem solving tool. The
learner masters a programming language tinder the direction of the system which
assesses his or her level of problem-solving skill and tutorially guides the learner
through increasing levels of skilled performance. It has been several years since I
leveled the criticism that most CAI. work did not use computers in ways for
which they were intended (Gregg, 1970). Clearly that comment calmot be
applied to Atkinson's work. The second part of Atkinson's cliapter describes his
analysis of the reading task and, it's acquisition. Herr a sophisticated analysis of
the skills required in reading is presented and a series of exercises within each
strand defined. Although on a trial by trial basis, the model that determines the
sequence of learner experience is a powerful application of decision theoretic
idcas to transfer froM strand to strand in a complex structure based on task
analysis. In that earlier criticism, I said that it seemed o wasteto use computers
as glorified memory drums. Atkinson's program for the instruction in initial
reading hears no resemblance to so stupid a machine. Perhaps the only legitimate
criticism that remains is that certain complex cognitive tasks that require under-
standing will require complex cognitive analyses. In the chapters that follow,
models of semantic memory, sentence comprehension, and understanding writ-
ten problem instructions-point the way for these new developments.

SUBJECT STRATEGIES AND TASK ANALYSIS

Resnick's review of concepts underlying the analysis of instructable components
poses several challenges. The issue is how to combine components logically to
produce the desired behavior of presumably higher complexity. Instructional
design rests on the prethise that a sequence of componetit tasks can be identified
and then mastered in some order to produce behavior. The integratiotican'have
logical:Amplications. The ideas of Osherson (1974) on logical grouping capture
the hierarchical nature of performance combinatorics but not the order infor-
mation that I have stressed so heavily in this discussitin...

The reason I believe serial order is so important is evident when we consider
that a subject strategy consists of a sequence of cognitive acts involving shifts in
attention and transformations of objects.,alus, in any problem-solving task or
learning situation, a complete description of the psychological problem space
must include the representation of the,specifie objects and the set of operator
to he applied. In a later char;ter, Simon and Hayes discuss problem isomorphs
where superficially distinct problems map onto the same pfoblem space. Hence:,
difierenees in pioblem- solving performance can be attributed, a failure to find
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an efficient representation for the task. But here I am talking about performing
an identical task where only the instructions to the learner vary.

In a recent, unpublished. experiment by Gerritsen, Gregg, and Simon, the
subjects were instructed M three strategies. All other conditions of the experi-
ment were the same. The strate however; caused the subjects to attend to
different aspects of the .problem u it was being solved. Both the stimulus
information and the transformation rules were different for each strategy.

The experimental task was similar to Restle's (1970) serial pattern' earning
task. The probleht was displayed before the subject consisting of a digit from
one to six and a series of .3; 4; or 5 letters which, stood for the 'symbolic
Operators:. Tawas transpose, add one; M was mirror, obtain the sevens compli-
ment; and R was repeat. The subjects responded by pressing buttons labeled
with the values one to six on a panel in front of them.

The three strategies were called the Doubling, Recompute, and Pushdown
Methods. Each specified a different information processing sequence and each
resulted in quite different respOnse measures and error patterns. In fact, perfor-
mance on the task varied by a factor of 3 to 1, from 2244 msec per response for

the Recompute MethOd to 721 msec per response for the Doubling Method.
Such robust effects from instructions-alone argue that any attempt to identify-
ing, skill componen,ts must be certain of their implementation in terms other
than task variables.

CONCLUSIONS

The moral of this research story is simply that subject strategies are crucial to an
understanding of. cognitive performance. One way of viewing the entire problem
of instructional task analysis is to say that the goal is to specify a complete set of
subject strategies sufficient to the task, to map feasible strategies onto the
current information processing skills of the learner, and finally to develop

instructional methods and materials such that the learner acquires those strate-
gies that have the greatest educational value.

Resnick, in Chapter 3, showed that children will invent strategies and these

may be more efficient than those derived by curriculum designers. Chapter 7 by
Green° will show that we can teach better or worse strategies. The challenge for
instructional,design is clear.
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Notes on a Cognitive Theory
of Instruction

David R. Olson

Ontario Institute for Studies in Education

My purpose in this chapter is to discuss five general points presented in chapters
of Carroll, Atkinson, Ca lfee, and Resnick that underlie the discussion or develop-
ment or a theory of instruction.

First, 1 want to indicate my opinion as to the current status of the enterprise. I
believe that a theory of instruction is a legitimate scientific goal and that such a
theory has as examplars some impressive local successes (e.g., Atkinson's work);
However, it is easy to overestimate its current status. As it now stands, the
theory of instruction is very primitive and not at all at a stage requiring. complex

; mathematical descriptions for its expression. Considerations of the nature of
-performance, the nature of knowledge, the nature of the communicable and
instruLible, and the nature of experiencesome of which have been raised by
Carroll and Resnick as well as by others (cf. Olson & Bruner, 1974)are
concepttial issues that must be faced in the attempt to construct such a theory.

At the more specific level of optimal design, that is, research directed to the
production of an explicit instructional program designed to achieve a particular
educational goal, the achievements to date are more inipressive. Programs de-
signedto achievea particular goal, such as those described by Atkinson, Resnick,
and Calfee (Chapters 4,3, and 2, respectively, of this valume), and others sych
as Sesame Stri.et (Palmer, 1975) can be described quite precisely and achieve
their goals duite successfully.

But what is the relation between specific instructional programs, the problem
of design, and a-general theory of instruction? Atkinson raised this point in
regard to the "depth" of the theory based on the set of parameters found to he
relevant to the optimization of a particular instructional program. The 'theory'
is, as I understood him, primarily an equation optimizing the particular set of
parameters for that set of tasks. The problem is that that equation would not be
generalizable to a new, quite different set of tasks. How then do we get to a
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general theory of instruction that would apply to the vast array of things that
are taught to all sorts of learners by a vast array of- meiths? It about this
general theory of instruction that we know so little.

Stated in another way, the relation between particular procedures and general
theory may- be conceives in terms of the relation between design and theory. In
the analysis of instruction are we concerned primarily either with the problem of
designing effective instructional systems (cf. Richards, 1968, 1974) or with the
construction of a theory that would make explicit the nature and consequences of
the experiences managed by formal institutions such as schools. And it is difficult
to serve these two gdals at the same time.

Second, I want to consider what a "cognitive" instructional theory would look
like. If we simply adopt "behavioral objectives" or it' instructional theory is
concerned, only with optimization, cognitive theories are, to say the least, as
luxury. What could a cognitive theory add? As Carroll pointed but, cognition
means knowledge. A cognitive .theory would be concerned with.the nature of
human knowledge, how it is represented and how it is acquired. But in instruc-
tion, we are not concerned with all knowledge but rather with that knowledge
which is of such social valtie that the society creates an institution to guarantee
that it is transmitted to every child growing up in that society. What is that
knowledge and what are the means at our disposal for conveying it?

Carroll argued that a theory of instruction that takes seriously the nature and
acquisition of knowledge would make instuction more effective. Calfee and
Resnick by their research programS show that they agree:And they may be
right. But in being right they would be indistinguishable from any behaviorist or
social engineer, Again, then, what could cognitive psychcilogy add?

Cognitive psychology could be concerned, not with prediction and control and
optimization, but rather with "understandimg." Objective knowledge, borrowing
from Popper (1972), is a record of the culture's solutions of important
problems. As such, knowledge complements the adaptive resources given to us
through the genes and those acquired through our own personal experiences.
This knowledge is coded in terms of the symbol systems of the culture,
particularly natural languagei. Such knowledge is shared and 'therefore social in
nature. In content and in structure and in social significance this knowledge is
distinctive from that acquired via direct prtictical activity; presUmably the
processes involved in the extraction of such knowledge are distinctive and.the
consequences of the acquisition of this knowledge. are unique. A theory or
instruction, therefore, is needed for more than simply improving the power of
our procedures; it is needed to help make explicit just what it is we are doing to
children and adults in the process of socializing them. Then we will he in a
position to decide which of these effects are worthwhile as well as which means
are effective.

To summarize this point: instructional theory should he concerned not only
with optimization, control, or the achievement of behavioral objectives but also,
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amid more basically, with making explicit the nature and.the consequences of the
transmission of socially useful knowledge. Once these processes are explicit they
arc subject to rational consideration, as Popper (1972) has argued. So we require
a theory of instruction that would cast into theoretical terms what is already
going on in the schools. and elsewhere, in the name of instruction and what is
being altered with the introduCtion of new types of programs whether they be
activity programs, or CAI, or whatever.

Third, I would like- to consider instruction as the communication of explicit,
formalizable routines. This point is related to Resnick's interesting suggestion
that good instruction may trade off communicability with formal adequacy. I
recently published an article titled "What is worth knowing and what can be
taught? (Olson, 1973)" in which I argued that, much of the knowledge most
worth havingmaking discoveries, speaking convincingly, writing effectively, and
various social and ethical skillscannot be taught explicitly because the algo-
rithm underlying them (if indeed there are such algorithms) are not known.
Many that are known are too complex to communicate easily (consider, for
example the passive transformation in English). Yet, in another sense, these
important skills may be 'taught' by providing demonstrations and by providing
sessions for repeated practice accompanied by appropriate feedback.

To summarize this point, some knowledge is formalizablean algorithm for
adding, for example, and can be taught explicitly. But other, more complex
skills, including many socially valued skills, cannot be taught explicitly and they
may. have to be 'taught' through demonstrations or modeling and/or through
making allowances for learning through trial and error or muddling. And a
theory of instruction is going to have to specify the nature and the role and the
consequences of modeling and muddling as well as the more explicit intervention
which, for the sake of alliteration, we may call meddling.

Epurth, consider the relation between knowledge and skill or knowledge and
performance. Carroll raised this issue in regard to the' linguist's distinction
between competence and performance. Cognitive psychology contrasts with
behaviorist theory in assuming that knowledge can be wrested from the purpose
for which it was acquired and the con textln which it was acquired and cast into
more general symbolic form, thus rendering that knowledge applicable to a
much wider range of problems.

Schools clearly got carried away with the assumption that the acqUisition of
theoretical knowledge, what Ryle (1949) called propositional knowledge, was the
sine qua non of education, perhaps giving some legitimacy to student's current
protest against the value of being stuffed with "irrelevant" knowledge.

This issue hangs critically upon an understanding of how knowledge relates to
performance. Friere's book The Pedagogy of the Oppressed (1972) makes the
case that the only liberating knowledge is knowledge acquired bY praxisaction
coupled with reflection. Perhaps useful knowledge must be acquired in the
context of action. Minimally, a cognitive theory of instruction must indicate
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how knowledge is related to performance both in its acquisition and its subse-
quent use.

Pil'tli and finally, I want to argue in a preliminary way- that the means of
instruction are not simply instrumentalities in instruction. This point is based on
the concept of the bias of communication (McLuhan, 1964; Innis, 1951). The
way, the means by which one is taught, biases what is learned in a way that has
largely escaped detection. I have recently argued, (Olson, 1974) following the.
leads of Havelock (1974), Goody and Watt (14.68), Bruner, (1966) and others,
that the particular reliance in our culture on the use of language out of the
context of practical action has put a distinctive mark on both our cultural
patterns and our cognitive processes. Specifically, the use of written prose. as a
means of instruction recruits and develops a set of mental competencies that are
general to a wide range of intelligent performances. To illustrate, the fact that
we learn Chemistry froM textbooks which utilize the peculiar language of explicit
written prose results not only in somAnowledge of chemistry but also of literary
skills of a high level. These skillsthe ability to see the logical implications
of written statements, and more importantly, the ability to formulate general
statements from which true inferences can be drawnare mental skills of great
importance and generality. But because they are a specialized set of skills, they are
appropriate only tnr some kinds of tasks; and they may lead us to undervalue other,
equally important but different skills such as those involved in the arts or, for that
matter, those involved in common-sense judgments. Instructional theory will have
to account for the nature or means before it can he regarded as a general theory.

It is this somewhat vague, general, and preliminary level of conceptualanalysis
that, I believe, will yield new understanding ofthe nature of instruction.
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Part II

PROCESS AND STRUCTURE
IN LEARNING

As the anatomist, with his .microscopicall'
study of the stomach, may finally suggest
the ways for cooking more digestible food,
so the experimental psychologist will com-
bine and connect the detailed results more
and more, till he is able to transform his
knowledge into practical educational sug-
gestions Single disconnected details are
of no value for such a practical= transforma-
tion; and even after 'all is done, this more
highly developed., knowledge will be but a
more refined understanding of qualitative
relationsnever the quantitative measure-
ment which so many teachers now hopefully
expect [Miinsterberg, 1898] .
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Cognitive Objectives
of Instruction: Theory of
Knowledge for Solving Problems
and Answering Questions

James G. Greeno

The University of Michigan

A great deal of progress has been made in recent years toward the understanding
of many cognitive processes, Psychological theories that have been developed
and tested deal with perceptionjnemory, thinking, and language processing at a
level of detail and specificity that is an order of magnitude beyond the theoreti-
cal concepts available only a few years ago.

My purpose in this chapter is to show how some of this body of theory can be
used in the formulation of instructional objectives. The motivation for this is
quite simple. The goal of instruction is that students should acquire knOWledge
and skills of various kinds. A rich set of concepts has been developed in scientific
psychology that can be applied to analyze the structure of knowledge and
cognitive skills: Thus, it should be possible using those concepts to carry out
analyses of the knowledge and skill that are desired as outcomes of instruction.
It may be expected that the explicit statement of instructional objectives based
on psychological theory should have beneficial effects both in design of instruc-
tion and assessment of student achievement. The reason is simple: we can
generally do a better job of accomplishing something and determining how well
we have accomplished it when we -have a better understanding of what it is we
are trying to accomplish.

The vieV, I am taking has much in common with the opinions of many,.
educational psychologists (such as Anderson & Faust, 1973) who recommend
that instructional goals be formulated as behavioral objectives. In the view taken
here, development of instructional objectives begins with consideration of the
kinds of tests used to assess whether students have, acquired the knowledge
intended as the outcome of learning. But rather than just specifying the behav-
iors needed to succeed on such tests, cognitive objectives are developed by
analyzing the psychological processes and structures that are sufficient to

produce the needed behaviors.
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There is an important psychological assumption implicit in the position taken
here. I am assuming that the goals of instruction, including aspects of conceptual
understanding, can be inferred from the tasks that students are expected to
perform during instruction and, following instruction, on, tests. If this is ac-
cepted, then it follows that a theory specifying cognitive structures and pro:
cesses sufficient to perform those tasks is a candidate hypothesis about what the
instruction is trying to produce. Of course, any candidate that,is proposed can
and should be questioned regarding issues of substance. 1 am confident that the
specific features of the objectives I will present here can be improved, although I
have tried to incorporate reasonable psychological assumptions into these illus,
trative cases. However, the general kind of description offered here should be
taken, as a completely serious proposal about what the goals of instruction are
like. It may be that_when we see what kinds of cognitive structures are needed to
,perform criterion tasks, we will conclude that something important is missing;
but if that is the case, it also will be important to identify a more adequate set of
criterion tasks in order to ensure that instruction is promoting the structures we
think are important.

I have chosen three substantive. domains in which to develop illustrative
'cognitive objectives of instruction. The first is elementary material in fcurth-
grade fractions; the second is introductory material in high-school geometry, and
the third is some material from introductory college psychology dealing with
auditory psychophysics. None of these is developed to anything near a complete
and detailed set of objectives; however, I hope that I have developed a suffi-
ciently specific example-in each case to make the enterprise credible. One reason
for choosing these three examples is that they represent instruction carried out
at widely different age levels. I believe that our current stock of concepts and
techniques in cognitive psychology Is adequate to the task of analyzing instruc-
tional objectives from elementary school through college, and my choice of

-examples is meant to back up that belief.
A. related point about the choice of examples is that they illustrate some

important broad relationships between knowledge that is imparted to students
of different ages. The knowledge needed to do computatiOns with fractions
seems to involve a Simple kind of algorithmic skill that can be,expressed easily
with flow charts. Suppes and Morningstar (1972) developed similar models for
analysis of addition, subtraction, and Multiplication; Suppes (1969) has called
these automaton models. Tasks used for instruction in high-school geometry
require a more complicated set of procedures and knowledge structures. Knowl-
edge that is required for geometry can be .represented as a production system,
including mechanisms that are found in current theories of problem solving (e.g.,
Newell & Simon, 1972) for setting goals and searching in a problem space, The
problem-solving system uses numerous procedures of the kind taught to elemen-.
lary-school students, so knowledge of the first kind is embedded in the more
complex structures required for the more mature learning,
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The instructional objectives for college psychology seem to require still an-
other. level of complexity. Understanding auditory psychophysics requires ac-
quisition or a complex network or concepts of the kind we are familiar with in
theories of semantic memory (Anderson & Bower, 1973; Kintsch, 1974; Nor-
man, Rumelhart, .& Group, 1975;'Quillian, 1968) and performance on many

kcriterion. tasks (sudi as essay examinations) requires a procedure for generating
paragraphs in answer to complex questions. We are just now beginning to
explore the kinds of cognitive capabilities needed to produce structured verbal
output at the level of paragraphs (e.g., Abel Son, 1973; Crothers, 1972; Frederik-
son, 1972; Rumelhart, 1975). The mechanisms of generating explanations
apparently share significant features with mechanisms of generating solutions for
problems, but there are also significant differences, due at least in part to the
more open-ended quality of the task.

EXAMPLE 1: FRACTIONS'

Much of the work on fractions required of students involves carrying out
calculations such as finding equivalent fractions, adding and subtracting frac;
tional numbers, and finding common denominators. Ability to carry out those
calculations is a minimal objective of instruction, and it can be represented in a °
psychological theory as a flow chart showing the component processes of the
procedure. In general, the procedure is not unique- -there are more ways than
one to calculate the correct answer. Alternative procedures can be represented in
different models, or incorporated in a single nondeterministic model that allows
different branches to be taken.

ProceduralRepresentation of a Concept

Figure I Shows a procedure for adding two fractions. The upper part of the
diagram shows a procedure for finding fractions with a common denominator
that are equivalent to the numbers given in the problem. The lower part sketches
the operttion of checking the answer and reducing if necessary-.

If the procedure shown in Fig. 1 is accepted as a psychological model of adding
fractions, then it is a candidate for an instructional objective in the elementary
mathematics curriculum. The concept of adding fractions is a procedure, and a
goal of instruction is to have students acquire that procedure as part of their
cognitive equipment. The idea of 'representing a concept as a cognitive procedure

I have been privileged to participate in a number of.discussions of children's learning of
fractions with .my colleague Joseph Payne and his students: Many of the opinions and
judgments that I have about fractions have been developed in' those discussions, 'although
Payne and his group surely should not be held responsible for faults in my understanding.
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FIG. 1 Procedure for addition of fractions.

find equivalent
fraction:

c c'

is familiar in recent theoretical work. Examples include Hunt's.(1962) analysis
of categorical concepts as procedures for classifyigg stimuli, and Winograd's
(1972) theory of language understanding, where concepts are procedures for
identifying objects and answering questions about their locations.

Cognitive Representations of Quantity

Proc'edures like Fig. 1 can compute answers, but they lack conceptual under-
standing of a kind that many educators would wan:. students to acquire. Texts
such as the one by Payne, May, Beatty, Wells, Spooner, and Dominy (1972)
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include numerous exercises like the one shown in Fig. 2, for which the student is
to fill in the blanks of " out of pieces are shaded." Other exercises present
sets of discrete objects, such as a .row of circles, some of which are colored
differently from the others, with a question " out of circles

are red." The intent is for students to begin by seeing fractional quantities,,,
represented pictorially, as parts of regions or as subsets.

An important issue in the theory of mental computation is thg way in which
quantitative information is represented. A procedge like Fig 1 is neutral with
regard to the representation of'quantity that is, quantities could be repre-
sented in a variety of ways and the procedure could.be designed to work on any
of them. I suggest that the instructional objective reflected in exercises like Fig.
1 can be represented in a theory about the ways in which fractional quantities
are represented.

I will distinguish here among three representations of quantity; there probably
arc more, but these' seem to be the main possibilities involved in elementary
instruction. The first representation is just an ordered alphabet of numerals,'
Students 'can count, and the list produced by counting provides a precedence
relation on the numbers. Basic operations of addition, subtraction, multiplica-
tion, and division may also be stored as relations on numbersfor example, "five
times three equals 15," may be in cognitive structure as a sequence of verbal
associations.

A second representation involves actual or imagined quantity, the number of
items in' a set. A system could be designed with a counting mechanism for
assigning a number to any set, but with operations of addition, multiplication,
and so on carried out on sets rather than directly on numbers. For example, to
find 5 X 3, imagine a set of five objects, then imagine three of those sets, and
count the total number of objects in the three sets.

A third representation uses geometric forms, and quantity is represented as the
spatial extent of a form. Addition and subtraction can be represented as moving
to, the right or left on a number line. To multiply 5 X 3, imagine a rectangle
divided vertically into five sections, where the measure of each section is taken
to be one. Then the rectangle is made three times as largeimagine two more
rectangles just below the first one with the three rectangles concatenated,
forming a single large rectangle. The total measure of the large rectangle is 15; as

FIG. 2 Diagram representing a fraction spatially.
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could be confirmed by counting all the sections of si4e equal to the original
sect ions.

. It would not be realistic to suppose that arithmetic operations are generally
carried out by anyone as operations on sets or regions. No one multiplies 9 X 7
by. imagining nine objects, each reproduced seVen times, and counting the total;
we remember that 9 X 7 is 63. However, teachers. and writers of texts apparently
feel that it is useful to introduce procedures for manifjulating quantity as
operations on spatial representations or on representations of sets.. If Piaget
(1965) is correct, addition and multiplication of numbers depend on the same
basic cognitive operations as additive and Multiplicative combinations of sets
(and, we might suppose, regionsthough that may involve some 'additional
sophistication about space and geometry; see Piaget, Inhelder, & Szeminska,
1960). With or without Piaget's theory, it is reasonable to assume that students'
acquisition of basic arithmetic,,concepts is aided by connecting those concepts
with operations on sets and spatial quantity, since they have observed many of
those changes in their experience.

When fractions are introduced, they can be related eithr' to diagrams Showing
geometric shapes divided into pieces, or to diagrams shoWing sets of objects of
different kinds. Fractions can also be defined for the students as a combination
of operations including a multipliCation and a division (Dienes, 1967b), although
this would generally be done in connection with diagrams involving sets or

-regions. I will not try to present a full analysis,here of \all the relative advantages
of various ways of presenting fractions. My goal will be, to show that the
cognitive representation of quantity can play an important role in pr6cedural
represdntations of mathematical concepts. I believe that the formulation of?.,

psychological theories involving different representations gives some new clarity
to the issues involved in choosing a way to present mathematical concepts, and I
will-illustrate this with some discussion of the issue regarding fractions. However,
this discussion should be seen as an illustration of a way in which cognitive
objectives can he used <in .discussion of alternative instructional methods, rather
than firm Advocacy ofa particular method.

Alternative Objectives with Differing Representations

The plan of the rest. of this section is as follows: 1 will present three models that
find equivalent fractions when the,denominator of the fraction to he computed
is a factor or a multiple of the fraction given. One of the models incorporates a
process of generating a unit region and operates on that region by forming
subregions either by subdividing or collecting pieces pf .the region. A seeond
model uses a process of generating sets, forming subsets by partitioning the set
and generating members. The third model is a simple algorithm for computing
equivalent fractions using operations of multipliCation and division defined on
numbers. The eason for developing these models is to show how theoretical.
analysis of a task can provide specific, psychological characterizations of alterna-
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count marked
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x = number
counted

output x ;

exit

FIG. 3- Procedure for finding equivalent fractions, ising spatial representation of fractional
quantity.

tive instructional goals. I will also give some tentative discussion regarding
implications of the ,different models for acquiring ether concepts related to
equivalent fractions.

A model that uses spatial processing of a region is shown in Fig. 3, and Fig. 4
shows traces of the program as it solves two problems. This model and the ones

13 5



130 JAMES G, GREEN()

2.

3.

5.

5 15

c b

M 3

6. x = 6 0

7. output: 6T5-

6 x

4.

5.

EAU
!BM

6. x = 2

output: 2

FIG. 4 Traces of the procedure for equivalent fractions using spatial representation:

that follow assume that the.problem has been formulated so-that one denomina
tor is a multiple of the other, and the answer is an integer. If these conditions are
not satisfied, these processes return failure. The representation of fractions in
Figs. 3 and 4 is like the one shown in Fig. 2, and a reasonable-curriculum would
use introductory exercises like Fig. 2 as preparation for learning the st ucture'of
Fig. 3.

Figure 5 shows a model of finding equivalent fractions using a process that
includes a mechanism for generating sets, members of sets, and subsets. A trace
of the program's solution of two problems is shown in Fig. 6.

A third model of finding equivalent fractions is given in Fig. 7. This represents
a simple algorithm for finding the correct answer, without the involvement of
any imagery or diagrams.
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FIG. 6 of the procedure for equivalent fractions using set-theoretic representation.

It should be noted that some features of processing assumed in these models
are based on my intuition rather than on any data that I am aware of. For
example, the First step in the problem 6/15 = X/5 in Fig. S when it noted that
c < b is to imagine (or draw) a set having e subsets as elements. In effect, I have
assumed that a subject generates abstract place-holders that will become sets
when elements are generated. There are alternative models that are also plausi-
ble. For example, one might assume that initially a set with b elements is
generated; then they are grouped into subsets having M = b/c elements in-each
subset; then the elements in a of the subsets are marked; and finally Xis found
by counting the marked elements. As far as I know, the choice I have made in
showing Fig. 5 rather than the model sketched above is an arbitrary one.

1 3 r3
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Two comments should he made about these arbitrary features of processing
that are incorporated in theories presented here. First, in many cases experi-
mental tests of the models could he developed to distinguish between alternative
models, if it were conside'red important to distinguish between them empirically,
Second, it may not he critical to distinguish between models differing in
.processing details if the details lack important implications for quality of student
perforit ante in instructional situations, or the ability of students to progress to
further stages of knowledge and understanding, The variations that I have
thought ()I' within the three classes of models that I have presented seem
relatively unimportant to me as regards instructional implications.

However, I think the differences among the three models diagrammed in Figs.
3, 5, and 7 probably are significant in connection with students' ability to use
concepts of fractional quantity in later learning and in situations that arise in
experience. It is a reasonable hypothesis that procedures like those of Figs, 3 and
S are important in applying fractions in situations that arise,in experience. The
argument is-as follows: in situations involving continuous quantity (such as

identi fy
b, x in

c.ortpute

: t

exit:
FAIL

COminte

M t c

X = a : M

'
exit.

FIG. 7 Procedure for finding equivalent fractions, operating directly on numerical
representations.
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fractions of cups of substances used in cooking) and in situations involving sets
of discrete units (such as fractions of individuals in a group who favor a certain
action) there is quantitative information. It is likely that a person will have a
cognitive representation of this information in the form of a spatial representa-
tion of continuous quantities, or a set-theoretic representation of discrete units.2
Then procedures that. can use those representations directly are more likely to be
applied .than procedures that require translation from those representations to
numerical representations, such:as Fig. 7 would.

The other consideration involves acquisition of further structures involVing.
tractional quantities. There .are reasons to expect that the spatial representation
involved in Fig..,' may provide a better basis for understanding addition and
subtraction of fractions than the operations on sets involved in Fig. 5. Note that
if Fig. 3, the two equivalent fractions (such as s and 6/is) are represented in
the spatial domain as equal quantities. In the set-theoretic representation a
change in the denominator involves a change in the number of elements in the
set: this means that the relationship that is preserved between equivalent frac-
tions does not correspond to an invariant quantity.

Now consider adding two fractions such as It clearly is possible to do
that in either representation, but it seems more natural in the spatial representa-
tion where changes to common denominators do not require changing the spatial
size of the unit. In the set-theoretic representation, fractions with different
denominators have different numbers of elements in the'total sets- for example,

involves a set with live members, while 6I is involves a set with .15 members.
Thus, it might. be expected that when students have learned to think about
fractional quantities as parts of regions, they might more easily learn addition
and subtraction of fractions than if they learned to think or fractional quantities
as subsets. This expectation has some support in a study by Coburn (1973), who
compared two instructional sequences for introducing fractions. In one condi-
tion, fractions were introduced with diagrams of regions, with a fractional
quantity corresponding to the part of the whole region shaded or marked in
some way. The other conditiOn involved presenting fractions as ratios, primarily
of 'numbers ()I' objects in different sets (such as the ratio of squares to circles,
where there- might be five squares and eight circles). Both sequences included a
unit on addition ,nd subtraction of fractions, although the ratio group required
some instruction on part---whole relations prior to learning about, adding and
subtracting fractions. The two groups did equally well in addition and subtrac-
tion of fractions with equal denominators and on other general problems
involving tractions. However, in . addition and subtraction of fractions having
unequal denominators, there was a substantial advantage favoring the group

1 here is evideme that persons represont quail tltative information in spaliarimages, even
,.11en the information' is presented vertialiv .see f)eSoto. LondtM, and Handel. 1965;
1 f tit:0111(_11er, 196ti;P tts.1972.
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receiving the introductory material based on regions rather than ratios of the
numbers of members in sets.

The hypotheses developed here about alternative representations and addition
or subtraction of fractions also seem to favor the spatial model regarding transfer
to other topics, such as decimals. Representation of fractions as subsets implies
that equivalent fractions are equivalent relations between quantities that are not
equivalent, and when applications involve equivalent quantities there may be a
conceptual difficulty produced by the set-theoretic representation. On the other
hand, numerous concepts and applications involving fractions apparently call for
understanding of the kind of invariant relation involved in the set-theoretic
representation. This seems to be the case for multiplication and 'division of
fractions, and for many.applications involving percentages (cf. Begle, 1967).

It seems surely to be the case that the desired outcome of instruction included
both the models shown as Figs. 3 and 5, and the model of Fig. 7 as well, since
that provides for efficient computation. There are important psychological and
pedagogical questions regarding relations among different representations of
quantity. I will not try to develop an analysis of those relationships here. It
would have to be largely speculative at this stage of our knowledge, but
considerable attention is being given in current research to problems that should
provide substantial clarification of this issue.

Conclusion

The examples worked out here for fractions have the feature of all task analyses
in showing it some detail what it is that students must do in order to perform
successfully on exercises and tests. The knowledge needed corresponds to
procedures for carrying out computations, and at least in the present treatment,
concepts such as addition of fractions and equivalent fractions are a °form of
procedural knowledge. The procedures can be defined on different representa-
tions of fractional quantity, and alternative models of the concept of equivalent
fractions were presented, based on representations involving spatial extent,
numbers of elements in sets, and simple numerical representation. Implications
of the differences among the models were suggested.

EXAMPLE 2: EUCLIDEAN GEOMETRY3

As students progress in mathematics training they are expected to carry out
tasks that are more complex and require greater skill in solving problems. Plane

I am grateful for the assistance of John Greeno and Katie Greeno who provided
thinking-aloud protocols of their solutions of problems in geometry. We worked through the
section of parallel lines in a text by Clarke (1971), intended for preparation of students for
the British ordinary-level examinations.
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FIG. 8 Diagram for a problem in angles and parallel lines.

geometry, taught the ninth or tenth grade, requires sophistication in problem-
solving procedures that is qualitatively difft:ent from that represented in the
instructional goals for fractions.

The major new requirements involve mechanisins for creating goals as part of
1;1C prqcess of solving problems. In most exercises in elementary- arithmetic,
some numbers are presented and a procedure is specifiedfor example, "Add -+
+." In many exercises given in high school geometry, a situation is presented and
a goal is specified, and the student is required to supply a set of procedures for
achieving the goal. In order to understand what students must know in order to
succeed on problems of this kind, we need to use concepts taken from the
theory of problem solving, where goal-directed search mechanisms have been
analyzed (Newell & Simon, 1972).

Consider the diagram shown in Fig. 8; the questiott is, "Given that P = 30°,
find Q." This kind of problem is given is a,geometry course when students have-
studies parallel lines with transversals, and before they have the theorem that
opposite angles in a parallelogram are equal. Solution. requires relating angle Q to
some other angle in a diagram which in turn in related to angle P, or finding
some longer chain of angles related to each other. A solution found by one
subject uses the angles marked in Fig. 9, Angle A and angle P are congruent;
because they are corresponding angles, so A = 30°-: Angles A and B are congruent
for the same reason, so B = 30°. Angles B and Q are supplementary because
together they form a straight angle; thus, angle Q is shown to have measure Q =
180° 30° = 150°.

Knowledge for Solving Problems

will now present hypotheses about the knowledge students need to solve
problems in geometry of angles and parallel lines. There are three main comp°-
rents of the theory. First, there is a representation of students' ability to

142



1. COGNITIVE OBJECTIVES 137

FIG. 9 Additional angles used in solving the problem (Fig. 8) and diagram showing
rel:ations between angles and quan tides used in the solution.

recognize relations between angles based on their locations relative to each other
and to parallel lines. A second component represents students' knowledge of
propositions such as, "corresponding angles are congruent." The third compo-
nent is a mechanism that sets goals and selects components of the knowledge
structure that are needed in solving specific problenis.

Recognition of relations. To solve a problem of the kind shown in Fig. 8, one
requirement is that students learn to identify relevant relations between pairs of
'angles. A standard exercise involves presentation of a diagram like Fig. 10, with
instructions to "Find lour pairs of corresponding angles, eight pairs of alternate
angles, and four pairs of verticle angles." The performance required of students
is that they he able to identify certain patterns of relational properties. The
relevant psychological theory is the theory of pattern recognition.

In current theorienif pattern recognition it is assumed that recognition
consists of identifying a learned pattern of features (Feigenbaum, 1963; Hunt,
1962; Selfridge, 1959). The knowledge required to recognize patterns is a
network of feature detectors, linked together in an appropriate way. Figure 11
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FIG. 10 Diagram for identification of angles having various relations.

Start: Identify x, y,

sx, tx, vx, sy, ty, vy

Par(sx ,s

exit: FAIL

eats ide(x ,y ;sx/sy)?

COrr(x,y)

Lalt(x,y)

lexi t: SUCCEED

FIG. 11 .EPAM net for identifying relations between pairs of angles.
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shows part of a-network for identifying relations between' angles. The relations
shown are alternate angles, interior angles (on the same side of the transversal),
and corresponding angles. These are relations between angles with different
vertices, having two sides that are parallel. The notation. used refers to sides of
angle x and tx, and the vertex of angle x as , and similarly for angle y.
Note that at, the top of the diagram there is a test to determine whether the
angles being tested have a single vertex. A positive outcome here would send the
system off to components not shown here, where vertical angles and adjacent
complementary or supplementary angles would be identified.

The system shown in Fig. II has the form of an EPAM net (Feigenbaum,
1963). To illustrate-the recognition system, follow the tests that would occur for
a pair of corresponding angles, such as I) and 11 in Fig. 10. First, the angles have
different vertices: They du have a pair'of sides that are parallel, so par(sx,sy ) is

positive. The'i- remaining sides are not 'a single segment, so ident(t, ty) is
negative. I lowevei. the side of angle //is a straight-line extension of the side of.
angle D, so, extd(tx, , ) is positive. The angles are both above, their respective
parallel sides, so same( v, / sy) is positive, and both are on the left side of
the -transversal. so same y: concat(tx, t is positive. Rai system thus arrives

at corr(x, y) and exits with success.
In EPAM, feature tests are carried out serially. in a fixed order. I will present

some considerations shortly that question this aspect of the model, and I do not.
consider that a critical feature of the theory. The important psychological idea is
that a system for recognizing patterns is a network of feature tests, and students
must acquire such a network as part of their knowledge of geometry.

Network of propositions. Students also learn numerous propositions involv-
ing relations among angles. For example, "corresponding angles are congruent,"
and ."adjacent angles that form a straight angle are supplementary." A set of
ProPositions in memory is commonly represented as a network in which nodes

represent concepts and links represent relations among the concepts (Anderson
& Bower, 1973: Kintsch. 1974; Norman et al., 1975). Several propositions from

geometry are shown in Fig.12.
First, consider connections in the network where nodes are linked by dashed

lines. An example is (VERT .V (LONG X Y), vertical angles are congruent.
Sometimes there, are three properties involved, as where (RT X) and (RT Y) and

(,CONG X 1') are all ioined; the proposition, is that if X and Y are both right

angles, then X and r are congruent.
The dashed arrows in Fig. 12 correspond to inferences that can be made or

conclusions that can he taken. For example, the student can conclude that X

and Y are congruent if it is known that X and Y are vertical angles. The
propositions shown in Fig. 12 thus correspond to productions in the sense of
Newell and Simon (1972), for each prOposition has a condition and an action
component. The condition is given at the tail (or tails) of an arrow, and the
action is given at the head.
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FIG. 12 Network of propositions corresponding to productions used in solving problems.
about angles and parallel lines.

The representation in Fig. 12 simplifies the situation in an important way. The
nodes there represent states of affairs that correspond to propositions. It is
useful in considering problem solving to unpack those propositions and represent
them as relational structures. This is done in Fig. 13. There, dashed lines still
represent inferences that can be made, but they are inferences that derive a
proposition from other propositions. 'Each proposition consists of one or more
elements (frequently angles) and a property or a relation involving,: the ele-
ment(s). Figure 13 also represents several propositions about the measures'of
angles.. For example, in upper right corner there is the proposition, if X and Y
are complementary angles, then the measure of X plus the measure of Y is 90°.
In the upper left corner are represented some complicated but important
propositions about the measures of concatenated angles; for example, if angles
A, B..... K are concatenated to form angle X; then the measure of Xis equal
to the sum of the measures of A, B, , and K. Note that there is no specific
notation to distinguish between the angle X and the measure of angle X. When
an element goes through an arithmetic relation (=, +, or ) it is understood that
the element is the measure of an angle.

Now return .to Fig. 9, and consider the network that represents the relations:
among angles in the diagram used in obtaining the ,solution. Initially, the
information is given that 1' = 30°, and the problem is to find the measure'of Q.
The solution is obtained as follows: First, angle A is noticed, and since A and P
are corresponding angles, the measure 30° is assigned to A. Next, angle B is
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noticed, and since A and B are corresponding angles, the measure 30° is assigned
to angle B. Finally, since B and Q form a straight angle,, the measure of Q is 180°

30° = 150°. Note that each of these inferences is represented in the diagram by
a 'dashed line. The solution bf the problem is shown as a connected relational'',
network that satisfies the requirement of connecting Q with a quantitythat is,
assigning a measure to Q. Each step in solving the problem corresponds to a
proposition found in the network of propositions shown in Fig. 11

Problem-solving procedures. Knowledge structures like those represented in
Fig. 11 and Fig. 13 are necessary for a student to solve geometry, Inq they are
not sufficient. An additional requirement is a system for interpreting a problem,
setting goals, and selecting productions from tlie knowledge base for use in
generating the relations needed totsolution of the problem. The ideas to be
presented here are an attempt to use intuitions about problem solving that have
been recognized for many,years, especially by Duncker (1945), Selz (1913), and
Wertheimer (1959). When a problem is understood, the person perceives certain
structural relations among components of the problem. However, the 'Structural
pattern is not complete, and that is why there is a problem. Thus, problem
solving can be seen as a process of modifying a structure in order to complete a
pattern. Recent contributions to the theory of problem solving have developed
formal representations of goal-directed patteni matching (Hewitt, 1969; Wino-

X Y

CONCAT

measure

90°

-)(

INTSAM

FIG. 13 Network of productions showing propositions as links between relations in coin-
ponent propositions.
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grad, 1972) and search. for operators or productions that achieve progress toward-
solution of a problem (Ernst & Newell, 1969; Newell, 19726; Newell & Simon,
1972).

Problems in the geometry of parallel lines and angles can be solved by a system
that can satisfy goals consisting of patterns that may he matched in the problem..
situation. The system keeps a list of angles whose measures are known, and a list
of relations between pairs of 'angles that have been found during the process of
problem solving. The system knOws about quantitative relations such as (CONG

Y)1' and Y are congruent, and (SUPP X Y), X and Y are supplementary. If
also knOws about geometric relations such as (CORR X Y) and (VERT X Y),
which it can evaluate using feature tests such as those in Fig. 11, and it knows
which quantitative relatiOn can he' inferred from each geometric relation, as

cshown in Fig. 12. -

A problem is presented in the form of a diagram, a.goal, and some given
information. The Nystem assimilates the given information and sets the goal as
presented. For the problem shown in Fig. 8, the structures are

(MEAS P 30) (GOAL * (MEAS Q ?NUM))

(My notation here is a mixture of 'Newell's (1972b) notation for a production
system oriented toward problem solving, and the simplified PLANNER ,syntax
used by Winograd (1973). The asterisk marks the current goal of the systerii;and
is replaced by (:% if the goal is set, aside temporarily while another goal is
attempted. A pattern such as (MEAS Q ?NUM) specifies a property or relation,
first. then the objects that have the property or relation, A questiOn mark
indicates a gap in the pattern, and the goal is to find sonic object that satisfies,
the gap. For example. ?NUM indicates that the gap is to he filled by a number.)

The system works by evaluating its current goal. There are several kinds of
goal, each corresponding to a procedure. The procedure succeeds if certain
specified 'conditions are found in the data structures containing list of known
measures and. relations on angles. If a goal succeeds, the system carries out an
action Called ASSIGN which adds an appropriate entry to the data structure and
deletes the accomplished goal from the goal structure. If the goal fails, a new goal
is created and the old goal is saved. The system tries to accomplish specific goals
first, then retreats to weaker goals that can produce results of possible use to the
stronger goals that have failed earlier.

As an example, when (GOAL * (MEAS 0 ?NtIM)) is evaluated,-each angle
with known measure isexamined to see whether it is part of a structure in which
a quantitative relation links the known angle with angle Q. The procedure used is
a variant of the' MATCH process used in IIAM (Anderson & Bower, 1973). If
such a structure were found. die procedure would return a structure of the form
(QR Q NUM) Where QR is the quantitative relation found (CONG, COMP,
SUPP, or CIR), and NUM is the numerical value of the known angle found in. the
structure. If the goal succeeded, the system would carry out the action ASSIGN-
MEAS, creating a data structure in which. Q would he assigned a measure equal
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to NUM if the relation found were CONG, or 90 NUM if QR were COMP, or
180 NUM if QR were SeiPP, or 360 NUM if QR were CIR. In solving the
problem of Fig. 8, the goal of assigning measure fails initially, so the system
takes the action (SETGOAL (?QREL Q ?ANGM).

Now the goal structure is the following list:

((GOAL * (?QREI, Q ?ANGM))(GOAL, % (MEAS Q ?NUM)))

Again, the system examines the angles with known measure, hoping to create a
structure in which a quantitative relation links angle Q with a knoWn angle. This
goal s.:cceeds if there is a data structure in which Q is linked to a known angle
through one of the geometric relations (CORR, VERT, ST, ... ) from which a
quantitative relation can be inferred. Again, no such relation is found, so the
system tries to create one, setting up .

(GOAL * ( ?REL 0 ?ANGM)).

This goal examines the angles With known measure, testing the features of each
one. in relation to Q using the recognition network shown in Fig. 11. This rails,
since P, 'the only known angle, has no side that is either identical to a side o Q
or ti straight-line extension of a side of Q.

The system hash failed in all its attempts to directly link Q with an angle that
has known measure. It then retreats to the-following goal:

(GOAL * ((MEAS ?ANG ?NUM)(NEARER 0 ?ANG ?ANGM))).

This goal tries to assign measures to some angle that can be found in the dia-
gram that is nearer angle Q than some angle whose measure is already known. The
property NEARER is defined on a path consisting of transversals between
parallel lines. The procedure takes P (still the only known angle) and works
through its list of geometric relations until it finds one that it can pair with P
and match the features of the pair: with the pattern needed to identify the
relation. In the diagram of Fig. 8, all the geometric relations can be found for
angles paired with P; presumably the one that is found is the one at the top of
the system's list of relations. (Note that trying to find an angle fitting a specific
relation involves activating a terminal node in the recognition network and
jesting the pattern of features connected to that node, rather than working

'down the network from the top. The process is again analogous to.the MATCH
prp.cess in HAM (Anderson & Bower, 1973). in this case the probe received by
MATCH is the angle P and a terminal node that names a relation.)

The goal finds angle A and identifies the relation (CORR P A), then returns
the structure (CONG /1 30). This leads to assigning measure 30 to angle A in the
list of known angles. Now the system returns to its previous goal (?REL Q
?ANGM), With a new known angle is the. list, a geometric relationwith 0 might
be found; but it is not. (Note that all the features of corresponding angles are
present except the last one requiring that the angles be on the same side of the
transversal.) This causes the system to recreate the goal ((MEAS ?ANG ?NL
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M)(NEARER Q ?ANG ?ANGM)), which succeeds through finding (CORRA
and returns (CONG B 30); then the system assigns measure30 to angle B.

Now the system returns to its goal (?REL 0 ?ANGM) again, and this time it.
finds a ,known angle related to Q: the goal now returns (ST 0 B) and this
structure is 'entered in the list of known relations. Now the preceding goal,
(?QREL Q ?ANGM) is reactivated and it succeeds, returning (SUPP Q B).
Finally, the system returns to the initial goal (MEAS Q ?NUM) and this-
sucCeeds; the last act is to assign measure 150 to angle Q.

The preceding illustrates. the process of problem solving. I will now present a
brief description of the general features of! the problem-solving system. At the
highest level, the procedure is a production system, that takes a goal as a
Condition, and evaluates qhe goal as an action. Then the outcome of evaluating
the goal becomes part Of the condition, and an action of creating a data
structure is carried out if the goal succeeded; otherwise, a new goal is created. At,
this level, the, model represents general skills involved in problem solving,
including such strategies as Lrying to find a direct link between daca and
unknowns, and then if that fails working on something more complicated.

The procedures for evaluating goals incorporate knowledge about the rela-
tional properties and propoSitions involved in the task domain. Each evaluation
procedure looks at data structures that represent relatiOns among components of
the problem, and determines whether other needed relations can be inferred.
This amounts to a prodwition system functioning .at the level of specific
inferences made during the process of solving a problem. As an example, the
process of evaluating the goal (?QREL X ?- ANGM) and the procedure
(ASSIGNQREL) is equivalent to the following set of productions;

(GOAL * ( ?QREL X ?ANGM )) and (GOAL % (MEAS Y ?NUM)) and
(RT X Y) (COMP .V Y)
(ST X Y) > (SlIPP X Y).

(CIRCLE X Y) t CI R X Y)

(VERT X Y) +(COM; X Y)
(CORR X Y) -r (CONG Y)

(ALT X 1) > (CONG X Y)
(INTSAM X Y) --.(SUPP X Y).

That is, when the goal structure is as shown in the first line, and the data
structure contains the element on the left of one of the other lines, then tEe
element on the Eight of that line can he created.

Pattern Recognition and Constructions

In many geometry problems, the material presented does not permit a solution;
the problem solver must supply additional lines. An example of such problems
is in Fig. I-(;.given that AB is parallel to CD, rind an equiltion connecting X, Y,

150



FIG. 14 Diagram for a problem
requiring a construction.
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and Z. One solution is obtained by constructing a parallel to AB through the
vertex of Y, creating angles Y1 and Y2 . Then (ALT X Y1) = Y1 and (ALT

Z Y2) L Y2 hiving + Y2 = X Z, and then (CONCAT Y2)11)-* Y =
+ Y2, so Y = X + Z.

The interesting psychological question is how the problem solver thinks of
making the construction. One2 way for this to happen would be to arrive at the
goal of finding a relation between X and Y, test the features of some relation,
and find 'a partial match. In fact, one subject solving this problem said, "If there
were a parallel line here, then X and Y would he equal."

In order to solve problems requiring constructions, the problem-solving system
should he able to detect partial patterns, and should have productions for
completing patterns by adding new points and lines in the problem. Recognition
of the need for a construction is similar. to the understanding of a problemit
involves matching components in the problem with a stored problem and finding
a gap or a partial mismatch. The idea sketched here of constructions related to
subgoals and pattern recognition is quite similar to Gelernter's (1963) treatment
of the problem, where constructions are developed when subgoals have failed,

and a frequent cause of failure has been the absence of a feature that can be put
into the problem with an available construction theorem. The present discussion

has considered only the process of recognizing that a construoion would be

useful: actual mechanisms for making constructions have been described by
Scandura. Durnin, and Wulfeck (1974).

Meaningful Solution Structures

Cestalt psychologists such as Duncker ( I 945) and Wertheimer (1959) empha-
sized the desirability of teaching students meaningful solutions 'of problems,
rather than rote, mechanical forms of solution. The concept of meaningfulness
in problem, solving has generally depended on the intuitions Of authors and.
readers. Perhaps some progress can he made toward pinning the concept down
by examining the relational networks that represent alternative solutions to

problems,
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FIG. 15 Diagram for the pro-
blem of vertical angles.

1 will discuss one;'of the problems that Wertheimer (1959) c6nsidered, the
problem of vertical angles. 1 will present analyses of two solutions that Wer-
theimer presented to illustrate his distinction between meaningful and rote
solutions. These solutions will be compared, and two distinguishable criteria of
meaningfulness will be suggested.

Figure 15 gives notation for the problem of vertical angles. Given that AB and
D are straight lines that intersect at 0, prove that X and Y are congruent.
A typical statement of the proof goes as follows:

1. X+ LAO(' = 180", since they form a straight angle.
2. Y + LAOC = 180" for the same reason as (1).
3. X + LAOC= Y + L 4OC, since they both equal 180°.
3. X = Y, since LAOC can be subtracted from both sides of (3).

A graph Showing the relations in this proof is shown in Fig. 16.
Wertheimer criticized this proof as being rote and mechanical. His evidence

that students fail to grasp important relations included the observation that
when asked to recall the proof, students often write X + LAOC = 180°, Y +
[Bon= and then become puzzled.

An alternative proof that seems to fit Wertheimer's criterion of meaningfulness
could he stated as follows:

1. LAOB and flOC.are congruent, since they are both straight angles.
2. X andLA OC form LDOC by concatenation.

,

FIG. 16 Diagram of a solution
of the problem of vertical angles
primarily using algebraic relations.
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3. Y and LAOC form LW by concatenation.
4. X and Y are congruent, becaUse they form congruent angles when they are

concatenated with the same third angle.

A diagram showing this proof is shown in Fig. 17.
There are two apparent differences between Fig. 16 and Fig. 17: First, Fig. 17

is slightly simpler than Fig. 16. Second, Fig, 17 uses only geometric relations and
properties, while most or the relations in Fig. 16 are algebraic. It seems
reasonable to suppose that both of these properties relate to meaningfulness of a
solution.

One sense of the concept of meaningfulness involves coherent structure, We
would say that a student has better understanding if all components of a
problem are linked closely with many other components, rather than each
element being connected with only one or two other components. In general,
closer linking will correspond to simpler structure. In Fig. 17, the congruence of
X and Y is derived in one step from the congruence of LDOC and LAM
combined with the concatenations involving X and Y with LAOC. In Fig. 16, the
route to X =1( is slightly more circuitous, involving equality of two quantities
because they both equal 18(r, and an algebraic operation'on the expressions X +

OC and Y + CAOC.
It should be noted that the simplicity of a certain kind of solution is well

defined only with respect to a fixed set of productions. A simpler structure than
Fig. 16 would apply to a subject who had a production

+ AO and ( Y + A = M)> (X= Y).

It seems to agree with intuition that a student ,with a richer set of complex
productions would have a better understanding of problems than a student who
had to work out many sequences of small steps. On the other hand, this shows
that the question of meaningfulness cannot be decided on grounds of simplicity

FIG. 17 Diagram of a solution of
the problem of -vertical angles
using geometric relations.
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in favor of one kind of solution rather than another, since either can probably.
have a complex or a simple version, depending on the complexity of a person's
knowledge.

'flu; second feature distinguishing Figs. 16 and 17 is the extent to which they
use geometric relations, rather than algebraic operations. I think that this may
have been what Wertheimer had in mind in referring to understanding structural
relations in this problem, rather than applying an algorithm in a way that often
might seem arbitrary in the sense of lacking motivation in the domain of the
problem.

The distinction can he made rigorous if we define two prOblem spaces, one
having productions that we call geometric, the other having productions that we
call* algebraic. A problem in geonytfry can he solved entirely in the problem
space of geometry, if an appropriate set of productions exists there and they are
found and applied. Alternatively,' there may be a mapping of some geometric
properties and relations into the doMain of algebra. These could be translations
of properties, or they could involve productions that take geometric properties
as conditions and create algebraic objects as actions. When objects are created
that can satisfy the conditions, of algebraic productions, then problem solving
can go on in the problem space of algebra, After an appropriate set of produc-
tions has been applied, a translation back to geometric objects can he carried
out, if it is needed. (Strictly speaking, the solution in Fig. 16 is:incomplete. A
final step using the proposition, "if two angles helve equal measure, they are
congruent," would finish the job.)

The distinction between solving a problem in its own problem space and
translating into another for' purposes of computation probably is subject to
considerable blurring, especially if we consider the result of experience in
applying productions from one domain to solve problems in another. It seems
likely that any pair of productions of the form A -+ B, B C, if used often
enough, would .soon lead to the existence Of a production A C. By a similar
process of fusion, it seems likely that a student who has applied algebraic
operations many times to geometric qpantities (spatial representations of angles,
areas, and so on) would probably have what amoun,ed to a set of productions
ar,manipulating geometric quantities, without explicit translation into algebraic
opefations. Clearly, the question of meaningfulness of a problem solution is
relative to the specific set of productions that a problem solver has'available,
whether we consider meaningfulness as solving in the'problem domain or as
producing as.a solution a well-integrated relational structure.

I have sonic anecdotal evidence that achievement of the apparently more
meaningful solution in ftict depends on the student's having a general production
for manipulating quantities of the form

(CONCAT B) X) and (CONCAT (A C) Y)`.
and (CONG X Y) --(CONG B C).

1 5 1
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One-subject with whom I have worked on this problem did not know how to
prove that vertical angles are congruent when we began. I gave the steps of a'
proof stating the two sums that equal 180°, making a single equation, and
obtaining the equality by subtracting the same quantity from both sides of the
equation. About two weeks later, I asked the subject whether she remembered
the proof; she did not. Then f gave some different examples involving concatena-
tion of quantities. One example involved weighing suitcases by holding them and
standing on a scale. If two suitcases produce the same weight when they are
combined with a person, the suitcases must be of equal weight. The other
example involved distances from city to city given on a map. f the distance
from Liverpool to London via Birmingham equals the distance from Birmingham
to Dover via London, then the distance from Liverpool to Birmingham must
equal the distance from London to Dover. With these items of background, the
subject generated the proof of equal vertical angles. Then she solved Wer-
theimer's transfer problem where the angles shown are overlapping right angles,
and she remembered the proof about vertical angles on two later occasionsone
two days later and the other seven months later.

This anecdote 'does not provide sufficient evidence for any definite conclusions
about exact structural relations 'in the problem of vertical angles. It does
illustrate a use of the theoretical analysis in identifying the cognitive component
needed to solve special problems. In this case, if my analysis is correct, the
needed component is a production dealing with combinations of quantity in a
general way, rather than with specific geometric concepts.

Conclusion

Geometry represents at least two levels of knowledge that are more complex
than are involved in the simple kinds of computation involved in elementary
fractions. The recognition network needed to identify relations between angles
involves a concept in the form of a procedure for processing stimulus features.
That seems no more complex than the procedures for finding equivalent frac-
tions and other similar operations in elementary arithmetic. However, the
inferences needed to solve problems require a network of propositional knowl-
edge corresponding to productions that take properties and relations as condi-
tions and generate new relations as actions. And the system requires general
knowledge of relations between goals, to select propositions in a way that will
lead to solutionsto problems that are presented.

The general analysis of problem solving as recognition of partial patterns
provides a framework for analyzing the process of recognizing the need for a
construction in a geometric problem. The 'framework also provides a way of
comparing solutions of problems that partially clarifies the troublesome concept
of meaningfulness in problem solving.
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EXAMPLE 3: AUDITORY PSYCHOPHYSICS

The tasks to be considered in this third Section require yet another increase in
the complexity of performance by a student. Nearly all problems given in high
school mathematics are well-defined problems in the sense that they present a
specific goal and a specific set of premises or data to work from. In many
situations students are asked to produce paragraphs or brief essays as answers. to
questions. While. many questions require only simple retrieval of factual informa-
tion from memory, others present ill-defined problems (R6itman, 1965) in
which the student must generate mare than a path of operations leading to a
goal,

The material that 1 will consider in this 'last section is part of the content of
introductory college psychology, and the selection of content for this discussion
is taken from the introductory text by Lindsay and Norman (1972). I do not
intend to suggest that the kinds of complex semantic processing that I will
discuss here are confined to college-age adults. The processes- are required
whenever a person generates complex substantive material, as in the telling of
stories, and much ()I' that is done by quite young children. Certainly, complex
question answering is expected of students in junior high school and high school
in many of th,eir courses.

Semantic Networks

A structure of concepts and relations can be represented conveniently as a

network, and a majority of investigators Use such .a representation to charac-
terize the knowledge required for answering questions (see. especially Anderson
& Bower, 1973: Kintsch, 1974: Norman et al., 1975). The notation that I will
use here is similar to that of Norman et al. (1975), which also is included in
Lindsay and Norman's (1972) text and is used in Norman's chapter in this
volume. I have, however, reversed the roles of elements and relations, partly to
be consistent with my earlier discussion and partly because some of the diScus-
sion of this material is helped by having attention focussed on relations rather
than on concepts as the main components of the structure,

The content of psychophyics includes concepts from physics, biology, and
psychology. M(vt of the information given by Lindsay and Norman about the
physics ()I' sound is shown in Fig. 18, Most of the relations shown such as ISA,
HAS, and CAUSE have been used, frequently in many discussions of semantic
memory. ISA denotes category membership. HAS denotes a relation of property
attribution, which takes several forms not distinguished here such as having parts
(components or a complex wave) and having units (such as Hertz for frequency).

The representation of Fig. 18 is, of course, higl ly schematic. A complete
description would include many distinctions not made in the diagram, and
would require elucidation of several components. in general, the concepts and
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relations correspond to schemata that can he unpacked if necessary either
\

a
antheorist for more detailed analysis or (in a different sense) by the subject whenn

necessary in :onsidering, specific aspects of a topic or question. An example is'
the concept of a function, which is a general schema involving a relation of
correspondence between members of two or more sets. Thus the node
LATES and the presence of two variables whose values are connected by the
function are expected as parts of the schema indicated hereby the single term
"function." This kind of conceptual embedding is discussed in more detail by
Norman, Gen tiler, and Stevens in Chapter 9 of this volume.

The dashed lines and diagrams in Fig. 18 involve concepts whose understand-
ing apparently includes production of a diagram or image. The hypothesis
involved here is similar to that used in the section on fractions, where I
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presented the idea that. some processing can be mediated by use of a representa-
tion of quantity either insKtial or set-theoretic terms. The use of generative
processes involving images. fdr question answering has been noted before,
notably by Jorgenson and Kintsch (1973) and by Norman (1973). Norman's
discussion is especially pertinent. His example involved, generating a floor plan,
and subjects used rules based on general propertie of rooms and buildings, even
when this led to mistakes in the specific task they ere engaged in.

Just as many of the nodes in Fig. 18 represent oncepts that are not spelled
out in detail, the diagrams presented there only sk tch the representation', that
we would hope students acquire. regarding sound waves.. The procedure for
generating the image of a sine wave should be con tected to the concepts of
frequency and amplitude in ways that I have not woiked oUt in detail, and the
properties of the various diagrams involving concepts vibrations, a pressure
wave, and a sinusoidal function all should be related \to each other in definite
ways not specified here. Analysis of these cognitive str c ures would be a task
well within the technical capabilities available at preset although some new
understanding would probably be achieved by developin detailed models here,
as with other domains.

Figure 19 shows a semantic network containing the main concepts of anatomy
connected with hearing. This figure seems entirely straightforward; however,

`note that HAS has yet another meaning here (the cochlea is characterized by,
some of its properties, and by some of its parts), and the relation CONNECT TO
refers to rather \different kinds of anatomical relations (the way in which the
malleus is connected to the incus is quite differpt from the 'way hair cells are
connected to neurons).

Figure 20 shows network of concepts that refer to events that occur when a
sound wave produce's a neural reaction in the brain. The descriptions of proper-
ties of neural responses of different kinds are severely 'abbreviated here, and
good knowledge of these would involve quite an intricate structure of interrela-
tionships.

An important feature of Fig. 20 is its inclusion of concepts from both Fig. 18
and Fig. 19. The knowledge structure that we expect students to acquire is a
synthesis of all three of these networks. It should be noted also that the
knowledge shown in Fig. 20 should relate strongly to the student's general
knowledge about neural processes, as well as general Concepts of anatomy and
physics.

Process of Answering Questions

Many questions can he answered by a relatively simple process of retrieving \
factual information that is .stored in memory. For example, Fig. 19 contains the 1
answer to the question, "which bohe of the middle ear is connected to the ear I
drum?" A process for retrieving facts from memory has been developed in detail j'

It 5



154 JAMES G. CM El NO

pressur,
wave

C12p)f"

yihrat (7).e-a r drum

(CAI SE)

1 in

CAUSE

vibration

i)
pressure

waves

CA SE)

hone. middle

ea'r

exOtatori

inhibitor

on

increase when

frequencyis on

decrease when

frequency is on

transient response

when frequency

off goes on

ISA
transient response

HA'
transient reponse
when frequency
goes offon-off

when frequency
goes on Or off,

s ee for

HAS
response to

res onse

travelling

bulge

basilar
membrane

maximum

r,u1nt

frequency
(qf sound

, CAUSE)
wave,

twisting

and bending

VAU:A) tiring

hair
ells

neural',

changing frequency

cortical
cells

amount of
local activity

CAUSE)

rate.

CAUSE

CAUSE

_Asynchrony)...

frequency

(of Sound wave)

intensity
(of sound wave)

FIG. 20 Network or propositions about events that occur when a sound is heard.

by Anderson and Bower (1973); it involves entering the memory structure at
components mentioned in the question (in this case, middle ear, bone, and ear
drum) and searching for a match to a specified structure. If a match is found; the
information is retrieved in the form of a propositional structure containing the
answer required. In this example, the matching structure would contain the links

1
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(ISA malleus hone) (CONNECT-TO malleus cochlea), and the answer would be
"the malleu.s."

The process of retrieving facts from memory can be seen as a kind. of pattern
matching; in fact, the mechanism proposed in the preceding section for pattern
matching in problem solving was borrowed from Anderson and Bower's (19:73)
discussion 01 fact retrieval. Some information resides in memory as a substruc-
ture of a person's knowledge. A question is asked, and the question contains
components. that match components of the stored information. The person
retrieves the 'pattern, including components that were not in the question, and
the new retrieved components constitute an answer to the question.

Less specific questions can he asked, and their answers require some selection
and judgment by the person who answers. "What is the basilar ,membrane?"
could he answered (from Fig. 19), "a membrane in the cochlea, connected to
hair cells," or (from Fig. 20), "the thing that has a travelling bulge caused by
pressure waves in the cochlea," or a number of other possibilities; including a
combination of the fwo mentioned above. One thing a student most do is decide
how much information is needed: "tell me about sound waves," can call for a
brief paragraph or a 30-page article or a hook. Also, the degree of specificity
required in an answer sometimes is uncertain. In some contexts, the question,
"where is the basilar membrane?" might he answered best with "in the ear," but
in other contexts, "in the cochlea" might be more appropriate (cf. Norman,
197,3). Clearly, there are some important principles of social psychology operat-
ing in the answering of most questions, in which the answerer applies assump-
tions about the knowledge structure of the asker in deciding what kind of
information is most relevant to the-question. This is understood well by students
who often spend some time during examinations trying to judge "whet the
instructor wants" as an answer to a question.

One class of questions used frequently in examinations seems to raise a special
set of theoretical questions. These are questions requiring explanations of
phenomena or relationships. A relatively simple example is the question,,
"explain how pressure waves in the cochlea produce tiring of neurons." To arrive
at an answer, a student should generate a sequence of compodents each involving
a CAUSE relation. A mechanis I like the one described for finding the measure

-of an angle in Fig. 8 would be suitable. The process might start by setting a goal
of finding an event that cau es firing of neurons, then checking whether that
matched the "pressure way s in the cochlea" taken from the question, and if
not, searching hack further 'until a path of causal links had been established. As
in the case of problem saving, successful performance depends both on having
appropriate knowledge structures and having an appropriate strategy for generat-
ing goals that drive the pattern matching and search processes needed to obtain,
an answer.

More complicated processes are needed for a question such as the following:
"A recording is' made of a performance on a pipe organ. When the recording is
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played at high volume, a certain passage sounds uniform in loudness, but when
the volume is decreased, the low and high notes sound much softer than the
notes in the middle range. lixplain why this occurs." Lindsay and Norman
(1972) present the information needed to answer this question. It involves the
fact that loudness is caused jointly, by.. intensity and -frequency; decreasing the
sound level makes a very large decrease in loudness of low and high frequency
sounds, but a smalkfr decrease in loudness at medium frequencies.

The first requirement placed on a stndent by the question about loudness and
frequency is to comprehend the qiiestion. This requires considerable knowledge
in the subject of psyehophysics, and use of that knowledge in a sophisticated
system for constructing an interpretation of the 'information given in the
question. This is not the place to gii into the theory of language understanding in
detail', but recent contributions to that theory (Simon & tlayes, this volume;
Schank, 1972; Winograd. 1972) make it clear that a mechanism for under-
standing a message makes critical use of knowledge about the meanings of
concepts contained in the message dnd relations of those concepts to other
concepts in the person's knowledge structure.

But beyond comprehension, the student who answers the question must also
have a system for generating an answer that provides an P.. ,-lanation One of the
things students need to learn is what counts as an explanation of something, and
that is definitely, nontrivial when the thing to he explained is a complex
functional relationship. We do not have a theory work&.1 out yet to characterize
just what is involved, but it seems probable that the mechanism will involve
principles like those used by Abelson (1973) concerning the organization of
belief systems and by Rumelhart (1975) concerning the organization of
stories. The student- must know that an 'explanation requires certain compo-
nents. Most explanations either relate the explanandum to some general prin-
ciples or describe a mechanism that performs in the way to be explained (I am
not concerned here with the question whether these are fundamentally similar,
or whether other kinds of answers can he explanations as well.). Thus, an
explanation is organized according to rules, and these rules constitute a schema
that Must be part of the student's knowledge.

When a schema for "explanation" is activated along with a structural descrip-
tion of the relationship to be explained, a search can he conducted for relevant
igtoonation in menioQ,. 1 expect that the explanation given by many people
would he mediated by .a graph of equal-loudness contours, such as the one
shown in Fig: 21. A student who knows about the joint dependence of loudness
on frequency and intensity could have that knowledge in the form of a program
for generating a graph showing the relationship. To use the diagram, the student
would need {whet procedures for interpreting the information produced when
the graph was generated,- In, thiscase, a uniform Secrease4in sound level
corresponds to a horizontal line moving from a high level on the graph down-

'- ward for some distance. An,explanation.of the relative softening of low and high
frequencies would note that a decrease in sound level passes a greater number of
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FIG. 21 Graph representing knowledge about the way in which loudness depends jointly
on sound intensity and frequency.

contours at low and high frequencies than at medium frequencies, and this
corresponds to a greater decrease in loudness at the extremes than in the middle
range.

Conclusion _

In this section I have taken up issues thtt are at the edge of available Iheoietical
concepts in cognitive psychology. The theory of semantic networks is quite well
developed and serves to represent knowledge structures of the kind we try to
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teach in many expository subjects such as psychology. We test students' knowl-
edge by asking them questions, and to perform succeSsfully they are required to
understand the questions and generate appropriate answers, A substantial begin-
ning has been made in the theory of language cy.mprehension, and some
promising suggestions are available regarding generative processes in question.
answering. The available theories do not take us as far in this area as do the
available theories of problem solVing, but enough is understood to permit a
rough sketch of the kinds raf processes that probably are involved.

GENERAL CONCLUSIONS

My goal in carrying out.' this work was to explore the applicability of current
concepts and theories 'in cognitive psychology to topics actually taught in
classroom instruction. The. results have been encouraging. i think we can assert
confidently that our stite, of knowledge and understanding in cognitive psychol-
ogy has now developed fO the point where meaningful contact can be made with
the content of instruction.

In this chapter, the concepts and techniques of cognitive psychology have been
applied to analyses of instructional tasks. Task analysis has been a major activity
of educational psychologists for some time, and Resnick's chapter 3 in this
volume provides a review and discussion of instructional task analysis in relation
to cognitiiie psychology.

Chreful attention to components of instructional tasks is potentially .helpful in
at least three ways. First, it aids in the design and evaluation of curriculum.
materials. Secondly, it,. constitutes useful knowledge for tec,..,hers who have the
task of training students in the skills and understanding that are represented in
the theoretical analyses. Third, it probably would constitute useful information'
for students who have the task of acquiring the skills and understanding

'represented in the analyses.
A important question is whether task analyes that are more strongly em-

bedded, in gcnetal psychological theory, as I have attempted to embed the
illustrations developed, in this chapter, will be of increased usefulness in the

-practice of instruction. It would be pleasant to have strong reasons for a positive
response to that question, but it seems to me that such an evaluation must come
from the potential users ape product not from one who proposes to offer the
product for A tnrther impediment to enthusiasm now is the fragmentary
nature of the illustrations of detailed task analysis based on cognitive theory. A
more reasonable evaluation may be possible when we can display a relatively
complete .analysis of the' knowledge desired as the outcome of instruction in.
some subject such as fractions or geometry on psychophysics. Perhaps tR
conclusion .can he drawn from the present work that it is reasonable to under-
take such an analysis using concepts that are currently available in cognitive
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psychology. Of course, we shoult), expect that an effort to apply current theories
will MOW SIMIC needs for changing the theories. But we have apparently reached
a state of kiwwledjw and understanding that provides a reasonable starting basis
for dv.v,,lopinent instructimal objectives based on general psychological
theory.
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Impression Formation,
Discrepancy from Stereotype,
and Recognition Memory'

Ray Hyman

Univerlity of Oregon

The background :or the research in this chapter includes an interest in the
"prepared mind" (Hyman, 1961, 1964a). Under what conditions, for example,
do preconceptions and prior knowledge about a problem interfere with the
restructuring necessary to achieve a solution and under what conditions do they
help? A particular form of this question is concern, d with the role of dis-
crepancy from prototypes in guiding the course of inquiry and contributing to
the growth of knowledge (Brunswik, 1959; Gombrich, 1961; Hyman,- I964b;
Kuhn, 1962; N1 ischel, 1971),
The motivation of the current research. program is to rind experimental

paradigms to study the. operations of schemata and disclepancies from proto-
types in science, art, and everyday affairs. On the one hand, such schemata
contribute to distortions of reality,. missed discoveries, resistance to innovation,
and other tendencies to assimilate new input to preconceived viewpoints. On the

other hand, they are necessary precursors to the recognition of important
problems, to the detection of anomalies, and w their own eventual adaptation to,
the disturbingdiscrepancies.

Although the experimental paradigm described here is directed primarily to
such .practical issues, both the paradigm and the questions it was designed to
,answer overlap with current research in psycholinguistics, verbal memory, and
cognitive psychology. 'T'his overlap might be taken as an encouraging sign of a
narrowing gap between issues of how we acquire knowledge in the real world
and issues being studied by contemporary cognitive psychology.

The paradigm h baseil on the impression-formation task used in studies of
person perception (Ilastorl, Schneider,. & Polefka, 1970; Warr & Knaplier,

The experimental data were oillected by Janet Poll" and 14. Tram Neill., %cli) ,,also
contributed botli to the dess;m and the analysis if the results,
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l968). In Cie present version, the subject is presented with the description of a

hypothetical individual (see Table I for examples). The description consists of
the name of the individual. the discipline in which he is currently majoring
(Accounting, l aw, or Social Wink), and a Jiaracter sketch written around ten
adjectives or trait. The subject's task is to wad the description, fortis a coherent
impression of the individual described, and then circle those adjectives on a
checklist that appropriately describe the individual.

After performing this task with a small number t;1' sketches, the subject is
unexpectedly tested for his memory of the actual adjectives used in the descrip-
tion of each hypothetical individual. In the experiment to be reported, the test is
for recognition memory. t sing the same list of adjectives as was employed for
the impression task, the subject now indicates which one's he believes were in the
sketch of a given individual as well as his rated confidence in the judgment.2

I he independent variable in the present experiment is the degree to which the
sketch of a hypothetical individual is discrepant from the sterotype of the
category to which he i , assigned. The degree oft discrepancy is determined
operationally by having a nonnative sample of judges rate the similarity of the
individual described in each skofli to the stereotype fat each of the majors.

Schrum] ta, Prototypos, and Srormitypos

We assume that slur subjects possess schemata for the categories consisting Of
Accounting, I aw, and Social Work students.; We view the schema for a given
category as a system or set of criteria by means of which the subject can either
generate or recoginic instances that are members of the category. For the
impression formation task, we further assume that the schema also includes an
ideal., or representative instance of the category- -the prototype -which is em-
ployed as a standard against which new instances are compared.

A schema for the category-of Law Student, for example, would consist of a
prototype of a typical law student along with rules and criteria thaf'specify the
ty pe aril range of permissible transformations that can be performed on this

the literature on memory indicates that the effects that we want to plore within this
paradigm will in,st likely show op m tree or teed recall rather than in recognition memory
1,1. KM! st h, 97o) Noi.ertheless, we employed only recognition memory in our initial
esperiment. Ono reason tor this choice was the hope that %se could obtain many more
mtcrestine, indices of him the discrepancy tram stereotype in the initial descriptions
eventualb, showed up in later rectopition. In our subsequent studies we plan to use recall, or
a combination ot and re, oenition.

' the ,incept or "schema- 11,1s been used in avarietv of ways and has acquired a variety
01 ionnotations within the tield ol p,srll.tlois itore\amplessee Attneave, 1957h: Bartlett;
1912, 1 vans, 1967; Norilmay, 1940, (Wield, 1954, Reed, 1973; Woodworth, 1938). In
this chapter only some of these varied connotations are intended. We Ma ke no assumptions,
for e ample, ab,ut 11,,A the schemata orientate nor about the specific meehankros by which
they operate.
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pro toty pe. When a prototype for a given category is shared by members of a
subculture. as are the prototypes for the Majors used in this experiment, then we
call the piototype a stero)ttpc.

Properties of Me Impressuer Formation Task

The impression that the subject forms on the basis of a small set of traits,seems
to correspond drisely to 13artlett's notion of a schema (Bartlett, 1032). Bartlett's
use of the concept of "schema" has been criticized asbeingyague and inconsis,
tent (Northway, 1940; Oldfield & Zangwill, 1942). One problem is th"at what
Bartlett was pointing to, while real enough, is elusive and hard to describe.
Rather than being a clearly delineated 'cognitive 'structure, Bartlett's schema
scents to be a diffuse, quasi-affective "organized setting" within which the
sub(ect tries to make seiNC of material to he assimilated or to be recalled.

Apparently. the subjects readily form impressions on the basis of a few items
of information ahout an individual. Because there is a great deal of inter-and
intra-subject consistency in the impressions that are formed, social psychologists
attribute an "implicit personality theory" to their subjects. (Ilastorl et al. ,
1970). These implicit personality theories, in the realdi of interpersonal percep-
tion, seem to play a role much like Schank's (1972) system of conceptual
dependencies.

What is of interest for the purposjs of the present research is the fact that
subjects forni coherent impressions even when given information that is inter-
nally inconsistent.'' A major objective, of this research program is to study the
differential effects upon memory (f achieving such coherent impressions of
information that vary in their internal consistency or compatibility. Thus, we
attempt to e\perimentally manipulate the degree of inconsistency while ensuring
that the subjet will he able to achieve a coherent impression.

The adjectives chosen by the subject to indicate his impression provide two
kinds of information about his "inferences" from the description he is given.
First, they milkate the relative influence-upon the subject's initial impression of
4he assigned maim and the character sketch. Second. they provide a baseline for
subsequent memory of the sketch. We can evaluate the relative influence upon
memopy of those adjectives contained in the sketch and those used by the
subject in his initial impression.

tangwill 119.12i cites some'''studies which demonstrate that what the subject
reproduces in recall depends heavily upon his initial response to the original

1tter 4,111111C d this. ttsperiment, we hate discoNered that subjects do not always
term an Int,:,r,Itcd trnpre.sl,r1 In the c\pcIlMetit lit (joihrl (1954) less than one-fourth of
the subiccts attempted to integrate k)r tun' a coherent. basis for apparently discrepant
information atttut a gtRen person, the remaining subjects locussed on one aspect of the
information while i.tratring the discrepant aspect or included both aspects without attempt-
ing to reconcile them.
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tiorthway (1940) similarly argues thast what the subject reproduces in
serial reproduction tasks is not the original stimulus but his initial perception of
that stimulus. And the Russian psychologist, Smirnov (1973) concludes that the
perception It the original material proceeds at two levels. One is the level of
actual details and. the other is the level of a mote abstract impression which we
achieve in our effort to comprehend the material. This notion is much like that
of the schema-with-correction theme as employed by Attneave (1957b) and
Posner and Kee le 119(18, 1970). The,important point is that memory may be
guided as much, if not more, by the general impression.formed at time of initial
exposure as by actual content of the stimulus.

METHOD

Stimulus Matendis

The stimulus consisted of threc personality sketches, each attributed to
a hypothetical individual. Each sketch was written around a set of ten adjectives
selected on the basis of a normative-study in which 12 judges were presented
with a list of 11 occupational majors such as Physical Education, Accounting,
aw, Medicine, Etc. The judges were instructed to imagine the typical graduate

student who would he majoring in each of these areas. For each such typical
major. the judges went through Anderson's list of 555 adjectives (Anderson,
1968) and circled each one that they felt to be descriptiVe Of that individual. On
the basis of the agreement among the judges, six nonoverlapping sets of 10
adjectives iVere selected for tile construction of six separate sketches. Each
sketch was written to tit the stereotype of a particular occupational major. An
attempt was made to employ adjectives that were unique to a single major, that
were not strongly negative on rated likeable-ness, and for whis:h a reasonable
number of equivalent synonyms existed on the list. The three sketches used in
the present study, each paired with the occupational major to which it is most
appropriate, are listed in Table I.

The perceived similarity of each sketch to each major was measured in a

second normative study employing 53 judges, all of whom were drawn from the
same piptil.thon as the subjects in the experiment. The .judges formed an
impicssion of the individual described in each of the six sketches. Immediately
after reading each sketch, each judge described Ins -impression of the target
person by checking the appropriate adjectives on a 200-word checklist. This
200-word checklist had been constructed from Anderson's list of 555 by
eliminating those adjectives that were never or rarely used in the first normative
study. A set i, defined as the normative impression for a sketch, was derived for
each sketch from these initial descriptions. Each adjective that was circled by

or more of the judges was included in the impression set I for that sketch.
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TABLE 1
The Stimulus Materials: The Three Personality

Sis.etches Employed in
This Expvrimero--1

MirlIA1.1 1)1 UN
Michael Decker is currently doing graduate work in .1.aw. During his senior year in high

school, Mic'hael Decker's school counselor wrote the following description of him based
upon interciev., and psychological tests:

Michael is .111 ambitious person who often is impulsive and daring in his thinking and
actions. Being skeptiial, he tends to be outspoken in his opinions. lie tackles problems in an
aggressivemanner. Ile is both talkative and force/id in his social interactions. Although
possessed t.if a fiery temperament, he is quite shrewd in his dealings with others.

ROBIR1 CAYWOOD
Robert Cay wood is currently doing graduate work in Acciiunting. During his senior year

ui high stiffly!, Robert Cay wood's school counselor wrote the following description of him
based ilium utterviews and psy chological. tests:

Robert is basically cautious and thrifty person. Ilis outlook, is materialistic and his
classmates probably weard bun as tmensitatt. In tackling any assignment he is orderly and

thorough. Because he is serums and unassuming, he appears to he socially withdrawn. Both
politically and in other ways he is a conformist.

ANDRI'W
Andrew nettling is curtently doing graduate work in Social Work. During his senior year

in high school, Andrew 1 leming's school counselor wrote the following description of him
based upon interviews and psychological tests:

Andrew is both a warm and idealistic person. Basically a trusting individual, he is patient
and sympathetic in dealing with people. liis classmates describe him as generous and

considerate. 110 is genuinely tolerant of tither viewpoints and sincere in his desire to listen..
Andrew readily agrees that his ot.itlook is sentimental.

aLwli %ken]) is paired 'the ,1: curational maim' to which it is most appropriate in
terms ft lutles.' ratimts. ilk, ten key adiectiyes are italicized in each sketch: they were not
italicid.in the actual stimulus materials.

Next, the judges directly rated the similarity of the sketch to the typical
graduate student in each of 10 occupational majors, "Hie ratings were made on a
7-point scale with "I" indicating "very similar" and "7" indicating "very
dissimilar." Note that that these ratings provide us with a measure for our basic
independent variahle tlw "similarity-to-stereotype" for each possible sketch-
major combination.

Finally.. the 53 judges indicated their impressions of each of the 10 occupa-
tional majors by clicking items on the 200-word checklist described above. A
set .11. destined as the stereotype for a Major, was constructed from those
adjectives endorsed by more than Oft of the judges for a given major.

From these normative data, the three sketches and the three occupational
majors to he used in the present study were selected. Table 2 shows the
combinations of the majors and sketches used with each experimental condition

ri
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TABLE 2
The Major-Sketch Pairings Used

ill Each of the
Experimen tat Conditions'1

Sketch Name

Experimen tal
condition CAN'N GOD FLEM I NC; DECKER

Accounting (2.0) Law (4.11 Social workb(4.8)
B Social work (6.2) Accounting (5.6) Law (12)

La (3.8) Social work (1.2) Accounting (4.6)

'The columns indicate the sketch name and the rows the experimental
condition. Each cell indicates the assigned major for the condition. The
numbers in parentheses are the average ratings of similarity-to-stereotype for
each major - 'ketch pairing. The ratings were made by judges on a 7-point scale
such that "I" indicates "very similar" and "7" indicates "very dissimilar."

along with the similarity-to-stereotype ratings for each major-sketch combina-
.tion.'..'

The Adjective Check List

The constrtiction and the composition of the adjective list, which is the constant
instrument upon which all the impressions and recognition judgments are
mapped, are very important, A new checklist of 91 adjectives was constructed
by selecting items from three sets the character sketch itself, the generalized
impression of the sketch, I; the stereotype of an occupation major, Mappropri-
ate to one of three sketches or the three majors. We attempted to get an even
distribution of adjectives among the subsets formed by the sets C, I, and M and
their complements: The greatest set overlap is between the stereotype for Social
Worker and the impression for Fleming (10 of 22 adjectives); the least is
between the stereotype for Law and the impression for Decker (2 of 24

Sldeally, the arrangement of sketches, assigned majors, experimental conditions, and
relative smularuyto-storcotype would form a Greco-Latin square with each of these four
lac tors orthogonal to one aother. Ste could not acitieve such complete orthogonality with
the present set of three sketches and majors. In tact, out of the total set of six sketches and
inajors, that We started with, 1,5 e could form only one balanced Greco.Iatin square with a
subset of three. But this subset had undesirable features such as strong overlap between two
of the sketches and a yery wide range of discrepancy in one condition and practically no
imams, ut discrepancy, for .mother. llte selection employed here is consequently a com-
promise. T here is conbninding between .the moderate and extreme levels of discrepancy in
that Lass is necer paired with the most discrepant case in any of the three experimental .

groups while Accounting is paired with the most discrepant case in two of the conditions.
The contrast between the least discrepant case and the other two levels of discrepancy,-
however, Is orthogonal to the other three factors.
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adjectives). The stereotypes for Law and Accounting share two adjectives out of
a total of 25 between them. Table 3 may help to clarify what was accomplished
in the two normative studies that supplied the sketches, the majors, and the
checklist for the preset: experiment.

The checklist was constructed so that a number of comparisons could be made
from subject's responses. Table 4, for example, illustrates the partition of the
checklist relevant to the analysis of responses to the major-sketch pairing of
(Fleming, Social Worker). Table 4 provides such information as the following:
both Andrew Fleming and the typical major in Social Work are considered to be
kindly and pleasant; Fleming is considered to be good-humored and broad-
minded, but these traits arc nut part of the stereotype of the Social Worker. On
the other hand, the typical student in Social Work is described as accessible and
dedicated, adjectives which are not part of the general impression of Fleming.
Also, even though the adjective idealistic is used in the sketch of Fleming, the
majority of judges did not check it as part of their impression of him. Later we
will add two more cross paritions of the check list for more detailed analyses
one, includes the list of adjectives included in the other two sketches and the
other includes those adjectives actually checked by a subject as descriptive of the
combination (Fleming, Social Worker).

TABLE 3
The Normative Studies and Their Yields

3

Study I: 12 judges

Judges describe each of 11 occupational majors on a 555-word checklist (Anderson,
196)3).

Results:

(i) Six nonoverlapping sets of 10 adjectives, each set appropriate to a different one of 6
majors. A character sketch is written around each set.

(ii) A reduced list of 200 adjectives.

Study 2: 53 judges

Judges

Desaihe the 6 sketches on 200-word checklist.
b. Rale each sketr.i for similarity to stereotype of 10 occupational majors nn scale

from "1" (very similar) to "7" (very dissimilar).
c. Describe each of the 10 occupational majors on the 200-word checklist.

Results:

I. normative impression set of adjectives for each sketch.
ii, rated similarity of each sketch to each major,

iii. stereotype set of adjectives for each major.

From these results. the three sketches and the three majors were selected and the
91-word checklist was constructed.

1 1 9



168 RAY HYMAN

TABLE 4
The Partition of the Checklist Relevant to

Analyzing the Results for the Pairing
(Fleming, Social Work)"

CR!' (7.11' (TM GM
idealistic sentimental

trusting
generous

(empty) patient
sincere
sympathetic
tolerant
warns
considerate

CIM ("PM
good-humored kindly accessible accurate
sot t -hear ted pleasant adaptive analytical
trustworthy sensitive dedicated careful
broadminded
ho.rful

congenial
cooperativ e
emotional
gentle

sociable
thoughtful
acceptant
charitable
earliest
friendly
helpful

cautious, etc.

`1 C' stands for the set of adjectives in the sketch for
Fleming; / stands for the set of adjectives in the normative
impression of this sketch; and M sands for the set of adjec-
tives in the stereotype of Social Work. e4, 1r, Al stand for the
complements of these sets.

Subjects. Forty.-seven subjects, taking undergraduate psychology courses, were
asked to participate in an experiment On impression formation for which they
would he paid $3.00. They were told that the experimental session would take
between l It- to 2 hr.

Procedure. Each subject was given a booklet with detailed instructions. Each
subiect could go throtigh the entire experimental session at his own pace. Total
time varied toirn 30 to 90 juin. The subject was told that he would be reading
three brief sketches, each describing a different person. lie was to form an
impresion of the person described and then record which adjectives on the
accompanying lists seemed to fit his overall impression. He was to read a sketch
for as long as he felt necessary. Ile was to think about what the person was like
overall. Once he felt he had formed an imp;ession of the person, he was to turn
the page to the list of adjectives. Without looking hack to the sketch, he was to
read down the list of adjectives. Whenever he encountered a word that seemed to
lit his idea of what tlik.) person was like, he was to circle it. The subject did this
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for each of the three sketches in turn. The instructions were repeated prior to
each sketch.

Upon completing the checklist- for the third sketch, subject came upon the
following instructions:

In the 'first part Me e asked you to form an impression (0 a person on the basis of the
description we supplied to -you. .At that tune we did not tell you that you were to
remember anything about the description. but in this second part of the experiment, we
are going to ask you to remember as best you can those adjectives that were actually in
the descriptions see supplied to you. We are aware that your ability to recognize that an
adjective was or was not in the sketch of a given person cannot be done with absolute
certainty.

Detailed instructions about how to employ the 6-point rating scale followed.
For each adjective, subject was to circle "1" if he was very confident that the
word did appear in the sketch; "2" it' he was reasonably confident that the word
did appear; "3" if he was slightly confident that it did appear; "4" if he.was
-slightly confident that the word did not appear, etc. We did not allow a neutral
category on the scale because our preliminary experiments indicated that sub-
jects tend to overuse the middle category.

The subject then turned the page and encountered the list of 91 adjectives
with the rating scales beside each one. At the very top of the page was the name
and major of the major-sketch combination that he was trying to remember.
When he completed his ratings for one sketch, he turned the page to a repetition
of the instructions in case he needed to refresh his memory for them. He then
turned to the recognition .task for the second sketch; and then finally to the last
sketch.

The experiment was conducted in a-large classroom with the subjects seated
such_ that all could be monitored by three experimenters who were present

__throughout the Nessiml,

RESULTS

The results are based upon the data from 44 of the 47 subjects distributed as
follows; 14 in Condition A, 15 in Condition 13, and 15 in Condition C (Three
subjeos laded to follow instructions).

The Impression Formation Task

Figure 1 summon/es the data of how the subjects used the checklist categories
to describe their impressions of the sketches. The categories C (the sketch
adjectives), CI (adjectives in normative impression, but not in sketch) and K
(adjectives in the tither two sketches) and Base (all the remaining adjectives)
were employed because they consisted of-identical adjectives for a given sketch

_and all three category assignments. The data are pooled across the three
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sket,:hes. The first value on the abscissa is the average similarity-to-major for the
3 cases in which each sketch was assigned to its most compatible major; the
second value is the average for the 3 cases in which each sketch was assigned to
its next most compatible major:-the third point is the average for the 3 cases in
which each sketch was assigned to its least compatible major. At all three levels
of similarity -to- stereotype, subjects use about 80`.;. of the adjectives that were in
the target person's sketches to describe their impressions. Almost as frequently;
they employ adjectives that are normative associates of the sketch (category CO.
The "baseline" category tends to elicit somewhat more usage than do the
.adjectives in the other two sketches, This is partly due to the fact that the
baseline contains adjectives in the stereotype categories and, for each sketch, the
adjectives in the closest or mole appropriate stereotypic category tend to be
employed in the impression task with almost as much frequency as are the
adjectives in the CI category (approximately 70(1 as compared with approxi-
mately. 75`').

Figure I shows that subjects do tend to use the adjectives from the normative
impression in making their own descriptions of the sketch. It also seems to indi-
cate that the descriptions were affected very little by the degree of discrepancy
from stereotypj. Figure .2 shows the tendency to employ adjectives during the
impression fomiation task that come from the three stereotype categories on

too r
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FIG. 1 Proportion of athei int.s scleoed Iron various categories of the checklist during the
unpression-tormatuin, task. I he sinularity-to-stereo rype along the iMscissa is based on the
averaged normative ratings tor the three sketches at each of the three levels of relative
discrepancy irom stereotype. The normative ratings are on a scale ranging from "I," very
similar to the stereotype of the assigned category, to "7." very dissimilar to the stereotype.
Tack point is based on the data front 44 subjects.
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L LEAST APPROPRIATE CATEGORY
M. MOST APPROPRIATE CATEGORY
N NEXT APPROPRIATE CATEGORY
4, INDICATES ASSIGNED CATEGORY
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FIG. 2 Proportion of adjectives selected from the three stereotype categories on the
checklist during the impression formation task. The abscissa has the same meaning as in Fig.
L The arrows indicate the assigned category.

the checklist.%The top line on the graph, for example, shows the tendency to use
adjectives in the most appropriate category (the' stereotype which is closest to
the sketch) when that category is the assigned one and when it is not. Here it
looks as if the tendency to use adjectives from the appropriate stereotype is
greater when that is also the assigned stereotype. Although this is a reasonable
and expected finding, not too much reliance should be placed upon it because it
is mainly due to one sketch.

With one exception, the tendency to use adjectives from the various stereotype
categories seems to he determined almost entirely by the similarity of the sketch
to the stereotype rather than by the assignment of the sketch to a major. The
exception is for the intermediate case. In this latter case it does appear that
assigning a sketch to a major that is moderately discrepant (rather than ex-
tremely discrepant) does result in an enhanced tendency to use adjectives in this
category to describe the impression. Although this finding or some aSsimilation
to the stereotype for the moderately deviant assignment is consistent with our
predictions, the effect is rather small and local (in the sense that it does not seem
to affect other categories of the description).6

6 Subsequent analyses of individual adjectives and a replication experiment with-a much
larger sample confirms the fact that the assignment of a major to a sketch affects both the
impression and the recognition task. The analysis by large categories of adjectives masks this
effect' because many of the adjectives do nut discriminate because they arc easily rejected as
being irrelevant to a particular sketch.
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The Recognition Task

The dependent variable for evaluating the subject's recognition memory for the.
adjectives jai the sketches is simply thk! average rating for the various categories
ot adjectives.
,Figure 3 summariies the basic results on the recognition task. As in the

preceding two figures the results are displayed as a function of the average
similarity to the stereotype. Here too, the -relative discrepancy be twwn sketch
and assigned nuljor has lit tle effect.

Figure 3 displays the recognition ratings broken down by the six `categories,
formed by splitting each of the three categories C (sketch adjeCtives), (7, and B
(baseline),into those adjectives used by S in his own description (I)) and those
not used in his own description (D). For both the D and the D categories, the
subjects consistently tend to rate the adjectives that were_a.ctually -in the sketch
as inure likely to have been in the sketch. than they do the adjectives in the
normative associates (M. In Fig. 3 this effect is larger for those adjectives in the
subjects' dewriptions than for those that are not. We do not consider this
interaction "si:miticant," however, because it is due mostly to one sketch. and
does not esrt in the other two.

The normative associates, in turn, tend to he rated as inure likely to have been
in the sketch than the adjectives in the base set. This effect is approximately of

C SKETCH ADJECTIVES
I NORMATIVE ASSOCIATES OF SKETCH
D ADJECTIVES IN S's OWN DESCRIPTION
8 BASE SET

2 h

CD

Cr 3

Z0 ID

4
Cr).
BD

cc 15

6

BD

-1-- -L- ---J-- --L- ----/
2 3 '4 5 6 7

AVERAGE SIMILARITY TO STEREOTYPE

FIG. 3 mime a tun, ti ,m r.erare devtation 'from stereotype. The ordinate
r,:iire,ent, tile rating scale whi,11 ranged irin wt.!, confident that ,idieetive was in the
sketch, thr,ugh "6," .ery confident that aditiNT was not in the sketch, :tent point is based

the data tnin 44

i7 7
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the same size for both the adjectives used.by the subjects in their descriptions of
the sketches and for those not used in their descriptions. Finally, for each of the
three categories, the adjectives actually used in the subjects' descriptions of their
sketch impressions tend to be consistently rated as more likely to have been in
the sketch than thcise not used by the subjects in their descriptions.

Figure 3 suggests, then, that. the recognition ratings can be explained or
accounted for by three approximately additive main effects. One effect is due to
the adjective actually having been in the sketch; another effect is due to the
adjective being a member of the irapression of that sketch generated by a group
of judges; the third effect is due to the adjective being one of those actually used
by the subject in his description of the immediate impression he formed oPthe
sketch-major combination. Our analysis of variances on the three sketches.
/confirms this impression. The reader should compar4' Fig. 3 with Fig. 1 to note
how closely the recognition data mirror the descriptions made during the
impression formation task.

DISCUSSION

This chapter examines one of a contemplated series of studies that will explore
the usefulness of the,impression-formation task as a pkadigm for investigating
issues related to the restructuring ofomemory and the acquisition of knowledge.
Two issues of concern in the present experiment are the roleof the subject's
immediate impression upon his subsequent memory for the sketch and the effect
of assigning the sketch to compatible or discrepant majors. The data suggest that
neither the subject's initial impression nor the major to which the hypothetical
individual was assigned have any appreciable affect upon his recognition mem Ty
for which adjectives actually were included in the sketch. Instead, two approxi-
mately additive components appear to determine the subject's tendency to judge
an adjective as having been in the sketch. One component is whether or not the
adjective actually did occur in the sketch. And the other component is whether
the adjective belongs to the set of nonnative adjectives that judges have checked
as characteristic of the individual described in the sketch.

The analysis of variance indicate that the subject's confidence ratings can be
accounted for by three additive main effects. One Alain effect results from the
adjective's having been in the sketch. The second reMIts from the adjective being
a member of the normative impression set generated by the sketch. The third
main effect is due to whether the adjective was or was not in the subject's own
immediate description of the impression created by the sketch-ma b ina-

tion.
The lack of any interaction between the checklist catego ies and the usage of

adjectives in the impression task along with the parallel out -omes f om both the
impression and recognition tasks suggests that We have" two .1" dent variables
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image, whereas in recognitionmemory performance is scored in terms of ability
to discriminate the actual details from the general impression.

Our manipulatDin ut discrepancy from stereotype represents only one of many
possible ways to manipulate discrepancy. Our majors "Law Student," "Account-
ing Student," and "Social-Work Student" are by no means mutually exclusive.
The set of adjectives in the stereotype for an Accounting Major include descrip-
tors such as "analytical," "careful," "consistent," `:methodical," "systematic,"
ttc, Almost all of these descriptors seem to deal with work habits and ways of
coping with problems. Not a single adjective in this stereotype list for Accoun-
tant refers to interpersonal relationships.

The adjectives in the stereotype for Social Work major, on the other hand,
include such descriptors as "accessible," "adaptive," "acceptant," "charitable,"
"friendly," "helpful," "kindly," "sensitive," etc. With practically no exceptions
these traits all deal with interpersonal relationships. Thus, there is no incom-
patibility between the stereotypes of the major in Accounting and the major in
Social Work. In thinking of an Accountant major, one dOes not typically
consider his interpersonal relati'mships and 'vice versa. But there is no reason
why an individual cannot simultaneously fit the stereotypeg of a student in
Accounting and a student in Social Work. Ope way to create true discrepancy is
to work with mutually exclusive categories'or to deliberately construct sketches
which contain adjectives that are antonyms of those adjectives that describe a
given stereotype.

Another related problem with t categories we have used is that they are
quite broad in their inclusiveness. ur hypotheses about relative discrepancy
from stereotype were based on the idea that the category of each of the majors
was hounded in the sense that descriptions of individuals who were quite
different from the stereotype would be vi. wed by the subjects as definitely not a
member of that category. It was hoped that the sketches that were intermediate
in similarity to the stereotype would be seen as quite different front, the
stereotype but still within the permissible hounds of variation from it. Actually,
our categories seem to be relatively unbounded. Although the subjects do seem
to,have coherent and shared ideas of what the typical or prototypical student in
each occupational major is like, they also probably see these categories as
relatively unbounded in that any sort of student can choose to major in any of
these areas. Possibly we would have more clearly hounded categories if we
assigned sketches to the actual occupations rather than to students who are
training for that-occupation.

Still another reason wiry the assigned major had little effect upon the impres-
sion and the recognition tasks might be the fact that the sketches were written
so as to he internally coherent and LA41,;ive. The sketches generated a consistent
imriression of an individual without any help from the assigned major. It is

possible that the assignment will have a noticeableeffect only when:the stimulus

1 8 1
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Illr stimulus materials and .paradigm, we plan to study the effects
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9
Comments on Learning
Schemata and
Memory Representation

Donald A. Norman
Donald R. Gentler
Albert L. Stevens

University of California, San Diego

Consider what happens when a person learns a complex subject matter. By
complex,we mean something that takes a. considerable amount of time to
learn time measured in weeks and months, not in hours or days. Complex
topics contain a large sttucture of information composed of the relevant con-
cepts and processes that make up the topic, A large amount of time is necessary
just to .incorporate such a mass of material into a person's memory structure.
Moreover, sheer rote. acquisition of the concepts is not enough. The material
must be structured in such a way that relevant concepts can be related properly
to one another. The prticedures must he learned well enough that they can be
performed when needed, and more important, so that they can be performed
when the situation is not quite the same as when the concept was learned.

Before we can make much progress towards the understanding of how com-
plex topics are learned, We need to know about the organization of knowledge
within, human memory. We L'ontend that our relative lack of knowledge about
the learning process is a direct reflection of our relative lack of knowledge about
the structure of human memory. Things are changing, however. Psychology is
now coming fo understand memory structure Netter. In turn; we are now

,:starting to get a better understanding of the process of learning.
In this chapter we examine some current ideas about niemory structure and

show their relevance toward the study of learning. We diScuss the organization of
basic memory units around framis or schrm.ta and more especially, the way by
which a person comes to modify these units. The overall result of this endeavor,
to us at least, is both exciting and disappointing. It is exciting because it appears

.177
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to sho'.s how recent vvotk in the ,:tir..h. sv stemsCan potentially he of
value to ;Lir deeper understanding sit the prohlt.nis involved in education. It is

when we are it can be said that all that has been
a.....orripir,lied is the statement ot ..ld know It.dgc and understanding into a new

l)espite all this, w,.. are optimistic that the new terminology,
coupled with .01r. untleNtandit., ..1 ,oimitive processes can eventually lead to a

AO EMORY R ETIRE-STAMATION

NittVp irk L.

.5. !,,Tlit,ei kers in the field of human memory have recently been
trma. repiesentations for the knowledge within memory, Most of

th motley. that w are interested' in here are described as sentantieneworks.
Fi +lliisvinc it ()Mihail (196S), they are all characterized by a directed,
labeled such as those shown if Figs. I, 2, and 3. We call our
veratn of a semantic netwkqk an arta(' minium' network to emphasize that the
representation is both aLthe and p.issfve. It, can klintain general procedures that

, can he c \ecuted whenever functional knowledge must he used (This work is
reported in Nortrian. Rurnelhart. and the I NR' research group, IO75: from now
on we roof to thus work as "I NR). Although we will base our discussion on
this work the comments will apply to all semantic.network representations.

13asicallv the ,...niantre network ..prov ides a means of representing knowledge.
It 1, a nest l'"11 l'iN'ch"logY. Pit'ionsly, our formal models have been abstract:.

mathematical learning model, for es,ample, talks of the probability or the
st length it some associan4 in be twcen two, elements, but the elements are usually
part to a large, homogeneous set. With semantic networks, we look at the
struture ot very particular items.

Thm. Inttall (:mipor)glt, ut 1k/or kr,

r:Insider, for e \ample. how a child nindit'L'iuneto learn language. In the work of
the I NR research group. the meanings of verbs can be decomposed into
underk prnintive element Chu,. some verbs specify only STATIVF corn-
porItits. ate mor,.. comple\., spe.alvang ('Al 'SI: and CHANGE. When we
sa, that.

tll i he ikier went to the top IA, the mountain.

th-r- ,,t it tik.iei '11' "A. a in Fig. I.

;tin 1 NR roric,onl, !fn.' :lo ut+ at 'he I riO.cn.it). it California, San
hi,-11 h.r, 011,11,-'d issue, I in, :.r v-is orion.t11, b'roo'd and supervised by

mild N. man, and David Rtinp-Ilarl. hens. 1 NR.

183
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FIG. 1 1h, ,,kwr sent to the top .0 the tthmlltain.

The figure shows the &composition of the verb "went" into its more basic
underlying components. ke,, its network structure. Network structures are
composed of nodes and ordered, labeled relations connecting these nodes. In
Fig. 1./ the ovals represent modes that are token instances of propositional
structures. the angular brackets (e.g., skier) represent nodes that are token
instances.of concepts, and the phrases enclosed in quotation marks (e.g., "hot tom
of mountain") represent network structures for the concepts described by the
phrascs,. but which we have nut shown in detail in the figure in order to maintain
the clarity ot the diagram. In the I.NR active structural network, theie are four
different types of node structures, two of which are shown in Fig. 1. The
numbers ot the token propositional nodes have no meaning: they are used solely
to facilitate the discussion of these nodes.

Figure 1 can be. interpreted in straightforward manner by starting with node
*I , the oval labeled CHANGE. This indicated that sonic change of states has
taken place: the illations leaviru, node *I describe the states that are involved.
The CHANG); takes place from a stute shown by the node *2: This node says
That its.subject (a skier) was located at the "bottom of mountain" from some
unknown time to some time mit specified (hut indicated by the unnamed node
shovn as angular brackets). Th" result of the change is the state represented by
node *3 the skier is now as locution top of mountain." Notice that the time he
was located at the top of the fountain is not specified, except to indicate that it
is later than the tune at which he was no longer at the bottom of the mountain.

A more ounplex verb is one that impliescausality: say "to give." If we say

(2) the skis train !fenny.

we wean that Suietto did something that caused the skis to change from
Henry's possession to her possession. We illustrate this sentence with the struc-
ture shown in Hif.

18
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FIG. 2 Sumtte the skis from Henry.

J

rilzette

Note that these structures provide frameworks for subsequent knowledge.
Lich structure is a memory schema. It allowS us to organize the material that we,
learn la ter.on. Thus, if we learn that

(211) She promised to return them by morning.

we know that there is an obligation to return the skis. From that we can deduce.
that she got them from Henry with his permission, and in fact, we expand the
framework for the knowledge to something like that shown in Fig. 3. Note that
we add the new knowledge directly to the framework for the old. Not only did
we have a convenient way of modifying the structure for. the previous episode
according to the framework provided by the schema for the. first sentence, but
we have now modified the structure into one that is equivalent to "borrow."
:suzette borrowed the skis. It is easy to see how other statements could have
modified the structure to indicate that

Suzette stole the skis (no permission was granted)
Suzette purchased or tented the skis.(she paid :money for them)
Suzette tot the skis by asking Peter to pick them up for her (expanding the

IX) statement).

Developmental Studies

The schemata provided by tins torm of structural analysis turn out to be rather
powerful.. Dedre Gentner (1975) shows how a number of the verbs of possession
can be analyzed in this way: More important for present purposes, she reports on
experiments which show ,that a person's memory of the actual verb used in a

1 8 b.
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to rettru them do.- I
,

sentence will vary systematically with the other information provided, much in
the manner of the illustrations we have already provided.

Gentner has also studied the order in which these structures are learned. If we
look .11 4 we see the underlying components that she has analyzed for the
structures of the verh-: "give. take, buy, sell, spend money, trade." Gentner
shows. how one can derive an ordering for the acquisition of the underlying
components, and therefore for the verbs themselves. In fact, she has performed
the necessary expeoments. She seated Juldien in front of tables which had two
dolls (Bert and Frnie) and she asked the children to make one doll buy, sell, give
and take toys from the other. The details are reported in her paper, but the
important aspect is that the developmental sequence of acquisition followed
the expectations rather nicely. See Fig. !c. You might note that the structures of

1 8 3
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FIG. 4 the relate nships among the concepts underlying the verbs "give," "take," "pay,"
"htiv." "ioll," and ",peed money." I he semantic components and the states that permit full
understanding of tho verbs are represented by the shaded ovals. Age of the acquisition of the

pr.,,00ds v-rtnallv, quwest ago at the top. CI. row Gentner, 1975.)

these verbs are reasonably complex. The time course of the acquisition of the
verbs hollows the theoretical ordering of their complexity. It takes children
approximately 5 years to progress from the state in which they use words like
"give" and "take" properly to the point where they use the entire set of
possession verbs shown in Fig. 4 properly. The structural network descriptions
for these verbs show why this long time period might be necessary. Children
must learn about a number of different concepts some dealing with social

1c 7



'J SCHEMATA FOR LEARNING 183

V

A

A

A

FIG. 5 Pvll,ilnitty ckrn...ct use verb versus age of children. (I rum Gentner, 1975.1

conventions, some dealing with language, and others dealing with the physical
properties of objects and locations. All these concepts must be understood, and
then. for the proper linguistic labels to be assigned. they must be interrelated in
the manner shown by the network structures. Once the schema for the inter-

-relations is acquired, then the linguistic use can be appropriate to the situation:
Note that the schemata capture the interdependence of nonlinguistic phe-
nomena. Concepts such as OBLIGATION, CAUSE. and DO are not verbal or
linguistic concepts: ,these schemata and the network presentations are not
restricted to linguistic concepts.

that
could go on. but for preseht purposes it is not necessary. Suffice it to say

that it is possible to demonstrate how similar structural representations can be
formed for visual scenes (Palmer. Ig75' in the LNR volume) and for stories
(Rumelhart.

SCHEMATA .

The Structure of Schematd

A schema provides a trameworK on which to interrelate different elements of
information about a topic into one conceptual unit.

A schema consists of statements about the important features of the unit, the
functions (ii the unit, rules for selection and rules for use.
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\
Functional schemata will often cc \ ntain a conditional statement and sets of

events that are to b6 performed according to the status of the conditional.

. \
state,

The Selection of Schemata

Scriemata ate selected fin use according to their similarity to the situation,

Thc; Modification of Schemata

By relaxing the restuctions of argum'ents of a schema, it is often pos-sible.to
apply it to a new situation. We give two examples of this later., A schema must
specify the proper set of conditilons to which it can apply, When a schema is
misapplied, the televant modiacation is the imposition of restrictions, so that
the schema volt not be misapplied in the future. It is possible to combine a
number of schemata into a single, higher-level schema which can then be applied
to a more complex situation.

In learning by analogy, the student basically-selects a-schema with an appro-'`
priate organitation, even it it is for an inappropriate topic area. IC this scheina is
already well learned and easily applicable tcPsituations for which it is normally
appropriate, then it provides a 'useful frame for the.understarrding of the new
topic. By proper instruction, it can be modified to apply to the present
situation. l'or example, we find it useful to introduce computers and computer
programs by drawing on the student's knowledge of plays and scripts, We explain
that the script is replaced with the concept fora program and the perfortners
with the computer. This use of old schemata constitutes a powerful way, to.
introduce new information about a complex and unfamiliar area.

Examples

Here we present three examples that OemonStrate different aspiiCts of the
process of learning and teaching, All illustrate the ways by which teacher and
student use schemata. First, we show that one use of knowledge schemata is to
allow for intelligent guesses, even when very little is actually known.about the
specific concept under consideration. This point is illustrated in what we call"

.tjayonuaise Pro/i/em. Second, we show how the prior existence cif schemata
relevant to the topic matter that is being studied can he both a itch-) and a
hindrance to the student, We call this The White Sduce Problem, Finally, we
discuss Ii w ,t per acquires and nmdifies schemata, basing successive new
understandings of the. topic heir i smiled on modification of the old schemata.
fur that topic. Wt) call this The :Mug) Problem. The first .two examples are
presented reasonably briefly, for they act more as enjoyable, light examples than
as profound statements of major theoretical substance. The last example, the
Jump Problem is presented in more detail, for although the work presented here
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represents only the beginning steps in our studies, it does raise issues on'which
we wish to concentrate our attention in future research.

Example: The 'Mayonnaise problem. The study of cooking provides a' useful
example of the difficulty of learning complex subjects, especially the use of
previously ,acquired schemata. To a noncook, the coMbination of ingredients in
mayonnaise is not at all an obvious one. First, no heat is applied. Second, the
basic components do not match most. people's conceptions of what it should
take to make a smooth, white, creamy substance we know as mayonnaise. It is
for this reason that it is interesting to ask naive subjects just what they expect.
.mayonnaise to be made of. They are forced to use the closest schema that they
have: one that has some properties in common with mayonnaise. Their responses

igive us some insight into how much a person can warp a scheMa toa foreign
situation. We claim this use of schemata through analogy is very widespread. In
Table 1 we present protocols collected from two naive subjects who were forced
to specify how to make mayonnaise.

TABLE 1
Protocols for Mayonnaise Problem

Protocol of the experiMenter t DAN) and CN, an 8-year-old female
DAN: llow do you make mayohnaise?

('N: How you make mayonnaise is you look at a cookbook.
DAN: OK, but without looking at a cookbook, can you guess what it is that's inside of

mayonnaise?
Uh.

DAN: flow you would make it?
Uh Butter uh let me think t 5-sec pause) Immi (19-sec pause) whipped cream

very very very tine ly whipped so its smooth. That's probably how you make
it,'just with whipped cream, very very very very fine and smooth.'

DAN: Anything else?
CM: You, might add a littletaste to it.

DAN: Taste of what?
UN t 0-sei pause) Sort of a vanilla taste.

DAN: SuppOse I said that mayonnaise is. made from eiig yolk and oil. What would
you say?

("N: I would say it's very very-- wrong.
DAN: Why?

('N You can't just make mayonnaise out ldegg yutks and water 1 mean and oil.
DAN. Why not".

("N: Because of taste and smoothness and stuff like that.

Protocol of the experimenter WAN) and GB, an adult male psychology pro-.
lessor

DAN. flow would you make,something like mayonnaise?
GB: Mayonnaise? How do you make mayonnaise? You can't make mayonnaise, it

has to be bought in jars. Mayonnaise. Um. You mix Whipped cream with, umm
some mus(3rd.
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lire inavonnatse protocOls illustrate that previously developed schemata can he
applied to new.problems, not inecessarily in appropriate fashion. of course. The
determinants of winch sjiemata get applied are the features which cOme.from
what is known: in this case. the features of the end result. The problem is that
the relevant properties ot and (011 and their interactions ( that they can form a
white creamy,. substance )- ,tie not part of any stored schema, se) the correct
answer cannot be derived:As the examples illustrate. mayonnaise has properties
which make U.look more lilse certain dairy products than the result of mixing
the yolks of eggs with oil.'

The point of this exercise is simple (perhaps too simple for the space it has
occupied). We believe that this use of old schemata thin analogy is all pervasive
and powerful. Although the sauces derived by our two subjects are not at all
may onnaise, they 'are intelligent creations, and they,,arj nut bad sauces for some
ptupose.: Normally this...creative use of :fir old schema for a novel purpose is an
,essential use of the crea ive process of discovery.

Later we return to th s issue. We believe that the mayonnaise problem is an
example of "kink tonal ((ere is what we believe is involved:

I. No knowledge of tbe'components of mayonnaise existed...
It is Known that mayonnaise is.smooth. creamy'', off-white in color. Its taste
is known ( ald.if is Somewhat
General schema.

Blends of foods blend their properties.
Texture. sour crearn or whipped cream yields a color that is too white

and a taste Iliat is riot right.
correktion. add y erlow spicy acidic Mustard.

we have

SefeCtit)11 of when' by analogy,
Modification towards foal.

}Fri ts reasonnir, tun,tional reasoning we. claim there must be one
more step. the schema has variables in it. and any concepts that fulfill appro-
priate range restrictions on those variables may he used in the solution of a
problem.

[ 'crimple The Mote .7loce problem. One important component of the
proeess it learning, and teaelinni is that of communication. The teacher has the

mo.. !wow. put, ."' .t nuxine, howl with one teaspoon 01
'bn 1:ITTI: .1'1 TOT: ss:' it stn h,. .c,1(1,-,1 !do, mustard, salt, %%hue pepper). Then,

uhalc i!Irw with a .5 In,' IA it tir,f) by 41/.1r, until the nthture is
about cup ,1 tl,,re it is then added in a skis steady stream tall

the ;shit: 4,,..tr1Q7 yr,1",11,1Y I 4 11,0 ',eon :plied, mix in a second
Ltasr,t+44 t1 I,`;:lon
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task of coitying a particular knowledge structure to the.student. The learner
has the task of deducing lust what Structure is,intended by the teacher, as well as
the additionaLtask of adding the new information to his previous knowledge in
such a way that at can be referred to and used at a later time. Many of the
problems of learning and teaching an be understood as problems in this
eoiiiintiiiicatittii process. Learning, however, is unlike most simple communica-
tions in that the structures to he acquired can be complex, and it is not always
clear lust how they are to fit together. Morem;er, the differences in the knowl-
edge shared among the participants in a learning situation are often considerably
greater MAU in simple discourse.

In many ways, this aspect of the reaming process is actually a problem. First,
there is the problem of identifying the appropriate referent- of determining just
what topn is under consideration. Second, there is the problem of so specifying
the inhumation helm! acquired and incorporating it within the memory struc-
ture that it can he recovered when later it is needed,

Social conventions ;;vein the form of the interactions between a teacher and a
student, with certain well tanned conventions about the nature of the inter-
actions and questions that normally take place: A private tutorial allows for
more interaction than does a seminar.- In turn, lectures allow few opportunities
for the ci.untnunicativ aspect of the learning prOcess to take place.'.

One aspect of this communicatory process is that the same teacher may use
quite different procedures to teach the same material to two different students.
In our studies of the tutorial dialogues between beginning students and tutors

,
arid'timPaaanced students and tutors, the difference is expository style is clear: the
tutor tends to lecture the beginner. with an advanced student, things are more
like a relaxed conversational interchange. of information. Books reflect this
difference. for the style of the hook depends upon the level of the student which
it is addressing. One example readily available comes from 11 comparison of the
recipes in an. elementary cookbook .with. the recipes of an advanced cookbook.
1 Ims,. one ICilpe rol mayOnnaise in a book intended for advanced cooks takes
exactly .is. sentences ((7 words) and a list of ingredients. Fssentially the very
same recipe for a hegnming cook is around 13 times longer; three pages of text
or about 00o words and a list of ingredients:4

01 !ion. .11111"11;'ll til the use (tt brandline.,
tea, Inn,- PI 1,lor.* sr; slinply ,.slated instructin,: sequences do recover sonic
aNpo,! 0 'he c,,mtnitni, ata tn I he recent t.,rk by Carbonell 11970, 1971> and (
14,trti,,, ft.', ind 9'51 And 13r,o.t. it, 13ttrt,,n, and /i!, bet 119731aild,,,, irninunica-
tttt tt itdvd it! tt-ti itt,Ahlin tt the ,,tntriter st vein with a wtil,o110cnotv.ork

,irn1 it It, interact in Li tutorial lashion with the
stn.lent

'The akh, InLed enc. \tactert,,ne,.e. tt1 i rem Ctitsitht" :11111watt:qui

+1971 t. .in.! the tacr t t 01VLIOcTin the 41-1..0 I roodll oAilw, by Child,
Berth, Ile. dal ft.. 1')h I ,
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One technique we have used to explore the processes of learning and teaching
is that of tutorial instruction. For these tutorial studies we picked the topic of
French cooking to be exact, the subset of techniques involved in the making of
the family of white sauces. This topic is well suited for our purposes: complex
enough that it constitutes a challenge for tlk learner; sufficiqntly self contained
that one can hope to learn a considerable amount within a reasonable amount of
time. Moreover. it is easy to find well motivated students and teachers. (We
concentrated the sessions on the coverage provided by Child, Bertholle, & Beck,
l%1. pp. 54.93,)

Suppose you set out to teach someone the family of French white sauces. How
should you present it? How does one get across the entire netwiirk of inter-
related concepts'?

When an advanced cook tutors' a beginner. there is a tendency to lectUre at
first, clesenhing' the overall family of sauces. Then. when the overview descrip-
tMn has been completed, the beginner's lack of understanding often surfaces,
causing a tumbling, exploratory interaction in which each tries to understand.
what the other is thinking.

Table 2 shows'a small excerpt from such a tutorial: The advanced tutor (T) has
finished a twenty minute lecture on the white sauces. He concludes by saying;
"and I think that's all there is to say.- The student (S) has been tbllowing,
making appropriate comments along the way. But now, unexpectedly, the
student asks a question which indicates that she does not understand the overall
pattern of sauces. The tutOr is disturbed, and there follows a period in which the
tutor tries to. straighten out the concepts. This is a portion of that' conversation.
It starts with the student attempting to summarize her understanding of the
sauces.5

The tutorial shown in the table illustrates a problem with reference. If the
student finds a partially correct referent,.errors may go undetected. hi this case;
it seems that the student originally had a concept for white sauce (the standard
Amerrcan white sauce): heat together butter and flour and then add milk. This
fits easily with the new use of the term "white sauce." But French white sauces
can also he made from fish or chicken. stocks without milk or cream. This new
procedifte does not tit the student's existing memory structures, and a good deal
of confusion ensued until the tutor was able to straighten it out..It was only
when, the discrepancy between her previous conception of white sauce and the
French conception was explicitly mentioned that she began to make sense out of
her lesson. The interesting thing about this tutorial session was that for the tirst
20 minutes. neither tutor nor student realized that there were any problems, It
came as soinewhat of a slick to both participants to realize that there were vast
confusions, and the -entire session lasted hit 45 mihutes beyond the point wUre.

\\.0 shank 1. I thri!. S. Scli.up2. and I . WHItmail for ser'itu.'. as tutors amt tutees.

1 9:3
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TABLE 2
Beginning Student and Advanced Cook Tutorial'

S: We start out uith two different white
sauces, " into and Bechatnel and
Bechamel i, with milk did you say?
Ruch t.T:

S:

r:

S:

S:

,
Veloute is with egg yolk and cream
SO It s richer.
Ili-. no. Bechamel is with milk,
veloute. is 51,11i1 stock. 'that's the basic
ditterence.

-Oh that's right. We made the volume
into Parisienne.,
Either the'llechatuel .

ok.
or the velou te can be a Parisienne.
What ;\inern.:an cooks mean v,,hen
they say d white sauce is- Bechamel:
They mean a'rouvuith
Milk.

S:

I

S:

r:
S:

1:

S:

T:

(The problem here is that the student
contused her knowledge of Ameritah
white sauce with the related but dif-
ferent concept of the French I dy S:
or white 'sauces. The tutor again le-
viewed the concepts involved in the
sources. The student tried to review:)

S: (long pause) OK. (long pause) It you T:

take_ a sauce Made with stock in
stead of milk and cream, and add egg
yolks is that ever done?
That's a Parisienne.
The Parisienne doesn't have to start .

with the veloute.
The veloute is-
Has -cream or milk.
No -no the veloute is the roux and
the stock.
I keep-- I keep mixing that up. The
veloute is stock-and then meant_..
'Tie Bechamel is the; milk- base.
(pause) And from both of those your
can get to Parisienne by adding egg
yolks and cream.
OK`.

(At this point the tutor reviewed the
concepts. The student summarized
the problem:)

I'm confused because Bechamel is
what 1 originally learned as a white
sauce and a white sauce 'is a large
class with all these different kinds of
sauces,
That's right.

aRoux% A mixture of flour and butter that serves as a thickening agent, Lightly cooked
(for white sauces), browned tb make brown rout.

Stock: Clear or brown liquid, usually made from chicken or fish (white stocks) dr meat
brown stocks).

Bechamel: A basic white sauce made with roux and milk.
Veloute: A basic white sauce made with roux and white stock.
Enrichment: The addition of butter, cream, or egg yolks.

19 I
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the tutor had inte tded to end the session ht saying, and I think that's all there
is to say."

This section shows one aspect of the conummication between teacher and
student: the difference between the student's prior conception of the topic and
the actual one to be learned. Tins prior conception guides the student into some
erroneous assumptions, hindering the final acquisition of the concepts.

Example: The jump problem. This last example is the most serious of the
time we wish to describe. What we want to discuss is how a student acquires a
schema for a concept, discbvers places where it does not operate in an appfo-
pnate fashion, and then modifies the schema. We feel that the most important .

cognitive structures that we should study are those that allow the discovery of
the inappropriate aspects and change them. We will say more about this later.
Alas, we will not he able to say it well or precisely.

In our studies, we took students at the University of California, San Diego who
had no previous experience with computers and put diem in front of a visual
(television) display and a typewriter keyboard. They were given a series of
examples in programming in the language FLOW, starting off with some basic
principles. At times, the students were asked to type a particular program into
the computer and then to predict the result of that program. Mier the student
had predicted the result of the sample program, he .could have the computer
perform the program and observe the result displayed on tll screen in front of
Min; At times, we asked the studen'ts to write new prorams that would
accomplish some goal.

The computer language is very simple. For the aspects illustrated 'in this
chapter, only two principles need to he understood:

All programs consist of an ordered set ofCommands (in the examples here,
most programs are only 2 or 3 lines long).

Each line of the program is numbered for easy reference.

In this section we illustrate some of the problems in developing an accurate
schema for one of the commands of the language FLOW. We follow the course
of one student who is learning to use the command "Ttimp to . . , She has just
previously learned to use the command "Print", in several different programs,
but no program was longer than two lines and most contained only a`single use
uF the "Print- command, In this section, we are primarily concerned with the
examination of .the interatition between the student's understanding of the
concepts as represented by the schemata that she has developed and the program
`that she is creating. We trace the development of the schema for "Jump to"
through successive stages of experience with different prbgrams, that result fi'om
the schema.

We start watching the student at the point where she has been asked .to type
the following program, Program I, onto the display terminal.

r.`
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Program 1: 010 Print "Rochelle"
020 Jump to 010

Experimenter: This program will make the computer repeat the printing of
the word "Rochelle." What do you think the output
look like?

Student: The computer will print the word "Rochelle" twice.

The answer is consistent with the ordinary sense of the word "repeat." It is also
consistent with the student's prior experience, for in previous programs where
there were no Jump statements and where at most there were two print
'statements, any program that repeated the same printout printed the same word
twice, If we could characterize this student's schenia for the purpose of the
"Jump to" instruction, it probably would look something like this:

Schema 1: If the instruction is "Jump to n," then the computer does
instruction number n.

Now the student was instructed to run Program 1. When she did so, the output
that appeared looked like this:

RochelleRochelleRochelleRochelleRochelleRochelleRochelleRochelleRo

Student: I guess it keeps repeating until someone tells it to stop.

By her comment, the student has clearly learned something more about the
"Jump" statement. To test what she had learned, we aksed her to enter a new
program into the computer and to predict its outcome.

Program 2: 010 Print "Iii"
020 Print "Rochelle"
030 Jump to 010

Experimenter: What do you think this program E1vil1 do?

Student: Its first instruction is to print "Eli" so it will do "11i," then
it will (pause) there's no !space, so it will just go
"IiiRochelle" for the second struetion. And then it will
go back to the first instructiai which was Print "Eli," so it
will just write "Hi" until we t II it to stop.

We see from this example that the student has modified Schema 1 into a new
form, something:like this:

Schema 2: Do each instruction in order unless the instruction is a JUMP-
TO. If the instruction is JUMP-TO n, then continue doing
instruction n until told to stop:

19,3
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Note that this schema, even though incorrect, is perfectly consistent with
everything the student has seen up to this point. She has derived her notion of
sequential order of execution from earlier programs and has used it here to
predict the first two elements of the output. From Program 1 she has seen that
the Jump-to in that program caused the instruction to be repeated. Hence, she
developed Schema 2.

The test of the student's schema came when she was asked to run Program 2.
Here is what happened:

'1IiRochellelliRochellelliRochelleHiRochelleliiRochelleHiRochelle

Once again the result was not what was expected. Once again the schema for
"Jump" had to be modified.

Student: When you say jump to the first instruction, it will go to that and
then I guess it goes to the second one and if there isn't a second
one it will just keep repeating the first one. Otherwise it will
repeat both.

This is a rather complicated and highly conditionalized notion, but it is perfectly
consistent with all examples she has seen. When she was asked to describe how
the computer actually performed Program 2, she provided a correct line byline
description. Her schema now might he characterized like this:

Schema 3: Do each instruction in order unless the instruction is "Jump to."
If the instruction is "Jump-to n," then begin doing instruc-
tions at number n.
If there are no more instructions, stop.

Again, we tested her knowledge by asking her to type a specified program and to
predict the result:

Program 3: 010 Jump-to030
020 Print "Ili"
030 Print "Rochelle"

Student: The computer will go to the third -instruction and print
"Rochelle" then to the second and print "Hi"-and then to the
third again and print "Rochelle."

The actual result is this:

Rochelle

Only the one word is printed, and then the program halts. Why did the student
predict what she did, when according to Schema 3, she should have been able to
predict the result properly? Evidently she has other schemata about the opera-
tion of the computer. Many students seem to believe that every statement must

1)l
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be executed at least once, and this schema could apply here. If so, this causes a
conflict with Schema 3, which might possibly be resolved by a reversion to one
of the earlier schemata for "Jump." Whatever the reason, it was a simple matter
for the student to modify her schema for "Jump." When she saw that the output
was the single word "Rochelle," she was readily able to determine why:

Student: The first instruction tells it to go on to the third and then there is
no instruction to tell it what to do so it stops.

Now, finally, she seems to have a complete and correct schema for the "Jump"
instruction. When given two more tests, she predicted the results correctly:

Program 4: 010 Print "Hi"
020 Print "Rochelle"
030 Jump-to 020

The predicted and correct result is:

HiRochelleRochelleRochelleRochelleRochelleRochelleRochelleRochelle

This shows that the student doesn't believe that each repetition needs to be the
same.

Program 5.: 010 Print "Hi"
020 Jumpto 010
030 Print "Rochelle"

The predicted and correct result is

This program shows that she understands that not every line need be followed.
These examples point out the ways in which a student formulates hypotheses

about the concepts which are being taught, applies those hypotheses, and
modifies them when necessary. Learning appears to be organized around small,
simple schemata that can be applied to situations Wherever deemed appropriate.
Part of the task we must face is to determine how a 'Person comes to acquire,
apply, and modify these schemata.

Learning by Modification of Existing Schemata

To transform the examples of the use of schemata that we have presented here.'
into a viable; useful theory of learning, we need to specify with more precision
just what it is that takes place when a schema is selected, used, and then
modified. We are not ready to report much information here, but we can tell
you of some related work that seems relevant.

First, consider what kinds of structure a person needs in order to be able to
modify his schemata. The student needs to be able to 'compare the results

193
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predicted by a given schema with the results that actually occur. Then he needs
to determine the points or mismatch, and then correct that mismatch, Thus, he
needs a process with some access to the procedures which it is examining and
modifying. This is no simple feat.

The problem of learning through errors is, of course, a well known- one.
Seymour Papert and his educational group at the Artificial Intelligence Labora-
tories at MIT have _made a big issue of this form of learning. Debugging, is what
Papert calls it- -the process of eliminating the errors or bugs in one's own
knowledge. The skills of debugging are clearly important ones. Papert believes it
is perhaps even more important to teach a . child how to debug his own
knowledge than to teach him the knowledge itself. The implication is that if a
child knows how to learn, then he can get the knowledge by himself. We find
that this philosophy strikes a sympathetic chord: Why do we, not attempt to
teach sonic. basic cognitive skills such as how to organize one's knowledge, how
to learn, how to solve problems, how to correct errors in understanding: these
strike us as basic components which ought to be taught along,with the content
matter.

There has been some 'work in the Massachusetts Institute of Technology
Artificial Intelligence Laboratories on the mechanisms necessary for transform-.
ing schemata that were in error into better ones. One of the best known
examples of this work was performed by Winston (1973). Winston showed his
system figures of block structures. The system would develop network represen-
tations for the structures (very similar in form to the structural networks of the
LNR representation). Winston's system corrects schemata by comparing the
representations for the various objects and noting the differences. The network
gets modified according to the nature of these differences. In fact, Winston
shows how the most important aspect of the training sequence is''the near miss:
the appropriate form of deviation from the schema. .

Now without exception, everyone we have ever talked to who is either in the
field of education or in learning gets very angry when we tell them or Winston's
work. "That's nothing very remarkable," they sputter, "why if you go look at
any elementary education text, or .the work ,.." etc. We agree, but disagree.
Winston's work is not important for the concept Or the near miss. What is
important is that he has managed to develop aformal procedure for representing
certain kinds of knowledge and then for changing that representation when it is
_found not to be appropriate. It is one or the most sophisticated examples of a
learning program of which we are aware.

More recently at The Massachusetts Institute of Technology,-Sussman (1972)
and Goldstein (1973) have taken another step closer to the development of
learning procedures. They have managed to develop systems that can correct
programs, find the errors, and modify them appropriately.

We are still not at the point where psychological models can be developed
around these formalizations'of schemata, and the suggested mechanisms for
modification. but we believe that we are cruse.

1 9 '3
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SOME GENERAL COMMENTS

Leaming involves the acquisition of new cognitive structures built upon old,
previously acquired structures. Such a statement, by itself, says little that has
not been said many times before. What we believe -Might be new is some
understanding of the underlying representation of these structures.

The 'overall structure for a concept matter is not yet known. In this chapter we
have discussed some extremely simple knowledge frameworks: for verbs, for
simple. recipeS, and at the level of verbal description, f8r a prdgramming lan,
guage. At this point we wish to speculate upon two or three issues relevant- to
the acquisition and use Of these schemata. First, some comments upon theory.
Second, some comments on. what 'should (or could) he taught. Third, some brief
comments on the problem of communicating the relevent structures to the
student.

On theory What has been shown here is very incomplete, It certainly is a far.
'distance away from what we claimed to be interested in: the learning of comples
topics. We need to specify how we interrelate all the information. We still need a
lot of work on this problem. We think the important principle is that the
material is organized around schemata. There does not seem to be a homoge-
neous network structure. Rather there seems to be well structured means for
organizing the information, and for functional procedural definitions. Moreover,
the schemata provide means for applying the structures to new and to unusual
situations.

On what might one teach Two general principles seem applicable:

Introduce the general framework for the material that is to be learned.
Build Upon the general knowledge that previously existed.

One different fo'rm of knowledge that we believe to he important is to teach
learning skills:

The student should know hOw to evaluate ata modify his schemata.

In the examples shown above, it has been important that existing schemata
could. he modified. This is true whenever a .Schema is inappropriate either
because one simply doesn't know enough or because one is reasoning by
analogy.

In general, one has to know how to understand the. nature of this reasoning
process to be effective at doing it. We .liave been impressed with Papert's
teaching of "debugging skills"- we believe he is correct when he places heavy
emphasis on this.

Functional reasoning Collins, .Warnock, Aiello, and Miller (1975) have
deinonstrated some nice examples of what they called "functional reasoning,"
reason in which knowledge is deduced from general grinciples. The most inter-
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esting cases occur when the person doing the rea:oning is not aware that he
knows any relevant general principles. What in fact happens, we believe, is two
things. First there is something akin to our mayonnaise example: reasoning by
analogy. Second, comes the examination of several examples and a generaliza-
tion. A general principle cancan be considered to be one in which the schema has
many of its constant terms replaced with variables (the variables will have
constraints'placed upon the set of concepts which may be used to fill them).

The process by which one takes specific knowledge about a particular instance
of a concept or of an experience and generalizes it to apply to a larger class of
experiences is one that needs a good deal of study. One suspects that this
generalization process is at the heart of much of our everyday operations
which new situations must be dealt with by the experience gained from old ones:
Learning by analogy, learning by modification or eoxisting schemata, the use and
interpretation of metaphor, and functional reasoning would all appear to be
related examples of this generalization of knowledge. As we gain in our under-
standing of the structures of human memory and in the ways by which the
knowledge structures are acquired, modified, anth.used, we will come to enrich
our understanding of learning, of teaching, and of the human use-of knowledge.
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INTRODUCTION

The task of developing a psychology of instruction is formidable because we
must first Understand the nature of knowledge, how it is acquired, under what
conditions'it might be taught, and the signs by which its attainment might be
celebrated. Of course, our task would be foredoomed if every area of knowledge
were so distinctive in its requirements on the human mind that completely
different -cognitive processes were invoked in each case. if so, then the most help
educators might realistically expect from. psychologists would be a pluralism of
principles consisting of independent sets of heuristic tricks, especially tailored
for each area of pedagogical focus.

Clearly, the working hypothesis which best serves both psychology and educa-
tion assumes that knowledge-gathering procesSes of mind are essentially the same
across all disciplines, that any differences will he in detail rather than principle.
Let us then begin by posing the central problem for a cognitive theory of

...instruction in 'a way that presupposes this working hypothesis: what the
nature of the gc*ral cognitive capacity that underlies all knowledge acquisition?
It is to this questi m that this chapter is addressed.
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THE ABSTRACT NATURE OF CONCEPTS

A basic .characteristic of human intelligence is the ability to formulate. abstract
conceptual knowledge ;)hoot objects and events. Abstract conceptual knowledge
is exemplified when we can deal appropriately with novel instances of a concept,
that is, when our knowledge goes beyond just those instances experienced.

There is abundant evidence that our knowledge of language must be abstract
given the novelty that must be dealt with. Indeed, the tole of novel events in
language has long been recognized by linguists, Sentences are almost always
novel events. To verify this fact you need only pick at random a sentence in a

book and then continue through the book until the sentence is repeated. Unless
you have picked a cliché or a thematic sentence, it is unlikely that the sentence
will reoccur. We readily admit that most sentences are novel, but what about the
elements from which sentences are constructed? These- elements must be the
same in order for us to understand sentences. Further examination, however,
shows that words too are typically novel events. The apparent physical sameness
of words. is an illusion supported by the use of printing presses. If we consider
handwriting, we find a great deal of variation in the construction of letters and
words. The novelty of words becomes even more clear when we think of the
Same word spoken by differentspeakers, male and female, child and adult, or by
the same speaker when he is shouting or whispering. Words; like sentences, are
typically novel events.- To say that words are novel events may be incorrect in
some instances. We have heard our friends use the same words many times, our
own mimes being a case in point. The importance of the argument for novelty is
to illustrate that this repetition is not necessary for our understanding. of worts;
thus our ability to recognize words is not a function of having experienced that
particular physical event

Greenburg.and Jenkins (1064) demonstrate an even more striking example of
the capacity to deal with novel instances of a class. They, found that English`
speakers could deal appropriately with novel sequences of English phonemes.
Sequences of Phonemes in English are subject to powerful constraints described
by rule. structures for syllable and word formation. I?' we randomly sample
strings of English phonemes we will produce three types of strings: strings"Which
are actual English syllables or words; strings which violate the rules for English
syllables and word construction- and therefore are not English syllables or words;
and finally, strings which are in accord with English rule structure, but are not
found in English. Given only consonant- vowel consonant (CVC) strings we all
recognize cat as an actual English word and Fah as clearly not an English word,
llowever, what about the strings (lib and hat? Both of these CVCs are in accord
with English rules of syllable construction. J)ib is in fact an actual English word.
Consequentiy,Greenb,:rg and Jenkins constructed a measure of distance from
English, based upon Pie rules or English syllable construction, which accurately
predicted subjects' jiLlginents of novel strings of phonemes. The subjects' judg-
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ments about novel strings of phonemes were consistent and predictable on the
basis of linguistic rules for syllable construction in English.

This research clearly demonstrates that the knowledge, on the basis of which
English speakers recognize and construct English syllables and words, is abstract
in the sense that it is not knowledge of .particular physical events, but rather
knowledge about systems of abstract relationships. One's ability to recogniZe
sequences of phonemes not experienced before as acceptable or unacceptable
English strings demonstrates knowledge of rules of-sequencing of phonemes, that
is, abstract conceptual knowledge which allows us to recognize and produce
novel events.

But phonemes too are abstract classes 1.)f events which cannot be specified in
terms of common physical elements. Research in the perception of speech has
shown that the same phonemes are specified by different physical eventsin
different contexts and that the same physical event can specify different pho-
nemes indifferent contests (Fant, 1964; Liberman, Cooper, Shankweiler, &
Studdert-Kennedy, 1967). So, with phonemes too, the basis of recognition is
knowledge of a coda or system of relationships, not knowledge ,pf particular
physical elements. As we have seen, breaking language events into smaller and
smaller elements does not result in a level of analysis based upon particular
physical elements: Rather, at each level we find still another system of abstract
relations which is necessary to specify the nature or meaning of particular
physical events.

Similarly, we arc able to recognize a melody played on a piano even though
previously we have only experienced instances of tbat melody played on other
instruments, or by an orchestra, or even hummed. To do so, therefore, we must
have an abstract concept of the melody that specifies the isomorphism,exIsting
among the various instances. Offen we are able to recognize that a painting is
executed in the style of impressionism or by a particular artist, say Cezanne,
even though we have never seen that; particular work before. To do so we must
have an abstract concept that specifies the style of the school or artist such that
the instances, novel ones included, are seen as similar. Thus, there seems to be
ample reason to conclude that concepts are not necessarily,ibased upon knowl-
edge of particular physical events, nor upon physical units, elenients, or features,
since instances of many concepts are only abstractly related.

. GENERATIVE CONCEPTS

Due tp their generality, abstract concepts apply to a potentially infinite equiva-
lence class of instances. However, this fact poses a serious problem for a
cognitive theory bent upon explaining how they areoacquired. Since one's
experience is with but a' sample of the entire set of instances to which such
concepts refer, several puzzling questions arise: First, how can experience with a
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srlbet of obicets or events lead to knowledge of the whole set to which it
bet, lugs? I here is a problem of explaining how sonic part of a structure can he
equal to the whole structure. Indeed, the claim that some can, under certain.
circumstances, he equivalent to all seems to involve a logical contradiction. That
it does not, fortunately for cognitive theory, can he amply illustrated in many
different areas of conceptual knowledge. In a moment, we will illustrate this fact
from examples drawn from three distinct fields mathematics, linguistics, and
perceptual psychology.

A second crucial question that must be answered, given a precise answer to the
fust. concerns the nature of the. subset that can provide the knowledge necessary,
to deal with the entire set. Will just any subset of instances do, or must the
subset be a certain size or quality'? In other words, how do instances of a
concept qualify as exemplary cases of the concept? A precise answer to this last
que:hon ha: quite obvious implications for the selection of effective instruc-
tional material tor teaching concepts.

Generative concepts in mathematics. In mathematics the concept of an infi-
nite set provide, a ,structure for which it is true that a proper subsetA equal to'
the total set. Cantor pr4osed this definition or the infinite when he discOvered
that a subset ref all natural numbers,'such as the even integers, can he placed into
a one-to-one relationship with the total set of integers. But a more relevant case
for our purposes is the prob'em of providing a precise description for.aninfinite ,
class of objects. I3y a precise description'is meant a finitespecitication of every
instance of the infinite class.

moment's reflection suffices to conclude that so-eailed mmtinal concepts are
quite inadequate for this purpose since it is impossible to ostensively define an
infinite class, say by 'pointing to each element. Hence the label "infinity- could

be consistently applied sine finite enumeration will not discrimate between
classes iust a lit tle larger than the ostensive count and ones infinitely larger.

I', Q. :Mutat reasons so-called attiibutiPc concepts of infinite classes are not
p,,-,;sible since the attempt t6 abstract common features from all members of
rich classes fads. It not every member of an infinite class is surveyed by a

process of finite abstraction, then a potentially infinite ntimber of cases may
exist which fad to exihit the attribute common to the finite -subset actually
,Aperionced. inns. the learning, or concepts that refer to classes with a poten-
halls !Minot% number of members such as trees, people, red stars, cannot be
atkqualeb, explained by a cognitive process involving finite .abstraction. The
pr,cess pit abstraction postulated to explain the acquisition of abstract concepts
mast work in some other way. As a null for abstract knowledge, it must take a
titioe set of exemplars as grist for phothicing concepts of infinite extension.

I his problem has perplexed philosophers for many centuries, leading sonic
empiricists and nominalists to propose that inf act no concept of an infinite class
is really. possible. Their argument was bri-cd upon the belie-f that since finite
ahstraCtin is the means by which all concepts art!,formed, then the concept of
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the infinite must he a negative concept referring only to our ignorance regarding
the exact size of a very large class which had been indeterminately surveyed by
the senses. This belief constitutes a refusal to recognize the creative capacity of
human intellignece and led the empiricists to a theory of knowledge founded
upon associative principlesprinciples which define knowledge as nothing more
than the association of memoranda of past sense impressionswhat Dewey
(1939) rightfully called "dead" ideas because they carnot grow.

Infinite structures can only be represented by finite means if the finite means
are creative, in the sense that a schema exists by which the totality of the
structure can be specified by some appropriate finite part of the structure. Such
a schema by which the whole can be generalized from an appropriate part can be
called h generative principle, while the appropriate part can be called a generat-
ing substructure or just generator for short. That a structural totality can be
specified by a generator plus a set of generative principles can usually be verified
by the principle of mathematical induction.

Consider the problem of how one comes to know the concept of natural
numbers. Two stages seem to he involved: one must first learn the set of
numerals 0, 1, 2, , 9 as well as a-system of syntactic rules by which they may
be concatenated to form successively ordered pairs (e.g., 10, 11, , 99), triples
(e.g., 100, 101, 999), etc. The number of numerical strings is, of course,
potentially infinite. Hence the numeral set 0, 1, 2, , 9 constitutes the
generator which potentially yields all possible well-ordered numerical. strings
when the appropriate generative rules of the grammar are applied.

The second stage in acquiring the concept of natural numbers entails inter alia,
not only knowledge of the grammar for numerical labels, but knowledge of the
closure of arithmetic operations by which (a) any number can be shown to be a
logical product of an arithmetic operation applied to a pair of numbers e.g., 1 +
0 = 1, 1 + 1 = 2, 1 + 2 =3, ,and (b) any logical product of numbers always
yields numbers.

Indeed, it does not . take children long to realize that any combination or
permutation of the members of the generator set (0, 1, 2, , 9) yields a valid

number. For example, is 9701 an instance of the concept of natural number? Of
course, you will recognize it as a valid instance. But how do you know? Have
you ever seen this number before? Does it matter? Unless it is part of an old
phone number, address, or some serial number that you have frequently dealt
with, then you probably have no idea whether it is a familiar or novel instance of
the concept of natural number. Nevertheless, one knows immediately tHat it is
an instance, presumably because one's knowledge of strings of numerals is as
abstract as that for English sentences.

Geneiative linguistic knowledge. A similar line of arg,inent can be developed
with respect to the best way to characterize a speaker's knowledge of his native
language. The problem is: "how do we acquire .the linguistic competence to
comprehend sentences that have never before been experienced?" For instance,
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it is unlikely that you have ever experienced the t011owing sentence: the impish
monkey climbed upon the crystal chandelier, gingerly peeled the crepes from the
ceiling, and threw them at the furious did: .11k fact, however, in no way
diminishes your ability to recogniie it as a grammatical, if novel, sentence.

Wliatesei the nk:else details, it seems clear that the child acquires generatie
knowledge of his language from limited experience with a part of the whole
corpus that is potentially available. Furthermore, on the basis of this limited
c\l'onence, he is able to extrapolate kntmledge about sentences never before
experienced by him, as wdll.as knowledge about those never before experienced
by anypne.

Presumably; the child's immediate linguistic environment consisting of his or
her family and local aspects ()fins culture, provides him with a generator set of
exemplary structures from which he educes the generative principles by which

othet 1eritellie`, ate known. ('lionisky (1965) has argued that a transforma-
tional grammar piovides the operations defining, the mapping of the generator
set of clear case utterances onto the corpus of all utterances; other theorists
disagiee. However, no one disputes the fact that the acquisition of language

.requires cognitive schemata that are truly generative in nature.
It is also worth noting that during acquisition- specific memory for sentences

experienced seems to play ,no necessary role in the process. Several lines of
research support this contention. Sachs (1967) demonstrated that subjects were
unable to recognise syntactic changes in sentences that did not change their
meaning as readily as they were able to detect changes in meaning. This suggests
that people often do not remember the explicit form, of' sentences experienced.
Other researchers (e.g., Blumenthal, 1967; Mettler, 1963; Miller, 1962; Rohrman;.
196S) argue that rather than the surface structure of sentences being remem-
bered, it is the deep structural relations specified by current iransfonnational
grammars that characterise the abstract conceptual knowledge retained in
memory.

One important insight that ,emerges from a -study of such cases is that for
;.,enel'ative concepts there are no truly navel instances. There .are only those
instanc,....' that ate actual, because they. belong to a generator set, and those that
are potential, because 'they lie dormant among the remaining totality of in-
stances. Consequently. the only difference between ,actual,,,rersus potential,
instances is whether the instance has been made manifest by application of the
generative principle. Once done so. a newborn instance bears no marks of its
recent birth to denote that it is new rather than old,

If the above reasoning is valid, we are able to formulate our first empirical
people obtain abstract concepts then they will not necessarily be

able to rye, nntize novel instances of the concept as being morel: that is, instances
in the .gcneratierset of a ((wept (i.e., clear-case exemplars) will not always be
distinguishable vhiein theist' instances never beliere experienced.

237



10. ABSTRACT CONCEPTUAL KNOWLEDGE 203

In the next section we review some of the research recently completed at the
University of Minnesota which lends plausibility to the hypothesis that genera-
tive systems theory provides a precise description of the function or the
cognitive cpacity by which we obtain abstract concepts.

EXPERIMENTS ON GENERATIVE CONCEPTUAL SYSTEMS

The problem of how people learn abstract conceptual systems is by no means
new to psychology. Sir Fredric Bartlett (1932), in his classic hook Remember-.
ing, realized that what people learn must be some kind of an abstract system or
schema rather than a discursive list of simple instances. Clearly concepts can be
learned from a small set of very special instances, what might be called proto-
types or exemplars of the concept. Considerable research has shown this to be
the case. llowever, in doing so some curious results were uncovered. Further-
more, the attempt to characterize precisely the nature of prototypic instances
sufficient for the learning of a given concept proved more elusive than expected..

Attncave (1957a) demonstrated that experience with a prototype facilitated
paired-associate learning involving other instances or the concept. In related
research Posner and Keele. (1968) found that subjects," were able to classify
correctly novel dot patterns as a result or experience with classes to patterns
which were abstractly related to the novel instances,; .e,, related by statistical
rules rather than by feature similarity. Later,yesner)nd Keele (1970) isolated
the following properties of the conceptual sYstems;Which enabled subjects. to
classify novel instances of the classes of dot patter4:(1) this conceptual system
was abstracted during initial experience with the classes of patterns, and (2)
although derived from experience with patterns, it was not. based upon stored
copies of the patterns. One week after the original experience with the patterns,
the subjec'ts' ability to classify the patterns actually seen earlier had decreased,
while their ability to classify "new" prototypic patterns surprisingly had not.
This result supports Bartlett's view by strongly suggesting that these "new"
instances were classified in terms of a highly integrated system of abstract
relations (a conceptual. system) rather than being mediated at the time of
classification by memory of individual patterns.

The iitiestiim then is: "how can a subset or instances of a class be used to
generate the entire class ?'' One avenue that we are investigating, is to see what
insight the concept of group gene6tor may give into the generative nature of
conceptual systems:

The notion of a group generator Can he understoOd intuitively by carefully
studying the illustrations of the generator and nongenerator sets of stimuli used
in the experiment reported below, page 207. One should notice that the
generator set consists of cards whose relations define the displacements figures
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undei go when orbiting around the center of the card, that is, when the ordered
sequence of cards specifies orbiting. On the other hand, the nongenerator set of
stimuli consists of cards that are physically similar to those in the generator set,
ditiLring, however, in that no. sequence of these cards is sufficient to specify
the orbiting concept. At most they specify a displacement of four figures over
the diagonal path running from the upper left to the lower right hand corners of
the card.

In the next section a more formalized account of the group generator notion is
presented.

The Concept of Group Generator

Many examples of the generative property of mathematical groups exist. For
instance, for each integer n, it is possible to construct a group having exactly n
elements ( a group of order n) by considering 1 , a, a2 a3 , . . an I , an, where
a° = a ".= I and the operation is ordinary algebraic multiplication. Such a group
is called 0e/ie because the initial element (0) is identical to the terminal
element (a"); the symbol a is called a generator of the group, since every group
element is a power ofa, that is, a X a = a2 , a X (12 = a3 , . . . , a X a", t = a" ,ao.

The ( integer) representation of the concept of a group with a generator is but
one application of this abstract system. As another example, consider the
rotational (cyclical) symmetry of a square. Let each vertex of the square be
labeled (I, 2, 3, 4,) and represented as the bottom row of a matrix. Then let
each position initially occupied by these vertices be similarly labeled and
represented in the top row of the same matrix:

positions (P) ( I 2 3 4)

vertices (1') ( I 2 3 4)

We now define a 00 clockwise rotation of the square as follows:

( 12 ;4 (H)

I 2 31 )

( I .2 .3 -1

.4 I 2.3

The 3o0 rotation of the square can he similarly represented as four. 90°
rotations:

(1

1

2

2

3

3

4

4

907 2

1

II

3

,2

4 '\1M)

3/
(1 2

\.3 4

114

3

1
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The configurations I-1V are the group elements representing all the possible
configurations of. a square that can be generated by a product of 90° rotations.
This can be summarized in tabular form as follows:

X I Il III IV

I I 11 III IV

Il III IV 1

111 111 IV I II

IV IV I II i:1

From inspection of the table it is clear that I is the identity element and that
every element has ar inverse, e.g., II X IV = I, III X III =1, etc. To illustrate the
group operation, (X ), by which these products of rotations in the table above
were computed, consider the way in which one proves that the element IV is the
inverse of element II since their product II X IV yields the identity element I (a
0° or 360° rotation).

(I
1

II

3 4\ (I
2 3)

2

3

IV

3

4

4 \

1 )

(1 2

2

3

3

4\
4)

In general, to multiply one array by another do the following: Replace the value
of the vertex in a given position in the first array with the value of the vertex
found, under the position with the corresponding value in the second array. For
instance, in the above example, II X IV = 1, the products are computed as
follows: V4 in P1 of II is replaced by V1 in P4 of IV; V1 in P2 of II isyeplaced
by V2 in P1 of IV, etc., where Vi and Pi denote the appropriate vertex and
position.

More importantly (for our purposes), the group of rotations for the square has
two generators, namely II and IV. Either of thew, if multiplied iteratively by
itself, yields alelements of the group. Thus, II' = III, 113 = IV, 114 = I, 115 = II
and similarly, IV" yields III, II, I, IV, respectively. This generative property is
not trivial since neither I nor III are generators of the group; r =1 since it is the
identity and III" alternates between I and In, never _producing II or IV because
III is its own inverse. Many other groups have nontrivial generators. A most
important group is thatof perspectives of solid objects. The fact that, for many
objects, a few perspectives provide sufficient information to specify their total
shape suggests a way in which perceptual systems, like conceptual ones, may be
generative.-(Shaw, McIntyre & Mace, 1974)

0
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The basic-strategy for testing the applicability of the group-generator descrip-
tion in explaining generative conceptual systems is to construct acquisition sets
which either are or are not generators specifying the total class of instances
referred to by the concept. This suggests the following hypothesis:

the a/Pr/nation specified in the group generator acquisition set is
sufficient to allow subjects u) generate the entire class, subjects should
then treat novel instances Of the class in a fashion ,sUnilar to the way they
treat expewienced instances of the class. In contrast, the subjects who are
given .a non-generator acquisition set should treat experienced and new
instances of the class differently.

A Generative Concept Experiment

vestigate the above hypothesis Wilson, Wellman, and Shaw constructed a
system consisting of four, simple geometric figures (a cross, a heart, a circle, and

a square) orbiting alone through the four corner positions of a square card. This
allows for the construction of sixteen distinct stimuli (i.e., four figures X four
positions ,--- 16 cards). "1- hese sixteen cardsTrovide the underlying set over which
the concept of (whiting can he defined by an appropriate ordering of the earth.
Moreover, the system of relationships among the cards determined by the
discrete orbiting of the figures, logically specify a group of transformations
(displacements) that is isomorphic with the geometric group of 90° rotations of
the square discussed earlier. By definition two specific groups (e.g., the orbiting
and rotation groups denoted above) are abstractly equivalent if some third group
can he found to represent each. The numeric arrays, IV with the operation X,
constitute such a group.

The sixteen which provide the underlying set for the "orbiting" group
can he represented by the numeric arrays 1--IV as follows: let the top row of the
array specify- the corner positions on a stimulus card while the bottom row
specifies tlw figures that occur in 'those positions. In this fashion, the columns of
the arrays I- IV, reading from lett to right. denote all sixteen cards in the set
underlying the concept of orbiting. hi the rotation case, each relationship
betwetm adjacent arrays specifies the new positions assumed by the vertices or
the square as it rotates discretely through 90 °-. by contrast, in the orbiting case,
the "relationship between adjacent arrays now, provi( a simimary of the new
positions assumed, by each Of the orbiting figures from card to card. In other
words, the mbiting of a figure can be thought of as a rotation around an axis
point outside the Hence they have the same group multiplication table
and are abstractly equivalent.

The sequence of cards specifying, a g'enerator for,the 16-card set' used in the
acquisition phase of the experiment for one group of subjects is shown in Fig. I .

Notice that the first four cards constitute the columns of array I while the
second lour cards constitute the columns of array 11.',To sec that these eight
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FIG. 1 Group generator acquisition set.

d

cards qualify as a generator for the total set of cards one need only multiply
them together in the iterative fashion as discussed earlier. By consulting the
group multiplication table one immediately verifies that multiplying array II (or
IV) by itself a sufficient number of times ,yields all the arrays, IIV, and
therefore, is a generator for the, total set of cards. Also by consulting the table,
one can verity that iterative multiplication of array III by itself yields only I and
III and, therefore, does not qualify as a generator for the group of sixteen cards.

There' is a sense, however, in which III is a generator that specifies an abstract
concept; namely, since the geometric figures Occur in all four positions' across
Cards, if they are treated equivalently; .then they do specify the entire set. In
order to -minimize the degree of abstraction (i.e., generality) of the nongenerator
acquisition set, eight cards were selected in which the figures occurred in only
two positions, rather than four poSitions specified by III. This selection guaran-
teed that the nongenerator acquisition set 'could not specify the entire concept
(set) at any level of abstraction. (Although it does contain the generator for a
system of diagonal relationships.) The cards in this new nongenerator acquisition
set used in the experiment are shown in Fig. 2.

During recognition both groups were shown the eight cards theyhad experi-
enced during acquisition plus the remaining eight novel instances of the system.
Additionally, both ',stoups were shown nine cards which did not fit the system,
tliat is, noncases. The noncases were constructed by using inappropriately
colored geometric forms, Firms occurring in the center of the card, and forms
which were oriented differently on the card than those in the system, for
example, a 45`) rotation from the perpendicular. The recognition set, therefore,
consisted of 25 cards, 8 "Old" cards,' 8 "new" but appropriate cards and 9
"noncases." Subjects were shown each & the 25, cards, one at a time and, asked

FIG. 2 Nonrenerator acquisition set.

2
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to rate each card as "old" or "new," that is, as ode they had seen during
acquisition.

As might be expected both groups consistently rated the old items as old and
identified the noncases as new cards, The generator acquisition set subjects rated
old cards as old on 80,1, of the cases and the noncases as new on 99% of the
cases.

The two groups were strikingly different, however, in their judgments of the
new but "appropriate within-the-system" cards, The "nongroup generator"
subjects correctly identified these new instances as new on more than 90% of the
cases. In marked contrast, the "group generator" subjects rated the new cards as
being old 50rf; of the time. That is,.their judgments of the new but appropriate
instances were at a chance level. On 50;/r- of their judgments, subjects identified
the novel instances of the -system as cards which they had experienced during
acquisition. This group -could clearly discriminate system from nonsystem cards,
as shown by their rejection of the noncases; but they could not consistently
discriminate experienced instances of the system from novel ones.

Two conclusions can he drawn from these results:

I. During acquisition subjects are acquiring information about the abstract
relations existing between the items in the acquisition set. That is, they are
gaining more information than can be characterized by copies of the individual
cards they experienced.

2. The information specified by the group generator is sufficient to allow/
subjects to generate the: entire system. This supports the claim that these
subjects' knowledge of the system of orbiting cards is indeed generative.

The fact that subjects in the generater group could not consistently dis-
criminate between previously experienced and novel instances of the system,
strongly suggests thatsubjects are acquiring an abstract relational concept which
defines. a class events, not simply information about the specific instances
they had experienced. Furthermore, this result also suggests that these subjects
acquired a knowledge of an event (the orbiting of cards) that is truly generative.
(More about thiS type,of event conception will be said in the next section.)

Assuming that subjects are acquiring abstract relational systems from experi-
ence with the generator acqUisition set rather than specific memory of experi-
enced instances, the question arises as to the effect of more experience with the
acquisition set. Conceptions of memory based upon the abstraction of static
features, or copies of the experience events, would predict that more expefience
with the acquisition set would facilitate subjects' recognition of new instances of
the system as actually new, that is, as not before experienced. If, instead of
storing copies of the experienced instances or abstracting the ctimmon attributes
of the instances, subjects are acquiring information about the abstract relations
among these instances in the system, more experience with the acquisition set
would not neces-inily result in an increased ability to recognize new instances of
the. system as he ig novel. As subjects better acquire the tibstract relational
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system they would be more able to discriminate instances of the system as being
novel. As subje'cts better acquire the abstract relational system they would be
more able to discriminate instances of the concept from noncases. However, the
novel instances of the system may be more difficult to discriminate as new
precisely because they are instances of an abstract relational system

To investigate this possibility, four additional groups were run, two with each
of the two types of acquisition sets: One group experienced the generator
acquisition set twice, and a second group three times. Similarly, a third experi-
enced the nongenerator acquisition set twice and the fourth group experienced it
three times. Following the acquisition phase, all groups were tested for recogni-
tion.

In the nongenerator groups, the greater amount of experience with the
acquisition set resulted in an increased ability to recognize the new instances of
the system as new. The subjects who experienced the acquisition set three times
were able to recognize the new instances as new on 100% of the cases. The
nongenerator subjects were able to consistently identify new instances of the

'concept as new one presentation of the acquisition set, and the subjects
given more experience with the nongenerator acquisition were even more accu-
rate in this discrimination, However, the results Obtained with subjects who
experienced the grouplenerator acquisition set were quite different, Not only
were thesc subjects unable to identify novel instances of the system as new, but
additional experience with the acquisition set decreased the subjects' ability to
recognize new instances as being new. As stated earlier, the subjects who
experienced the acquisition once accepted the new instances as old 50% of the
time. Subjects who experienced the acquisition set twice before recognition
identified the new instances as old on 75% of their judgments, and the subjects
who experienced the generator acqUisition set three times identified the new tut
appropriate instances of the system as old on over 80% of their judgments. All of
these subjects .continued to correctly recognize the old instances as old and
reject the noncases as not before experienced.

These results provide strong evidence that subjects are ;acquiring information
about an abstract system of relations and not simply information about the
static properties or attributes of the experienced instances. If subjects' judg-
ments were based solely upon the, attributes or static features of the experienced
instances, the subjects would be able to recognize new but appropriate instances
as, being new and increase experience should enhance this recognition. As we
have seen the results were not obtained. On the other hand, if subjects are
acquiring a generative conceptual system, then, instances which are appropriate
to the system would be recognizbd as familiar. As the abstract conceptual system
is better learned the subjects' would be more likely to recognize novel instances
of the system as belonging to the system and, therefore, identify them as old.

It should' be noted that these data provide strong support for our hypothesis,
namely, that knowledge Of a subset of the instances, of a concept was in fact
tantamount to knowledge of all instances of the concept. When the system was
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well learned, subjects could not distinguish old from novel instances. Clearly,
experience with the group-generator acquisition set was in this case tantamount
to experience with the entire system.

Finally, it should be noted that in these experiments subjects were not
instructed to find relations between the individual instances, nor were they told
that they would ,he tested for recognition. Rather, subjects were instructed that
we were studying short-term memory of geometric forms. Their task was to
reproduce, by draWing each card in the appropriate acquisition set after per-
forming an interfering task. In this case, the abstraction of the systematic
relations between instances of the system appears to be automatic in the sense
that it was not intentional.

EVENT CONCEPTS AS GENERATIVE KNOWLEDGE

In this section we present evidence in support of the contention that event
concepts are abstract in nature and therefore generative.

Shaw, Mcintyre, and Mace (1974) argue that perceiving the nature of events
involved the .detection of sufficient information to specify their affordance
structure. The term "affordance" is borrowed from James Gibson (1966) and
refers to the invariant percePtual information made available by objects and events
that specifies how animals and humans might adapt to their environments.

The affordance structure of events consists of two necessary components: the
transformation over which the event is defined (the transformational invariant)
and the structures which undergo the change wrought by the application of the
transformation (the structural invariant). The transformational invariant must be
perceptually specified in the acquisition set if the dynamic aspects of the event'
are to be identified (e.g., that the event is of x running, rolling, growing, smiling,
etc.), while the structural iiwariant must be perceptually specified if the subject
of the event is to be identified (e.g., what x is: John runs, the ball rolls, the
flower grows, Mary smiles, etc.).t A set of instances of an event is not an

I Perhaps a better way to clarify the difference between structural and transformational
invariants is as follows: given that John runs, John walks, John smiles, John loves, the
subject of ail these events is John; the subject's structure is what is common or invariant
and, hence, is the structural invariant of all the events denoted. On the other hand, given the
following events: John runs, Bill runs, Mary runs, Jill runs, then there is no common subject.
All we know is that some object with a minimal structure to support the operation to tun is

involved. The operation on the minimal structure x is the transformational invariant. But
note that even here to define 'that transformation. presupposes some minimal structural
invariant as its necessary support. A similar argument for the necessity of postulating
minimal transformational invariants in order to define structures can also be given. For
these reasons the affordance structure of events, inclusive of actions and objects, necessarily
requires both structural and transformational invariants for its definition. Since in ecological
science ..here are only affordance structures, that is, animalenvironment, or subjectobject
rclationS, the affordance concept is a universal semantic primitive that deserves careful study
by cognitive psychologists.
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exemplary set and, therefore, does not constitute a generator set for the event, if
it fails to provide perceptual information sufficient to specify both the transfor-
mational and structural invariants, To summarize this hypothesis:

All necessary conditiOns being satisfied, a person will acquire the concept
of an event when presented with an acquisition' set of exemplary in-
stances (a generator set) because such a set provides the minima:per-
ceptual injimnation sufficient to specify the affordance structure of the
event.

In the experiment discussed in the previdus section we showed how a certain
subset of object configurations qualifiett both formally and psychologically as
the generator set for an event concept, that of an "orbiting" event defined over
geometric forms. Thus, the group gener'ator description does' seem to offer. a
viable means of making explicit the manner in which _abstract conceptual
systems may be creative.

The abstract, concept derived from perceiving the orbiting of the .stimulus
figures can he analyzed as follows: The g6 rator set in the acquisition phase of
the experiment consisted of stimulus configurations sufficient to specify a
subgroup of the displacement group, namely; the orbiting group. This set of
stimuli constituted the structural invariant of the event while the group opera-
tion (orbiting) constituted the transformational invariant of the event. The
subjects succeeded in obtaining the.conceptf of this event by detecting these two
invariants which taken together constitute tk affordance structure of the event.

The orbiting group itself provides a description of the relevant aspects or the
abstract concept of the event. Thus construed, the perceived meaning of ,the
event is the orbiting group interpreted. over the stimulus structures presented.
Consequently, we see no way or reason to avoid the conclusion that in all event
perception situations the existence of an abstract concept is entailed. Under this
view, the generator for the abstract event concept is that set of instances which
conveys sufficient perceptual information to specify both the transforMational
and structural invariants defining the event. The 'meaning of this invariant
itiformation for the human or animal perceiver is the affordance structure of the
event.

In our opinion, this analysis argues in favor of. the hypOthesis that perception
is a direct apprehension -of the meaning of events insofar as their affordance
structure is,concerned. Since abstract concepts arc generatively specified by (i.e.,
abstractly equivalent to) their exemplary instances (generator set), their acquisi-
tion can als6 he considered direct, requiring no augmentation by voluntary
inferential processes. Similarly, no constructive .cognitive process need be pos-
tulated to explain how abstract concepts are built up out of elementary
constituents as argued by the British Empiridists since stich elementary con
stituents play no necessary role in the definition of the concept.

Have we made too much of the apparent success of the generative systems
approach in a single_line of experiments? ft is important to ask whether the same
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analysis can he applied to a variety of experimental phenomena. We explore this
possihiIit} in the,.next section.

Perceiving the Affordance Structure of Elaborate Events

So far- we have presented an example involving ,'an "vent whose affordance
structure 'can be formally described by very simple group structures, i.e., orbit-
ing. We would now like to discuss two complex events whose affordance
structures, although more e'laborate, still seem amenable to generative' systems
theory.

The shape of nonrigid objects. Theories of object perception usually attempt
to explain the perception of objects and patterns which do not change their
shape over time. However, a truly adequate theory must also explain the origin
of concepts of events where object configurations or the shape of objects
undergo dynamic change. Shaw and Pittenger (in press) have conducted a series
of experiments designed to explore this problem The assumption behind the
research is this:

Shape is considered to be an event-dependent concept rather than an absolute
property of static objects. This is contrary to the traditional view that identifies
shape with the metric-Euclidean property of geometric rigidity under transfor-
mation, that is, the fact that under certain transformations (e.g., displacements)
the distances between points on an object chi not change. Unfortunately, this
definition k too narrow since it fails to apply to a4nanifold of natural objects
which remain identifiable in spite of being remodeled to some extent by various
nonrigid'. transformations (e.g., growth, erosion, plastic deformation under .

pressure).
, Biinnorphic forms, such as faces, plants, bodies of animals, cells, leaves, noses,
inevitably undergo structural remodeling as they grow, although their transforms
retain sufficient structural similarity to be identified. Such forms, like geological
structures under plastic deformation or archaeological artifacts under erosion,
are relatively nonrigid under their respective remodeling transformations. Since
the prop'erty of geometric rigidity is not preserved by any of these, it cannot
provide the invariant information for their identification. Clearly, then, a new
and more abstract definition of shape must be found upon which to develop a
theory of object perception that is (Timid enough in scope to encompass all
ohjects- rigid as well as nonrigid ones. Consequently, the following definition
was decided upon: Shape, as an event- perception concept, is to be formally
'construed to mean the sum total of invariant structural properties by which an
object might be identified wider a specified set of transformations.

This definition should sound familiar since it is but a restricted version of the
definition of the affordance structure of objects given earlier. But notice, that by
this definition the geometric rigidity of an object under displacement is but one
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of the many kinds of structural invariants possible. By a careful study of the
perceptual information used to identify human faces at different stages of
growth. (.i.e., age levels), it was hoped that the generality and fruitfillness of the
event-perception hypothesis might be further tested.

Perceiving the shape of fates as a. growth event. Faces, no less than squares or
other shapes are dynamic events since their affordance structure (e.g., shape) is
'derived from a growth process (the transformational invariant) which preserves
sufficient structure (structural invariant) to specify the identity of the.. face of
the person undergoing the aging transformation (growth). In a similar fashion,
different people at the same stage of growth, can be perceived as being. at the
same age level because growth prdduces similar effects over different structures
(Pittenger & Shaw, 1975). These common effects constitute the information
specifying the transformational invariant of the growth process.. Thus, each
transformation can be identified by the style of change wrought over various
objects to which it is applied:

In addition to empirically discovering the invariant information specifying the
identity of the structures over which an event is defined, a problem of equal

-weight for the event perception hypothesis is to isolate the invariant information
specifying the transformation by which the dynamic aspect 'of an event is
defined. Both of theSe informational invariants must be found in every event
perception experiment if the affordance structure of the evenLheing studied iso

to be experimentally defined. Pittenger and Shaw conducted the following
experiments in ari attempt to discover the affordance .:truCture of the growth
event defined over human faces. The biological literature suggests two classes of
transformations for the specification of the transformation of skull growth:
strain and shear. A strain is a geometric transformation which; when applied to a

. two-dimensional coordinate space, changes the length of the units along one axis
as a transfOrmation of the units along the other axis. For instance, -a strain
transformation can take a square into a rectangle or vice versa. On the other
hand, a- shear is a geometric transformation' which transforms the angle of

tersection of the coordinate axis, say from a right, angle to something less or
more than a right angle. Such a transformation might take a square into a
rhombus. Consequently, Pittenger ..and Shaw constructed a set of stimuli by
having a. computer apply different degrees of these two transformations to a
human facial profile, and them by photographing the computer plotted trans
forms of the given profile. Three experiments were run to test the liypothesis
that the perception of age level is derived from information made available 13-,
growth events.

To illustrate the application of these transformations to faces, we will describe
the production of stimuli for the first -experiment. The stimuli were produced by

-applying combinations of these transformations globally to ,a 'two-dimensional
Cartesian space in which the profile of a 10-year-old,boy hadbeenplaced so that

21



214 iv)fo F E AND IMF DEED E WtLSON

the origin was at the car hole and the r axis was perpendicular la the Frankfurt
hortiontal (a line drawn tangent to the top orb of the ear hole and the bottom
tot) of the eye socket).

The .Ormula used for the shear transformation in producing the stimuli
expieSsed in rectangular coordinates was 1' y, =x + tan 0.s., where the tan 0

is the angle of shear and r' are new coordinates. The formula for the strain
transformation used, expressed for convenience in polar coordinates, was 0' = 0,

k sin 0), where r is the radial vector and 0 is the angle,specifying
direction from the .origin. }here k is a constant determining the parameter value
of the strain. Thus in producing the stimuli tan 0 and k are the values us be
manipulated for varying the amount of shear and strain, respectively. (For a
detailed discussion of thk' approach see Shaw & Pittenger, in press.) The
calculations were performed by computer and the profiles drawn by a computer-'
driven plotter.

The initial outline profile was transformed by all 35 combinations of seven
levels of strain = 0.25, 0.10, 0, +0.10, +0.25, +0.35, +0.55)'and five levels

shear (0 1 5 -5", 0', +5'), +15°). These transformations are not commuta-
tive. Shear was applied first. The resulting profiles are shown in Fig. 3.

I hese shape change approximate those produced by growth. We hypothesize
that the changes are relevant to perception in two ways; they are a sufficient
stimulus tor the'perception of age while at, the same time leaving information for
th idc--ittityot: the lace invariant. The reader will note, however, that profiles on
the extreme tiltEtt for each variable are quite distorted. These values were

Shear Level

15

--Strain Level Eld

25 10 0 10 .25 .35 .55

15

FIG. 3 I r in*tormalbm "1 a taoal prtile ,Iwar and ,tram.
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chosen to test the supernormal stimuli hypothesis. Supernormal stimuli are

produced by exaggerating some relevant aspects of a stimulus, Ethologists claim
that such stimuli lead to exaggeratedJesposes (Tinbergen, 1(61).

Experiment 1

To test the effects of the shape changes induced by shear and strain the profiles
shown in Fig. 1. were presented by slide projector to the subjects in a task
requiring magnitude estimates of age. The subjects were instructed to rate the
ages of the- profiles by choosing an arbitrary number to represent the age of the
first. profile and assigning multiples of this number to represent the age of
succeeding Profiles reMive to the age of the first. Twenty subjects were asked to
rate the 35 slides resulting from the transformations described above. The results
were straightforward. Using a Monte Carlo technique Pittenger and Shaw found
that 9 ()I' the judgments made by the subjects agreed with the hypotheses that
the strain transformation produced monotonic- perceived age changes in the
standard profile. On the other hand, using the shear transformation to predict
judgments produced only (it). agreement. Since strain was by far the strongest
variable (gage change, we decided to test the sensitivity of subjects to very small
changes in profiles due to this transformation.

Experiment 2

Sensitivity to the shape changes produced by the strain transformation was
assessed in the second experiment by presenting pairs of profiles produced by
different levels of the transformation and requiring subjects to choose the older
profile in each pair. A series of profiles- was produced by applying strain
.transformations ranging from k = 0.25 to +0.55 to a single profile, where k is
the coefficient of strain used in the equation controlling the computer plots.
Eighteen pairs of, profiles were chosen; three for each of six levels of difference
in degree Of strain. The pairs were presented twice to four groups of ten subjects.
Different random orders were used for each presentation and each group.
Subjects were informed that the study concerned the ability to make fine
discriminations of age and that for each pair they were to cluiose the profile
which appeared to be older. During the experiment they were not informed
whether or not their responses were correct. By correct response we mean the
choice of the profile with the larger degree of strain as the older.

Several results were found. An analysis of variance on percentage of errors as a
function of difference in strain,showed a typical psychophysical 'result - -a decline
in accuracy with ;smaller physical differences and an increase in sensitivity with
experience in the task. However, two other aspects of the results are more
important for- the question at hand. First, subjects do not merely discriminate
the pairs consistently but choose the profile with the larger strain as the older
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piafile with greater than chance frequency: in the first presentation the larger
strain was t:leeted on 83.2q of the trials and the second. on 89.2% of the trials.
In each presentation. each of the 40 subjects selected the profile with the larger
A as older on more than 50(..: of the trials. in other words, the predicted effect
was obtained in every subject. A sign test showed the change probability of this
last tesult to be far less than .001. Thus, the conclusion of the first experiment is...
confirmed in a different experimental task. Second, sensitivity to the variable
proved to be surprisingly fine.

Experiment 3

A third experiment was designed to determine if a structural invariant existed by
which individual identity might he perceived as follows. We have all had the
expetionce of iecogniring someone we know as a child years later when they
have grown to maturity:. As a preliminary test of preservation of identity under
the strain transformation. profile views of the external portions of the brain
eases of six different skulls were traced from x-ray phoRigraphs and subjected to
five levels of strain. Five pairs of transformed profiles were selected from each
individual sequence: the degree of strain for members of three pairs differed by
0.30 and those of the other two pairs by .45 values of k. A profile of a different
skull was assigned to each of the above pairs which had the same degree of strain
as one of the members of the pair. Slides were constructed of the profile triples
such that the two profiles from distinct skulls which had the same level of strain
appeared in randbm positions at the bottom. Thirty subjects were presented the
slides and asked to select which of the two profiles at the bottom of the slide
that appeared must similar to the profile at the top. The overall percentage of
errors was low: for the 30 sets of stimuli presented to 30 subjects, the mean
error .was less than .17'":, with no subject making more titan 335;, errors. Since no
subject made 50`. or more errors, a sign test on the hypothesis of chance
responding (binomial distribution) by each subject yields a probability of far less
than 0.001. Indeed, in another set of studies. Pittenger and Shaw also found that
people are quite able to rank order by age photographs of people taken: over
nearly a decade of growth from pre- to post-puberty years.

The results of these three studies provide support for two important hypotli;
esos the ,stain transformation due presumably to growth, not only provides the
major source of the relevant perceptual information for age- level, but also leaves
invariant sufficient perceptual information for the specification of the individual
identity of the person by the shape of the head alone.

These experiments also support the contention that the perceived shape of,an
object is not simply the shape of a static, rigid object, but is rather a higher order
structural invariant which remains relatively unchanged by the events (i.e.,
transformational' invariants) into which such objects may enter. Further dramat-
ic support for this claim is provided by the fact that the, idhtity of human faces
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is preserved under elastic transformations as distinctive from growth as artistic
.characterization. The success of political caricaturists rests on their ability to
satirize a political figure by exaggerating distinctive body or facial features
without obscuring the identity of thelamous or infamous personage depicted.
Indeed, there is evidence thai such an artistic redition of complex structures
facilitates their indentification (Ryan and SchwartZ, 1956). But will the event
perception hypothesis apply equally well to still more elaborate events in which
complex transformations are defined over a variety of structures?

Perception of a tea-making event. Recently, at the Center for Research in
Human Learning, Jerry Wald and James Jenkins have been investigating the
generative nature of an elaborate event: the act of preparing tea. To study this
event 24 photographs were taken depicting the various steps involved in the
preparation of tea. These stimuli were presented to subjects following the same
experimental design used in the "orbiting" event experiment discussed earlier.
Sixteen of these 24 pictures were used as an acquisition set portraying the
tea-making event to subjects. Later, these 16 pictures, plus the remaining 8 from
the original set, were shown to the subjects, who were asked to indicate whether
the picture was new tier one which occurred during acquisition. The subjects were
unable to distinguish the new but appropriate pictures of the event from the
pictures thejf had actually experienced during acquisition. Once again we see
that a partial subset of the possible instances of an event can specify the entire
event.

The general results found in this experiment were essentially the same as those
found in the case of the "orbiting"-event experiment reported earlier. Namely, it
was again found that subjects were very good at recognizing as new pictures
which were physically similar to those in the acquisition set but inappropriate as
elements in the event. For example, if a type of movement or direction of
movement inappropriate to, the event portrayed during acquisition was depicted,
subjects classified the picture as new. Clearly, the knowledge which subjects
gained during acquisition was knowledge of an abstract system of relations, that
is, an event, not knowledge of exact copies of the exemplars specifying the
event. Additional support for the contention that subjects are acquiring a

generative system of relations is provided by the finding that subjects who were
provided more experience with the acquisition pictures were even more likely to
mistake the novel but appropriate instances for thciSe actually seen.

GENERAL CONCLUSIONS, AND
IMPLICATIONS FOR INSTRUCTION

Each of the event perception experiments discussed is not only amenable to a
generative systems explanation but seems to require it. The range of events
surveyed, from simple ever.ts such as orbiting objects, to more elaborate events
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involving glowth of human faces and the preparation of tea, suggests that the
ability to formulate abstract concepts is a basic cognitive capacity underlying
knowledge acquisition. 'I' his characterization of knowledge acquisition has sever-
al important implications for a theory of instruction.

The most general implication concerns how we should conceptualize the
nature of those situations in which we accrue useful knowledge about our
natural, culttual, social, and professional environments. If the majority of our
experiences in these areas involve encounters with either novel instances of old
events or fresh instances of new events, then the goals on instruction must go
beyond concern for hoW particulars may be learned. Rather, the primary goal
should be to train people to exploit more efficiently their cognitive capacity to
assimilate knowledge that is abstract and, therefore, generative.

Moreover, if adaptive responding to even ordinary events, such as recognizing
faces or making tea, entails generative knowledge of zibstract relationships, then
this is all the more true for dealing with higher forms of knowledge in such fields
as science, philosophy, mathematics, art, history, or law. Acquisition of knowl-
edge in a!! areas is a result of abstraction over well chosen instances of events,
the exemplars which instantiate the generator sets for the concepts involved.
Accepting these conclusions, what potential impact might such a cognitive
theory of knowledge have upon current educational practices'? .

I. Programs of instruction should primarily consist of lessons in which stu-
dents are furnished with direct experience with those core concepts of the field.
As we saw to the case of the experiments reported, the abstraction.of generative
systems requires first -hand experiences with 'those exemplary instances of a
concept that constitute its generator set. I lowever, our educational institutions
typically, and sometimes exclusively, use the "lecture" technique by which
studentsuare made passive recipients of the conclusions or implications drawn
from another person's 'experience. where in actuality some- version of the
experience itself would he a much' better form of instruction. Instruction, which
takes the form of learning facts or principles about some concept x, is not a
substitute (although it may he a useful supplement) for acquiring direct experi-
ence about concept x, even if presented in some analogical or simpler proto-
typical form. This is why some courses of study wisely rely heavily upbn
laboratory or field experience. Indeed, every classroom'should be a -"laboratory"
for first-hand, lather titan. second -hand experiences,

There is little new in the above observations regarding the prefeienee of active
participation in the learning process over passive reception of material to be
learned. What is new, however, is the insight that the generative capacity to
formulate abstract concepts may he naturally engaged when the student experi-
ences a very special subset of exemplars, namely, the generator. Therefore, the

selection of the exemplars of a concept to he taught is a very different affair,
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requiring the Joint efforts of cognitive psychologists and instructional experts.
2. Another, related implication of the generative characterization of con-

ceptual knowledge is to offer a new theory of the transfer of training effects so
de,sirable throughout the educational progress of a student. How do old concepts
facilitate the learning ,of new ones; and how does new information become
integrated with existing information?

Since the generative nature of knowledge has not been seen as implying a core
cognitive capacity, both specific and general transfer have been seen as a second-
ary, spin-off effect of learning specific reactions to specific objects or events. We
have attempted to show throughout this chapter why this characterization of
learning is backwards. The generative cognitive capacity that is responsible for
transfer is not derivative from or based upon knowledge of exact replicas or
copies of experiences. It is the abstractness of concepts that accounts for the
generality pr transfer of conceptual knowledge gained in one situation to new
situations. Transfer, therefore, is inherent in the acquisition of abstract concepts.

3. A final implication of this theory for instruction related to the selection of
criteria for evaluating performance as an indicant of the state of conceptual
knowledge attained by the student. This has proven to be a most difficult and,
somewhat surprisingly, a most controversial issue. The proposed theory suggests
why thislis so.

A major source of difficulty in the evaluation of the knowledge a student has
acquired is to know what types of performance count. There are several
performance levels students may attain due to either their sophistication in an
area, their motivation, or the nature of the concepts to be learned. First, and
easiest to evaluate, is the ability to verbalize, or articulate in some other overtly
demonstrable form, exactly what they know about a topic,Unfortunately, thit
level of performance is exhibited inadequately by most people and tends to be
rare except for simplistic cases where a rote memorization of particulars is
appropriate. Such knowledge, however, is not necessarily generative in nature
and, thus, its successful evaluation poses no guidelines for an adequate evalua-
tion of students' abilities to use abstract conceptual knowledge.

A second and more frequently exhibited performance level is that the student
has attained useful knowledge of a topic but is unable to articulate what he or
she knows. Clearly, a very important goal of education is to bring a novice in
some subject matter area up to the level of an expert. Indeed, often we would be
very happy if our pedagogical attempts had even more limited success in that the
student somehow learned to make sound judgments although remaining unable
to articulate the basis for the judgments.

This state of affairs, rather than being rare- among experts, is actually very
common. Few experts can specify, in algorithmic clarity, the reasoning process
they go through in order to arrive at a sound judgment with respect to a problem
in their area expertise, although they may present a learned rationalization
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afterwards. Many art connoisseirs are able to distinguish styles of artists, cate-
gorize according to era, culture or school, various artifacts presented to them
without being able to say' beforehand the criteria they use. Similarly, chess
masters intuit outcomes of gables and strategies of opponents without being able
to specify a priori criteria for doing so. Indeed, in all areas of knowledge, to be
an expert is synonymous with the ability to render objectively sound judgments
without-necessarily being able to specify every step in the ratiocinative process
involved. If it were nut so difficult to do so, educating novices to the level of
experts wquld only require rote memorization or algoritlunic judgmental pro-
cedures applied to rotely memorized banks of data.

The intuitive .judgments of experts do, of course, promulgate from a. knovt-
edge basis, but one that is usually more tacit than .explicit. In short, expert
judgments are a by-product of generative systems of rather than of
inert data banks of factual information. Consequently, in our effort to evaluate
how much closer to an expert's judgmental ability education has moved novices,
we want to assess primarily the degree of generative, tacit know/ledge they have
obtained and n.r just their explicit knowledge of itemized facts. Based on the
current theory and findings, we suggest that the following questions should be
answeied by any knowledge evaluation procedure:

a. Can the student identify the same set of dear-cases of the concept that a
majOriiy of experts agree upon? This includes also the ability to distinguish
non-cases from true cases.e

h. Will the student, once tutored in the concept area, select a prototypical
instance of the 'concept from a recognition set of instances as being most likely
an instance previously studied, even though it was, in fact, never seen?

c. ('an the student deaf with novel instances of the concept with the same
facility shown with familiar ones? And corollary to both (b) and (c):

d. The the repeatedly tutored student display an inability to recall whether
he or she has seen relevant particulars about the concept area before; while at
the same exhibiting considerable confidence that irrelevant particulars were not
seen before? This is ayery important criterion for determining if the student has
indeed built up tacit knowledge. structures that are not accessible to conscious
articulation. In fact, the proportion of fal%2 positives in recognition tests may
provide the only way to determine whether an inarticulate student has neverthe-
less gained sufficient knowledge for making sound_intuitive judgments (on the
assumption, of course, that a comparison of the students' judgments with that.of
experts is not directly feasible),

Obviously, there is still much work to he 'accomplished before drawing any
final conclusions about the proposed theory. It already exhibits, however, in our
opinion, sufficient promise in both theoretical and practical areas to merit
further development by both cognitive and educational psychologists.
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Toward a Theory
of Instructional Growth

S. Farnham-Diggory

University of Texas at.Dallas

From 1967 to 1971, when I was writing Cognitive Processes in Education
(Farnham-Diggory, 1972), I was largely alone in attempting/A° relate informa-
tion-processing psychology to education. That has now changed, and the
chapters in this volume represent important new contributions ,to the area. The
chapters also reveal awareness by this group of distinguished scientists of what a
big job they have undertaken. Really understanding.educational problemS, really
.analyzing the psychological processes involved, really distilling and applying
psychological' principles, arc enormously complex tasksonly recently under-
taken by theorists capable of coping with them. Prior to the last decade, the best
theoretical minds in the business were working on problems derived from
relatively simple learning theories of the day. Such theOries were not adequate
for the proper study of instructional behavior, although -theyweYe- challenging in
other ways. Finally, there emerged a theoretical frameworkthe information-
proccssing framework-- complex enough to fit the real world of education. As a
result of this development, and of the caliber of scientific though it is fostering,
the next 10 or 15 years of psychological research should produce major new
insights into instructional issues.

For this to happen, however, our theories must push well beyond the descrip-
tive level which is to say, they must generate testable predictions that a smart
educator, flying by the seat of his pants, would not be likely to make. As Carroll
(Chapter 1, this volume) has noted, most educational theory today has the form
of cultural tradition passed on by word of mouth. Educators trust this tradition
because it proVides them with hand-holds. But we know it will not get them
where a good theory will get them. The relation between, intuitive practice and
good theory is analogous to crossing a stream by following a personal map. from
rock to rock, and crossing by means of a properly engineered .bridge. Unfortu-
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nately, much of psychology, purporting ti) build the bridge, may be merely using
a different language to describe the process of getting from rock to rock, We can
see this by attending to the descriptions of good educators who are not familiar
with psychological jargon,

especially useful and humbling hook ju this regard is one written by a man
named Charles Allen ( 19 19), described on the, flyleaf of his book as "Sometime
Agent for Industrial Training of Boys and Men, Massachusetts Board .of Educa-
tion, and Superintendent of Instructor' Training, U. S., [United States
Shipping Board] Emergency Fleet Corporation." Mr. Allen was born in l'862,
and this hook, which was obviously a culmination of 30 or 40 years of
experience., was published in 1919. Although some of the Pavlovian', Watsonian,
and Gestalt psyChological principles were around at that time, Allen was inno-
cent of them' Ile told it like it was. without benefit of any such newfangled
nimsenie. 1 he title of his book sets the straightforward tone. It was called "The
Instructor, the Man. and the Job." Let me give you some examples of Allen'S,
instructional wisdom:

Whatever the instrUe.tor intends to put over to the. learner must be given to him in
some order; rt cannot he coven t.. him all at once. this brings up the question as
to ... whether there is not a best instructional order . . . and if so, how it can be
determined.

An effective order of instruction . presents certain characteristics among the more
important of which are

I. I lie different teaching jobs ... are so arranged that , each succeeding job extends
the learner's knowledge and skill. but does not call for a different sort of knowledge and

r.

2. Jobs that require the learner to think Of the least number of different things ht
once carne first and jobs that require the learner to think of the' most different things
conic last.

3. The jobs are arranged according to the difficulty of learning how to do them rather
than according to the order in which they would be done in getting out a finished
product that the order is an instruction order, not a produl1ion order.

... An illustration of a course of instruction which does not meet these conditions
would be the following procedure... , Where two rivet holes do not come together 'fair',
they must he reamed to a common sire. This is usually done with a pneumatic or
electric drive .. A group of men after having been cautioned as to the control of the
Illadime were placed in compartMents of the ship to ream out all holes that required
reaming ". -these holes were, of courSe, all sites, fair and unfair , Some could be reamed
. in easy positions and some reijuikred difficult positions, Under these conditions the
learner was immediately put up against jobs of all .sorts of difficulty, since he took the
hobs as they etame. He worked in this way until lie had learned to ream. Under these
conditions the learner had tot learn too many things at once, reducing the probability
that he would thoroughly gragpany one thing, causing a state of mental confusion and
slowing up The learning operation . , . Under a properly arranged order of instruction the
work would have been so laid ou' that holes of different degrees of fairness would have
been marked so that the learner first learned to ream the fairest hole, then the next
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fairest hole, and so on up to the most unfair hole that he would ever have to work on.
Moreover it is very unlikely that one compartment would afford enough samples of
holes of all degrees of fairness, so that instead of keeping him in one compartment till all
holes were reamed, he should have been carried from one compartment to another as
the demands of the training required , Keeping the gang that is under instruction in
one compartment till it is all reamed tip gives good production conditions; such an
arrangement is an example of bad instructional conditions.

As between the two methods. of training given above,othe latter would train a reamer
much faster, make a better workman of him, keep him in a much better frame of mind
while he was under training and turn-him out with a much better attitude towards, his
job [Allen, 1919, pp. 78-80, italics his].

We can fist many psychological principles contained in Allen's specifications.
From 1918, four decades of discrimination learning theory would have been
applicable. But would it have done any more for Allen than he could have done
for himself-. even experimentally? Without, benefit of stimulusresponse jargon,
Allen could have, and probably did, run a crew through the ordered procedure
that he recommended, run another crew through the unordered procedure, and
measure resulting work skills and attitudessufficiently well to make Money-
saving decisions about trainiug, procedures. Traditional discrimination learning
theory would not 'have expedited such an .empirical program very much. It
would not have built a bridge, but would merely have renamed some of the
empirical pr-ocedures. Can modern information-processing psychology do any
better? Can it provide new information, new guidance which a smart instructor
would not be able to get for himself? Or are we also 'just renaming some
phenomena?

Let me give you another example. Allen outlined in detail the.necessary steps
for performing what we would call a task analysis. For any given block of skills
(for example, those or house carpentry), the instructor was to decide what the
progression factors were (Allen's term). What had to he increased? What had to
be decreased? For. example, fear of, working at a height had,to be decreased in
house carpenters. Accuracy of measurement and placement lad to be increased.
The number or operations to he remembered and performed had to be increased.

flaving designated these piogression factors, the instructor was then to allocate
jobs wli Ali matched the levels of progreSsion, For example, the very first job
should keep the Man on the ground, require easy, gross measurements, and only
a few operations. Paper work met those specifications the man stands on the
ground, hangs up creosotted paper, cuts it off at the bottom, and nails it on. At an
intermediate levd1,Allen got the man up on a stage or scaffolding, andliad him
do claphoardingwhich required more precise measurement and a larger number
of operations. At an advanced level, the man was placed on the roof, nailing
down 'Shing,les,

'Phe instructor was to work this out by putting all the carpentry jobs on file
cards, and fitting them into a diagram like that Shown in Fig. 1. The,Os\refer to
checkpoints, or tests, which the man must pass before he moves on to the more
advanced levels.
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HOUSE CARPENTRY

CLOSING IN BLOCK

Checking : :

: Level :

Scale : :

. .

Close

'fill'; 11 1. 0-C K

pitting Rnof : Many :

2

:Minimum : : Rough

0

0......

: Laying on : Ground : Few

FIG. 1 Task analysis chart used by Allen in designating steps in the training of house
carpenters (Allen, 1919, p. 90).

The question again is: do our modern methods of task analysis really add
anything to this? Or have we merely restated in fancier and more detailed jargon
what good instructors already know? That is, are we helping these instructors in
any way?

Two brief final examples, more cognitive in nature. Allen talks about the need
to teach special technical terms and skills on the job, rather than in some
preliminary classworkwhich is what he says most lazy, inexpert instructors
would rather do. Allen calls this knowledge auxiliary material, and says:

... If [auxiliary material) is given him in advance of the job he has nothing to 'tie' it
to; it makes but little impression. If it is given him' after the job he has not been given it
when he has a chance to apply it. In either case, what 'tying' he can do will be to such a
general idea of the situation as he may get from such general knowledge of the job as he
may have picked up somehow ... a pretty weak thing to tie to ... In order that he shall
think of, the thing in question when he should, he must have gotten it in connection
with some operation, so that, whenever he performs that operation the thing, say
'shooting the tool,' will come up in his mind in connection with that part of the job. It
is the failure to recognize this fact that makes so much 'preliminary' WOrk in, the
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fundamentals' of so tittle value; general talks ou safety first are given and then, when the
men on the job dl exactly what the instructorwarned them not to do, he wonders what
is the matter and calls them stupid. He puts up lessons on fractions, and then finds that
his men do not know how to use fractions on the job; he teaches trade terms in advance
of their use and, when they golly° up on the job, the men do not know their terms. In all
these cases, the trouble is that the instructor; who has plenty of trade experience to tie
to, forgets that the learner has little or ionf: it is another case of the instructor thinking'
of the problem with his own brain and not putting himself in the place of the learner
[Allen, 1919, p. 103).

Allen calls this correct method of instruction the tying up method, and
provides specifications for exactly how the instructor is to carry this out, how he
should decide what the auxiliary material is, how he should time its introduction
on, the job, and so forth.

!,

A final example has to do with the very intertsting perceptual problem of how
you know a rivet is hot enough. Before introducing this problem Allen dis-
courses on what we would now term the Socratic method of questioning. Allen

.. might not have known that term, but he did know his man had-.to be taught to
and that the only way to do that was to get his mind going.

In explanation it may be stated that, in riveting, the rivets are driven hot. They are
heated in a small portable furnace or forge. A piart of the job of the 'heater boy' is to
pick out rivets at the right heat for driving. If too hot they are 'burned' and should not
be driven. If too cold they will riot, drive properly ... The heater boy is paid for
knowing how to pick out a rivet at the right heat.

. . In planning a lesson the instructor has three questions to answer. First, what are
the ideas to be put over- in the teaching unit? Second, what is the teaching base or
lumping-off point' (J.O.P.) that is proposed to be used? Third, what ideas already in the
learner's mind does the instructor intend to utilize in carrying the learner up to the
J.O.P.? ... A few general rules can oe given.

Work from the qualitative or general notion to the quantitative or exact notion,
always ask 'how' or 'what' before asking 'how much' ... General ideas should be
presented before specific ideas. For example, the idea that the rivet must be at a certain
heat to be right will be put up before the idea that the right color is just under a white
heat.

... In order to put over these ideas, the learner must be made to have in his mind a
certain group of ideas or a picture to serve as a foundation for the building on of the
new idea contained in the teaching unit. In this particular lesson, a good J.O.P. is to have
the learner thinking of the problem or knowing when a rivet is hot enough.

To build up the J.O.P., the instructor is to ask such questions as the following:1,
First Idea. (A rivet)
1, Have you ever seen a rivet?
2. Can you tell a rivet from a bolt?
. , .

Second Idea. (A hot rivet)
1. Could you pick up a rivet that you found lying around the yard?
2. Could you tell a very hot rivet from a cold rivet without touching it?

Third Idea. (A rivet heated enough)
1. Can a rivet be heated to different heats?
2. Would it make any differenct what heat a rivet has, provided it is hot?

231



228 S. FARNHAM -DIGGORY

3. hasn't the heater boy got to know somehow when the rivet is at the right heht?
J. 0. P. How does he know when a rivet is just hot enough?

(Training then includes such experiences as: j
(Place rivets in fire.) Have each boy pick out correctly heated rivets, meantime asking

such questions as are suggelsted below, of the other boys,
Bill; Pick oat a correctly heated rivet.
Sam; Did he do it ?-
Jack; flow do you knoW he did it?
Tom; You pick out a rivet.
Jack; You watch him.
Sam; Pick out another one.
Bill; That wasn't right, was it?
Jack; Pick out a burnt rivet.
Carry on work of this kind .until satisfied each boy knows a properly heated rivet

(Allen, 1919, pp. l84 -195].

The question is: can we, 50 years later,. improve that instructional program
through oiir knowledge of the psychological principles involved? The answer, I
think, is yes. Whi,2 t is true that psychologists do not pay- enough attention to
the work of good educators, it is also true that edt cators have not been able to
solve many of their own problems, or even to r cognize when some of the
solutions were at hand in their own experience. The fact that we recognize the
importance of Allen's insights is a sign that our Own'. theories are mature,enough
to match up to good. instruction, and'move it further along.

Let us consider some of the principles this volume has. offered.

DYNAMIC THEORETICAL MODELS

All four of the chapters under discussion here stern from dynamic theoretical
positions; They are concerned with changing conceptual fields. Shaw and Wilson

'(Chapter 10, this volume) have attempted to account for the well-known human
capacity to generate unlimited new instances of a concept. Where does the
criterial rule conic from? How is it learned? Shaw and Wilson argue that it is

_discovered inductively as a result of experience with a critical set of conceptual
exemplarsthe generator set. They present data showing that subjects will learn
an abstract system of relations, not merely 'a list of static properties, if they
practice on the generator set. Although Allen (1919) undoubtedly recognized
this principle, he was .far from formulating pr :cise predictions regarding its
nature. Instructionally; the implication is straightforward and important: if you
can teach only one Case of a complex concept, which one will you choose? The
research carried, out by Shaw and Wilson, along with that of the other prototype
theorists, Rosch (1973a,h), Reed (1973), and Lockhead (1970, 1972) points
toward the day when that question can be answered scientifically rather than
intuitively..
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The Hyman study (Chapter 8, this volume) begins, in effect, where the Shaw
and Wilson study ended: with a fully formed concept, that of a professional role.
Hyman was concerned with the power of such a stereotype to distort recog-
nition memory for trait adjectives. This, again, is a dynamic theoretical con-
ception. Ilyman's data show that concepts actively influence recognition
memory; In Allen's world, that could mean false recognition of a heated rivet
whenever a trainee held a strong preconception of appropriate rivet character-
istics. True, Allen was prepared for false recognitions, and he structured the
instructional situation accordingly. But Ilyman's -research points the way to-
ward exact scaling of characteristics that a student must learn to notice, and
exact predictions about the extent to which prior learning will affect detection
skills,

The I.NR network, as described by Norman, Gentner, and Stevens in this volume
(Chapter 9) and elsewlicie (e.g., Norman, 1973; Lindsay & Norman, 1972) is a
fully dynamic theory of how memory is modified by the new.demands that are
made upon it. In the LNR network (as in the networks of Collins & Quillian,
1972; &chunk, 1972; and Anderson & Bower, 1973) concepts can be represented
as object-relation-attribute constellations. These constellations are not fixed, but
can be formed and re-formed as the occasion demands. Norman, Gentner, and
Stevens provide several examples of the mental restructuring that takes place
during tutorials. The interaction between the experimenter and the student in
the Jump Problem (pp. 192-193, this volume) ,would probably haVe been
especially appealing to Allen. One imagines that he would have admired the
systematic protocol analysis, the step-by-step printout of changes in the stu-
dent's programming rule. Such detailed analysis is the theoretical groundwork
necessary to the discovery and bracketing of, critical teaching moments. Even-
tually, we should be able to define Allen's J.O.p, ("jumping off point") as
rigorously as we can define the critical heat of a rivet.
Greeno (Chapter 7, this volume) illustrates an application of LNR theoretical

principles to a lesson in psychophysics. Again, we see how knowledge can be
represented as a set of dynamic interrelationships. Green° also asks, in this
section ot his chapter, what higher-order goals and constraints affect student
performances. Essentially, we can say that there are rules affecting entry into,
and use of, the conceptual network (Lindsay &-Norman, 1972). Before answ7-
ing a question about the facts of psychophysics, one must answer the que3tion:
What kind of an answer does the instructor want? Nowhere are such meta-
strategies considered by Allen.

Additional facets of Greeno's chapter will be diScussed in a later section.
In summary, we can say that our modern technological and theoretical capacity

to represent changing conceptual states major advance in instructional
theory. By virtue of this capacity, we can work toward the precise specifidation
of (a) key instructional concepts that will have maximal viability and generality;
(b) the rate at which new information will be assimilated to, or distorted by, old
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information; (c) critical teaching moments; and (d) rules governing the way in
which organized knowledge is accessed.

Now we turn from consideration of dynamics to consideration of structures.

THE SCHEMATIC FRAME

Each of the chapters under discussion here has evidenced concern with mental
organizations described as schemata. It is clearly the case that all cognitive
theories of instruction will postulate higher-order schemes governing both the
learner's potential and the teacher's strategies.

Shaw and Wilson have. discussed the relational schemata underlying judgMents of
aging. As infant faces were geometrically transformed, certain feature relation-
ships remained invariant. This invariance could be called the identity schema; the
transformational invariants themselves comprised the aging schema.

Hyman has suggested that schemata function as intervening stages in a recogni-
tion task. The perception of a trait, or a trait name; evokes a broad personality
stereotype. This stereotype, in turn, increases the probability that other traits
associated with it will he noticed, and even falsely recognized. Norman, Gcntner,
and Stevens consider schemata to be the basic 'units of memory. For learning to
have occurred; relevant schemata that is, schemata siniilar to those activated by
the learning situation- must have been modified or recombined, Their "Mayon-
naise Problem" illustrates how subjects summon schematic analogs to cope
with task demands. Mayonnaise must be made of something that looks white and
tastes spicy, hence it must be made of whipped cream and mustard. GreenO's
higherorder issues are actually- schematic issues. Selecting the right Ulla for an
answer to a question is selecting a schema; deciding how specific to be, is
deciding about the potential application of a schema; learning "what counts as
an explanation of something [p, 156]" is learning that "an explanation is
organized according to rules, and these rules constitute a schema that must be
par t of the student's knowledge [p. 1561."

hormulations of this type, and the experiments delineating them, have moved
modern instructional science well beyond Allen's "tying up method." IIowever,
because we try to educate masses of students simultaneously, there remain
massive discrepancies between the available schemata of learners, and informa-
tion presented by teachers. 'Hat is one aspect of what J. McV. Hunt (1961) has
called "the problem of the match,"

There' are many different ways in which the term schema is now being used
throughout psychology'. Although this must trouble theoretical purists, it'has an
important implication: it indicates widopread scientific attention to the fact.
that our heads contain higher-order units and capacities. Almost everyone, it
seems, has left his little S -'R links by the wayside.

But therejs one aspect of behaviorism that cognitians have not left behind: the
distinction between competence (or knowledge, or learning) and per,tbrmance.
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PERFORMANCE PROGRAMS

With deceptive ease and fluency, Green° (Chapter 7, this volume) has provided
us with a feast of performance models for lessons in fractions and geometry.
Flow charts, or production systems- choose the one that is most appropriate for

'your theory of a task; and of what happens when that task is taught. For
cognitive psychologists, this is a powerful and exciting hypothesis-generating
exercise. For educators in search of a ready-made bridge, it is often dismaying.
What is the use, they ask, of all this hypothetical formalism?

There are two answers to that. First, there is no other way of representing a
complex instructional situation. BelieVing that it can be represented more simply
is an illusion. True, we have not yet developdd a complete instructional science,
but we are never going to develop one until we raise our heads from the sands of
oversimplification. Like the mole,ule, the gene, and the galaxy, the human mind
is very complicated. We will never fully understand it or devise appropriate ways
of educating it until we have a theory that is detailed enough to model it. The
fact that we,have trouble understanding such theories does not alter the fact that
we need them, and that .they represent a proper use of hypothetical formalism.

Thv second answer to a ",vhit's the use ... ?" question concerns the ability of
human beings to construct response programs (Newell, 1972a). We need com-
plex models of the type Greeno describes to account for the fact that no two
people ever respond to the same situation in the same way, as well as for the fact
that no one can exactly duplicate his own responses. We are endlessly construc-
tive and inventive. Modeling our capacities in this respect is an extremely
complicated issue.

Consider the subject in Shaw and Wilson's "orbiting" card experiment. The
mathematical system described on pages 2Q4 -205 represents an abgtract logical
structure. But clearly it does not represent what the subject is doing mentally as he
performs the experimental task. How might we represent those mental processes?
The reader is invited tO select a modeling schema from Greeno's menu and apply it
to the Shaw and Wilson experiment -the point of the exercise being to discover
that_subjects exposed to the generator set must have built a different representa-
tion of the stimulus, because they saw different stimuli. Subjects shown the
nongenerator set saw hearts, crosses, circles, and squares in only two positions on
the cards. Subjectk shown the generator set saw the same stimuli in all four
positions. To understand the subsequent confusion manifested by subjects shown
the generator set, we must understand how they represented, or failed to represent,
the information --compared to subjects in the other condition. Mathematical group
theory does not predict the construction of differing mental representations. For
that, we need psychological theories (e.g., EPAM, Simon & Feigenbaum, 1964.;
Gregg & Simon, 1967).

En the case of Hyman's experiment, what were the subjects actually doing?
They were remembering words in a recognition paradigm. How was the proto-
type-: he Social Worker or the Lawyer supposed to be activated during the task
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itself? Ibis is not specified, nor was the experiment designed to test such
specifications- e.g.. to test the possibility that a trait label which was never seen,
but which was Onerate(1 entirely by the stereotype, might take longer to
recognwe (sinify Mg a longer sequence of mental operations). In the absence of
a performano: theory of this type, we are compelled to wonder if ilyman's
results are not simply another manifestation of a fact reported in 1960 by
Wishner: that trait clusters display intercorrelations that are independent of
personality constructs. The subject's false recognition of trait names may reflect
the associative structure of the language, rather than the psychological structure
of his 111111(1.

The problem with the pettormance of subjects in the studies reported by
Norman, Gen tiler, and Stevens plagues all the "networkerS."1 low do we account
for the fact that the neCwork was not infinitely activated? Since every concept is
potentially telated to every other concept, what prevents those relationships
hom Somewhere, in a model of the subject's performance, there must be
a task objective. titles governing, the recruitment of skills and concepts, and tests
of their applicability and value.

As a Rat of orgamting. the issues, consider Fig. 2.
Any subj.ect, performing any experimental task, is an -assembler" of his own

knowledge. orienting skills, mental operations (such as comparing or inferring),
and selimanagement tactics. r o respond to a task, he must detect features of
the situtition. or summon feature memories of some kind. Ile will (if he is over
the age'of 2 or 3) probably also use words and syntactic rules. lie must call up
well - practiced Motor skills, such as writing or talking. The way he puts all these
together his rules and strategies for doing so- constitute his performance pro-
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FIG. 2 The structural ,..omponents of complex behavior.
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gram, one which may or may not match up to the experimenter's theory of what
such a performance program should entail.

With reference to the question: why three systems, feature, verbal, and action?
The answer is simply that we seem to be constructed that way. Our perceptual
skills, our feature-noticing skills, are not the same as our linguistic skills. We
cannot substitute percept for word. Nor can we substitute percept or word for
action and related physiological phenomena. This design for humans has some
theoretical advantages which May or may not have had evolutionary significance.
For example, the fact that.a motor skill can run itself off automatically means
that perception is freed for other monitoring operations. The fact that words are
separable from percepts can produce discrepancies that are important discrimina-
tion cues: how else can we learn that all "green leafy vegetables" are not lettuce?
Bruner (Bruner, Olver, & Greenfield, 1966) has reviewed much additional evi-
dence- although his own theoretical integration of it has been somewhat differ-
ent from the model shown in Fig. 2.

In addition to these three systems, we have a stock of speciaPprogramming
operationsproblem-solving heuristics, classification abilities, operations in the,
Piagetian sense, serializing capacities, and so forth. These are not conscious
strategies, but are fast,-habitual, management routines.

Figure 2 is essentially ,a scheme for organizing and comparing complex behav-
ior, rather than a theory. It is especially useful in the analysis of pedagogical
situations. For example, consider the "White Sauce Problem" in Chapter 7 by
Norman, Gentner, and Stevens. What program was the student expected to
assemble? Answers to questions about Frenchsauces What sort of language was
involved? Labels like Bechatnel, Veloute, roux, as well as familiar words like
sauce, white, and milk. What features actual perceptual experiences were in-
volved? None, in this lesson. (That was, Allen would no doubt have suggested,
one of the problems.) Similarly, the involvement .of the motor systetw-stirring,
disintegrating lumps, gradual pouring -was missing from the lesson. Although the
authors found the tutee's verbal confusions theoretically interesting, one won-
ders if they represented anything more-significant than the fact that.differences
in consistency, coloring, and flavoring among members' of the French sauce
family were not discriminated, because the. necessary nonverbal cues were never
experienced.

CONCLUSIONS.

Overall then, what do we know that would really have been new to Allen? Our
best theorizing right now and it is very good indeed,, as the chapters in this
volume reveal is with reference to models of competence, of knowledge-
structures. Because they are dynamic models, they represent the human poten-
tial for the combination and recombination of ideas, rather that the static
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architecture of lexicon. But we are still not devoting enough theoretical effort to
the development of models of performance. Whether we are addressing tasks of
learning, recalling, recognizing, generalizing, or evaluatingwe are not Yet ade-

quately modeling what subjects do. Allen was concerned' with percormance. We

are much better than he was in specifying the characteristics of a well-stocked
head. But he was still ahead of us in specifying the characteristics of learning and

teaching as active processes.
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The chapters in this section are very closely related. All of them are concerned
with the application of ideas of cognitive psychologyideas still in the state of
rapid developmentto the problems of instruction. For examples all are con-
cerned, at least in pait, with the processes by which new information is stored
on long-term Memory and with the implications of these processes for instruc-
tion. In pursuing this concern, the authors draw on what is now one of cognitive
psychology's most active areas, the modeling of semantic memory. The area
includes work by such authors as Quillian (1969), Schank (1972), Anderson and
Bower (1973), Kintsch (1972), and, of course, the Norman, Rumelhart, and
LNR group (1972), represented in this volume by Norman, Gentner, and
Stevens. Further, Greeno makes use of goal struotures embodied in a production
system representation in a manner similar to recent work of Newell and Simon
(1972).

There is necessarily as air of tentativeness about much that is said in these
chapters because the authors are attempting to point out new directions rather
than simply giving better specification to the old.

COGNITIVE OBJECTIVES

I find Greeno's proposals especially exciting. Ile has taken of the difficult task of
defining cognitive objectives in education- objectives intended to replace the
more traditional behavioral objectives. To specify a behavior objective for
instruction, we state a particular set of behaviors we want the students to be able
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to perform after instruction, e.g. to, solve a specified class of arithmetic prob.
lems, or to answer questions about a chapter in a history text, To specify a
cognitive objective, we state a set of changes we want the instruction to bring
about in the students' cognitive processes, c.g, acquisition of a particular algo-
rithm for division or the assimilation of a body of historical fact to information
already in long-term memory.

Since Greeno does not discuss the relative merits of cognitive and behavioral
objectives at any length, it seems appropriate to do so here, One of the most
important advantages of cognitive objkrctives is that they tend to focus our
attention on the underlying cognitive processes to a greater extent than do
behavioral objectives. An example from .my own teaching experience will illus-
trate the point,

Seveial years ago, I was involved in the teaching of elementary calculus to a
group of college students who rated themselves "poor" in Mathematics ability,
Some of these students had a peculiar sort 4rf difficulty in solving algebra
problems. In problems where the task was to "express X in terms of Y" given a
set of four or live relations, e.g, R = Z2 X =R+ 3, etc"., a student might combine
relations and draw inferences without apparent pattern. Student performance
improved considerably when they were taught some elementary Planning pro-
cedures for identifying what relations were useful in a given problem and in what
order they should he considered, The difference, of course, lay not in the answer
that the student produced but rather in the piocesses he used to search for the
answer.

I do not know with any certainty why the students had failed to learn the
planning procedure for solving such problems prior to college, but the following
account is at least plausible. For very simple problems involving just two or three
relations, the trial amLerror procedure may work quite will in the sense that the
problem requires no more thtin two or three trials before a successful solution is
achieved. If, m learning algebra, the students solved only short problems, it
might by very hard for the teacher to determine whether the students were using
trial-and-error or some more efficient procedure. It would not be surprising then
if at least some students never progreSSed beyond trial and error. Now, it is not
impossible in principle to deal with this problem using behavioral objectives.
What one would need to do is to he sure that the students could solve problems
which resemble in all important aspects the, problems they will eventually be
required to solve. The difficulty lies in knowing what the important aspects are,
It is exactly at this point that knowledge of the underlying cognitive processes is

important and that the superiority of cognitive objectives becomes most appar-
ent. Without an understanding of the cognitive processes it is often.very difficult
to judge just what sort of behavior we ought to require of our students.

I encountered another example illustrating the same point when I was oing
research on the use 'of visual imagery in elementary mathematics (Hayes, 1 .73).
One of my subjects reported that he thought of each of the digits as having a set

2,10



12. THOUGHT COUNTS 237

of points that he as "counting points." For example, the digit "3" had
three counting points each located at one of the leftward' projections or the
digit. /the digit "4" had four counting points also located at well specified
positions on the digit, etc. When the sub*t added a pair olnumbers such as "5"
and "7," he 'world say "Five," and then looking at. each of the counting points
on the digit "7" in turn, say "six, seven, eight, ... " until at the last counting
point, he arrived at the answer "twelve." When I asked the subject how he had

. learned this method of adding, he told me that he used tfi count, on the digits
with his pencil until his teacher forbade him to do it. Ile then switched to
performing the same processes with eye fixations. Clearly, the teacher had
achieved her behavioral objectives but she had failed to have any important
influence on the underlying cognitive processes.

The scope of the task that Green() is tackling is apparent in the set of thtee
examples he used as illustrations. The first example concerns the understanding
of fractions by primary school students; the second, understanding of psycho-
physics at the college levek'For each example, Greeno provides a model of what
he believes to he the underlying cognitive processes, drawing as necessary on
modern analysis of good structures, perceptual processes, and semantic memory.
The details of these models, of course, may need to be modified as more
knowledge accumulates, but the general direction in which Greeno is heading
seems just right.

ASSIMILATION OF NEW INFORMATION

As we noted above, all four of the authors are concerned, from various points of
view, with the assimilation of new information into memory. Shaw and Wilson
focus on the logical structure of the' information being stored while the others
focus on the in tegrationof new knowledge with information already in memory.

Shaw and Wilson prOpose an interesting hypothesis for concept learning. As I
understand it, they propose that a set of instances will he sufficient to allow a
subject to inter the whole concept if the differences between instances imply a
set of operators which is a generator set for the whole concept. Actually, Shaw
and Wilson are not fully explicit aboUt the process by which operators are
inferred from instances. I have assumed that differences between instances must
he important lot that process. An operator is a generator for the whole concept
if, by .applying it repeatedly to an instance of the concept, it will generate all of
the instances of the concept. For example, suppose that the concept is the set of
four 90 'rotations of a square: The pair of instances
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is sufficient to allow the subject to infer the whole concept because the
difference implies a 90° rotation operator and this operation is a generator of
the set.of four rotations. However, the pair of instances

_ A I

is not sufficient because the difference between the two instances implies a.180°

rotation operator which is not a generator of the set.
The experimental results which Shaw and Wilson report are consistent with

their hypothesis, but they dO not as yet provide a convincing demonstration of
its correctness.

While Hyrnan's experimental observations are confined to the area of person
perception, it is clear that his theorectical focus and that of Norman et al. are
quite similar. Both are primarily interested in the way in which- a person's
acquisition of new knowledge *IS ctitiditioned by the current structure of his or
her memory. In particular, both, investigators are concerned with the way in
which new information is assimilated to schemata or organized bodies of
knowledge in memory.

Hyman's chapter provides an interesting illustration of the problem of assimi-
lating information to scientific schemas. His experiment is intelligently designed
and well carried out. One expects, before reading the results, that it will
demonstrate the influence of schemas in memory. But it doesn'tthe experi-
ment fails. Hyman isn't discouraged, nor do we feel he should be. We believe as

he does that if one persists, it will be possible to find many experiment's which
illustrate the point about schemas. This incident, though, reminds us that the
point is a vague one. It isn't that schemas always influence memory in measur,
able ways under specified circumstancesit is only that schemas sometimes
influence memory under circumstances which we cannot as yet specify. Clearly
we need what Norman, Gentner, and Stevens are trying to providea good
process model for schemas.

DIRECT TRAINING OF COGNITIVE SKILLS
7

In considering the application of psychology to instruction, it seems most
natural to think about what the teacher or the designer of instructional materials
should know about the student. However, in this volume, Creeno, Norman,
Gentner, and Stevens, and Resnick have all independently suggested that we
should consider the importance of what the student knows about his own
cognitive processes, and the extent to which we can change these cognitive

processes by direct training. Greeno says that knowledge of cognitive processes

" ... probably would constituter useful information for students [p. 158] ."

-I I 10
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Norman says, " ... if a child knows how to learn, then he can get the knowledge
by himself " and he asks, "Why do we not attempt to teach some basic
cognitive skills such as how to organize one's knowledge, how to learn, how to
solve, problems, how to correct errors in understanding [p. 000] ."

Resnick says " .. it seems likely that ways can be found to make individuals
more cortscious of the role of environmental cues in problem solving, and to
teach strategies of feature scanning and analysis [pp. 79-80] ." Such instructions
would enhance the likelihood of their noticing cues that prompt effective action.
Similar ideas are being championed by Papert at the Massachusetts Institute of
Technology.

This topic is dear to my own heart, since Steven Rosenberg and I recently
designed and taught a course which was intended to teach problem-solving skills
to college students. Our objective was to provide a course that would help
students to increase their problem - solving skills by direct training. In designing
the course, we mettle liberal use of the work of othersnotably of Polya (1957)
and Wickelgren (1974) on the teaching of problem solving and of Newell and
Simon (1972) on the analysis of problem-solving skills.

The students who elected the course were distributed through the four colleges
,o1 the University. There were 6 students from Fine Arts, 12 from engineering,
12 from science, and 12 from humanities and social science. While this mix
created difficulty in finding common ground on which to discuss some topics, it
was in general perceived as beneficial both by us,, as instructors and by the
students because of the diversity of points of view which it brought to class
discussions.

The course consisted of three sections: a Diagnostic section, lasting about
three weeks, a TheoryPractice section of eight weeks, and a Transfer section of
two weeks.

The Diagnostic section was designed to serve two functions. First, it was
designed to provide the student with information about the current state of his
problem-solving skills. Second, it was designed to teach him procedures for
examining his own problem-solving processes. In all, five techniques were used to
accomplish these objectives. First, a self-report form was used to obtain the
students' own inventory of his strengths and weakness in problem solving.
Second, a problem-solving test including a very wide variety of problems (logical
problems, imagery problems, writing problems, etc.) was administered and each
student was given feedback about his own performarice as compared to. Other
Students in the class. Third, each student was required to record time usage data
over one-week period as a means of assessing work habits. Mean values for
number of hours spent in study and in various other activities were reported so
that students could assess their own performance against the group mean.
Fourth; students were asked to keep problem-solving diaries in which they
recorded step by step accounts of their own problem-solving behavior on
homework assignments for later analysis. Fifth, Rime of the techniques of
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protocol analysis were demonstrated in class and practiced in small group
sessions.

The theory practice section consisted of two major activities which ran
concurrently- a series of on the theory of problem solving and the--
students' skill improvement project.

The skill improvement project was the 4nost important single aspect of the
course.. On the basis of information gained during the diagnostic section, the
student was expected to identify a skirl that he wanted to improve and to design
a project which would improve it. Thus, the student had to devise a way for
measuring his initial state of skill, generate a plan for imprOving the skill which
drew on materials discussed in the course, and measure his final state of skill.
Areas chosen included skills in logical,problem solving, time management, chess,
imagery, memory, and many others.

A second part of the TheoryPractice section was a teaching experience. We
tel that by teaching a skill that he understood well, the student would be
required to do a careful analysis of that skill in order to communicate it to
others. Student feedback. would provide him with information about the ade-
quacy of Ins analysis. In general, we found that the teaching task worked-quite
well as a pedagogical device. Students reporti2A-11.1at they did come to understand
their own skills better.

The third part of the Theory Practice section was the course of lectures which
ran concurrently with the skill improvement project. Here we attempted to
provide breadth rather than depth on the theory that the interested student
could explore any topic of special nterest to him in greater depth.

For example, the lecture topics included the following:

1 An overview of problem-solving techniques including trial and error,
learning, heuristic search, planning, pattern recognition, and a number of
other methods.
A discussion of the importance of representwions in problem solving,
ilhistrations of how changes in representation can turn a difficult problem
into an easy one, and discussion of the procedures for constructing
representation.

3. The managenient of short-term memory including demonstration of the
constraints imposed on-problem solving by the limitations of short-term
memory., and the demonstration of techniques for avoiding these limita-
lions.

4. The importance of long-term memory (for example, of factual world'
knowledge) for problem solving and techniques for storing information.

5: fhe nature of rule induction and some techniques for inducing rules.
6. The nature and use of hypothetical reasoning.
7. Techniques for decision making and the limitations of the human as a

decision maker.
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8. The nature of planning and its impopance in problem solving.
9. Perceptual processes and imagery in tasks such as chess and mental

arithmetic.
10. The function of mathematical notation in problem solving.

In.the final section of the course, the students were asked to identify, what, if
anything, they had learned in the course that was applicable to their own area of
special interest, and to report that learning in form of concrete instances. It was
here that we hoped that both we and the students, would learn in what respects
the course was of practical use and in what respects if failed in its objectives. In
general, the results were quite encouraging, as we will see below.

EVALUATION OF COURSE EFFECTIVENESS

To evaluate the effectiveness of a course of this sort is rather difficult since the
students were working in a number of diverse directions. Nevertheless, by
examining the student improvement projects and transfer reports, we can iden-
tify three general areas in which students report definite improvements in
problem-solving skills.

1. Improvements due to increased awareness of own cognitive processes.
2. Improvements due to increased diagnostic skills.
3. Improvements in generalize problem solving skills.

One of the most influential aspects of increased awareness of own cognitive
processes appeared to be the distinction between trial and error and other types
of solution procedure. Four of the students commented independently that the
distinction had clarified their thinking about problem solving. One, an electrical
engineer Said " ... my self improvement project taught me that although it is
not esthetically pleasing to' me, trial and error solutions are sometimes more
efficient. 1 have used this knowledge to more effectively solve problems in my
fiance and marketing courses." Another electrical engineer commented " I

have always used hypothetical reasoning to some extent but never realized
exactly what it was."

Three of the psychology students applied diagnostic skills they had learned in
class to the process''of anal ''zing case studies. Reading through a case study line
by line, they recorded their current judgement as to what was important and
what was not important as they proceded. Then, they read the case study again
and recorded their importance judgements a second time. They used the differ-
ence between the first and second judgements as a clue to the determinants of
their clinical judgements.

Improvements in problem solving due to generalized problem-solving skills
appear in a number of forms. A psychology major used imagery techniques to
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unprove her .ability to memorize. Applying her skill to the game of concentra-
tion, she became good enough so that her friends refused to play with her. More
practically she applied the technique to remembering appointments; shopping
lists, learning the Greek alphabet.

Several students reported gains due to improvements in planning and organiza-
tion. A physics student said, "Working problems.in this course has helped.me to
work problems in physics, not because they arc the some types of prOblems,
which Hwy are not, but because of the orderly methods I have developed as a
result." A psychology student reported, "The first skill I was able to transfer was
being able to clearly. identify the problem. Later the same student said, "In both,
tasks. I set up the problem, pointed out what it was I was going to solve, and
then in an organized manner found out the details that were essential to solve
th-e problern." A. math .studerit reported, "Outside of math, I found planning
good in writing papers for a history class. It was the first time I had ever been
able to successfully use an outline to write a paper."

A chemistry student reported, "There were other w tys of. improving my labs
through time management. For example, there was one U.V. spectrophotometer
available for the third experiment and everyone had to use.it. By doing the third
experiment first, I was the only one on the machine and didn't have to wait in
line," " , In this way, I finished up my set of experiments a week and a half
ahead of everyone else,'

Six students reported applications of knowledge about perceptual processes
and imagery.. A music major analyzed the structure of musical notation in
relation to pattern recognition processes in reading music. A physics major
improved his ability to visualize complex molecules in biochemistry. Several
electrical engineers noted the close analogy between the recognition of patterns
in chess and the recognition of patterns in analysis of circuit diagrams.

Three students reported that they had used decision making procedures
disc::F,sed in class in practical application- one to choose an apartment, one to
choose a graduate school, and one to identify the winner in a Miss America
contest.

While results such as these are complex wid incomplete, and probably contami-
nated by the fact that students often like to say encouraging things to their
teachers, we are, nonetheless, encouraged that our coursse really did help the
majority of our students both by increasing their knowledge of their problem
solving-processes and by providing them with new problem solving skills.

In summary, the major themes in the chapters we have reviewed
establishment of cognitive objectives for instructiondirect training in cognitive
skills- study Of the assimilation of information to memory schemesconstitute'
important directions for the interaction of cognitive psychology with instruc-
tion, Clearly it will he many years before the k!etails are.workcd out. When they
are, hOwever, both cognitive psychology and the science of instruction will be:
richer for it.
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Part III

FUNDAMENTAL PROCESSES
IN COMPREIIENDING

AND UNDERSTANDING
INSTRUCTIONS

I must confess that a man, is guilty of
unpardonable arrogance who concludes, be--
cause an argument has escaped his own in-
vestigation, that therefore it does not really
exist. I must also confess that, though all
the learned, for several ages, should have
employed themselves in fruitless search
upon any subject, it may still, perhaps, lie
rash to conclude positively that the subject
must therefore pass all human comprehen-
sion. Even though we examine sail
sources of our knowledge and conclude
them. unfit for such a subject, there may still
remain a suspicion that the enumeration is
nut complete or the examination not accu-
rate Hurile, 174109551.
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Verbal Comprehension
in Instructional Situations

Marcel Adam Just
Patricia A. Carpenter

barnegie-Mollith University

The main medium for the acquisition of knowledge is probably verbal compre-
hension. The central importance of comprehension skill is recognized by our
educational institutions, and therefore comprehension is often used as a criterion
skill for measuring achievement and aptitude. In this chapter, we will report on
our investigation of one aspect of verbal comprehension, namely, the mental
processes that underlie sentence comprehension. Our research focuses on the
information a person extracts from a sentence, on the internal representation of
that information, and on the mental operations that are ,applied to the
representation. Our aim is to specify the parameters of the information-
processing system in simple comprehension tasks. We will validate our theoreti-
cal proposals by accounting for response latencies in a task where people decide
whe,,ther a sentence is true or false. Then we will examine verbal comprehension
in a number of other tasks, showing how the same fundamental processes are
common to these various situations.

This chapter consists o' f three sections. First, we will outline an information-
processing model that accounts for response latencies in verifying simple and
embedded affirmative and negative sentences in which the negative sentences
contain the explicit negative, not. Second, we will show that the same model
explains how people interpret simple instructions that contain implicitly nega-
tive lexical items like c.icept, different, and forget. Third, we will examine two
tasks that occur in'educational tests of verbal comprehensionsentence comple-
tion and reading comprehension, in order to show how performance in these
tasks can be analyzed within the same theoretical framework,
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AN INFORMATION-PROCESSING MODEL
OF SENTENCE VERIFICATION

The Internal Representation

Understanding a sentence involve, internally representing the information that
the sentence contains. It is likely that the format of the internal representation is
propositional, a relational structure consisting of a predicate and one or more
arguments. We will, use the conventional notation, (PREDICATE, ARGUMENT),
to denote a proposition. In this notation part of the representation of a simple
declarative sentence like The dots are red is (RED, DOTS), meaning redness is
predicated of the dots. Since predications can he affirmed or ne':ated, the entire
representation of this affirmative sentence is (An, (RED, DOTS)). A negative
sentence like "Ilw dotc aren't red is represented as (NEG, (RED, DOTS)). AFF
and NET; are embedding markers that denote the affirmative or negative
polarity of the predication. This form of representation allows us to combine,
simple proposition', to represent more complex sentences. For example/t is
fortunate that the dots are red can he represented as (FORTUNATE, P), where P
is the simple proposition (APE, (RFD, DOTS)).

Hie internal representation of a sentence is not necessarily linguistic in nature.
The verbal symbols in these representations, for example, DOTS, are used to
denote more abstract entities. In fact, research on sentence-picture verification
suggests that there may he a level of representation that is neither linguistic nor
pictorial in nature but can represent information from either domain (Chase &
('lark, 1972; ('lark & Chase, 1972). For example a picture of red dots may be
represented (RID, DOTS).

I he detailed form of the representation of various kinds of sentences hasnot
yet been empirically verified. For example, the research on the linguistic factors
that determine the psychological predicate-argument structure has only begun
(cf. Halliday, 1%7; Hornby, 1972). Moreover. 'there are cases where various
representations aic humidly equivalent and the selection of one particular form
is really arbitrary. Nevertheless, this conventional notation is sufficient for the
current model and promises to be flexible enough to accommodate a variety of
linguist lc structures (cf. Kintscli. 1972).

The same sentence may he represented differently in different situations. This
follows hum the assumption that the representation contains the information
that a person extracts from a sentence. What information is extracted depends
on the preceding syntences, the situation in which the sentence is embedded, and
the listener', pteklons knowledge. The role that context plays in how a sentence
is represented sugge'sts an important distinction between the psychological
notion of an internal representation and the traditional linguistic notion of deep
structure.
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The Task

We have recently proposed a model to account for the mental processes under-
lying the verification of affirmative and negative sentences (Carpenter & Just,
1975). The situation that originally gave rise to the Jnodel is a simple task in
which a person must decide whether a sentence is true or false of a picture. For
example, Just and Carpenter (1971) presented sentenceslike The dots are red or
The dots aren't red, as well as pictures of red dots or of black dots. Thus, the
sentences could be affirmative or negative, and true or false. A person was first
shown the picture, and then timed as he or she read the sentence and decided
whether it was true or false. The results of this study showed that it took longer
to verify negative sentences than affirmative sentences by. a certain amount of
time, called negation time. In this particular study, the negation time was a little
more than two-fifths of a second, The study also showed that affirmative
sentences were verified faster when they were true,than when they were false,
while negative sentences were verified faster when they were false. The differ-
ence in verification time between the true and false.sentence was opposite in sign
but equal in magnitude for affirmative and negative sentences. This tithe, called
falsification time, was a li,ttle more than one fifth of a second in this study.
These two results, the latency advantage of affirmativeseittences, as well as the
interaction between affirmative-liegative and truefalse, were also found in a
number of previous studies (Chase & Clark, 1972; Clark & Chase, 1972; Gough,
1965, 1%6; McMahon, 1963; Trabasso, Rollins. & Shaughnessy, 1971; Wason &
Jones, 1963).

The Mental Operations

In this section we will outline a model that accurately predicts the verification
times for these simple.affirmative and negative sentences. We will show that it
also accounts for the verification of embedded sentences. Moreover, the main
features of the model will serve as a basis for our examination of comprehension
processes in instructional situations.

The, main focus of the model is on the operations that compare the sentence
and picture representations. The model postulates that the corresponding con-
stituents from the two representations are retrieved and compared, pair by pair.
Moreover, the number of these retrieve arid compare operations is assumed to be
the primary determinant of the pattern of verification times. Figure 1 shows a
flow chart for the proposed process. The propositional structure of the represen-
tations provides an ordering relation on the constituents. This ordering deter-
mines the sequence in which constituents are compared. Inner propositions are
compared before polarity markers. An APT Marker in a sentence representation
is assumed to match the absence of a marker in the picture representation, since
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r.

Set Response Index to True
Represent Sentence
Represent Picture

Set the Constituent
Counter. n

ricremen Counter
n n + I

Find and Compare
the nth Constituents

Do they match?

No Tag Mismatch
Change Index

ave all th
Constituents

been Compared?

Yes

Execute Index'

FIG. 1 A flow chart of the constituent comparison model.

pictures are generally encoded affirmatively. The "find and compare" process is
a serial, iterative operation that can he applied to representations with multiple
embeddings. This iterative operation will allow the model to he .generalized
without additional assumptions.

The central assumption is that whenever two corresponding constituents from
the sentence and picture representations mismatch, then the entire comparison
process is reinitiated. To prevent the process from looping forever on mismatch-
ing constituents, we assume that the first time a,- mismatch is discovered, the two
constituents involved are tagged, so that on subsequent recomparisons the two
will he treated as a match.

Since mismatches cause the comparison process to be reinitiated, the total
number of comparison operations, and consequently the total latency, increases
with the number of mismatches. Moreover, a mismatch that occurs later in the
comparison process results in more recomparisons than a mismatch on earlier
constituents. Thus, the total latency is a function of both the number of
mismatches and their locus in their respective representations.

A response index records the matches and mismatches between constituents.
The index has two possible states, true and false. At the beginning of each trial,
its initial state is true, and each mismatch causes it to change its state. The time
spent in changing the response index (and tagging mismatching constituents) is
assumed to he negligible relative to the time to perform the find and compare
opera tion.
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TABLE 1
Representations and Predictions for the

Four Information Conditionsa

Sentence:
Picture:
Sentence representation:
Picture representation:

Sentence:
Picture:
Sentence representation:
Picture representation:

True affirmative False affirmative

The dots are red.
Red dots
(AFF, (RED, DOTS) )

(RED, DOTS)

response = true
k comparisons

The dots are red.
Black dots
(AFF, (RED, DOTS) )

(BLACK, DOTS)
index = false

response = false
k + 1 comparisons

False Negative True Negative

The dots aren't red.
Red dots
(NEG, (RED, DOTS) )

(RFD, DOTS)
+ index = false
+

response = false
k + 2 comparisons

The dots aren't red.
Black dots
(NEG, (RED, DOTS) )

(BLACK, DOTS)
index = false

+ index = true
+ +

response = true

`Plus and minus signs denote matches and mismatches of the corresponding
constituents. Fach horizontal line of plus and minus signs indicates a reinitia-
tion of the comparison process.

When the model is applied to the proposed sentence and picture represen-
tations in the Just and Carpenter experiment, it can account for the latencies in
the four, conditions. In the simplest case, the true affirmative, there are no
mismatches between the sentence and picture representations, as shown in Table
I. The first comparison, between the inner propositionS, results in a match. The
second comparison, between polarity markers, also results in a match (Recall
that tiFF marker in the sentence representation is presumed to match the
absence of any polarity marker in the picture representation). Thus after total
of two 'constituent comparisons, the truth index is still set to true, : nd this
response is . executed. The number of constituent comparisons in the true
affirmative ease serves as the base line for the other conditions, ar d will be
referred to a k. here, k equals 2.

In the false affirmative condition, the inner propositions of the sentence and
mismatch. The mismatch will reinitiate the comparison, process, causing

one extra comparison above the base number. Table 2 shows the consequences
of this mismatch in detail. The mismatching constituents arc tagged and the
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TABLE 2
A Trace of the Operations in Verifying a False Affirmative

. Stimulus sentence: The dots are red.
Stimulus picture: A sef of black dots

Operations

Initialize response index to true

Represent sentence

. Represent picture

1. Compare first constituents

Tag sentence constituent
Tap picture constituent
Change index to false
Reinitialize comparison procec<-

2. C,impare first constituents

3.Compare second omsntnents
Respond with L'ontont of Hide

Number or comparisons

fAIT, (RED, DOTS) 1

(BLACK, DOTS)

(AFF, ( M )

( M )

False
k+ I, wilem = 2

response index is set to false. Alter the reinitiation, the tagged inner constituents
are compared, and they match. The next comparison, between the polarity
markers, also results in a match. So!the response false is executed after a total of
k + 1 constituent comparisons.

In the false negative condition, there will be a total of k + 2 comparisons, due
to the mismatch on the second constituent, the polarity Inarkers. This mismatch
will cause the response false to be executed. For the true negative condition,
both the first and the second constituents mismatch,. so that the response true
will he executed after a total of k + 3 constituent comparisons. Both of these
cases are summarized in the bottom haft of Table I.

The model postulates that verification latencies should be a direct function of
the number of constituent comparisons. The number of comparisons, and hence
the latency, should increase linearly from true affirmative (k), to false' affirma-
tives (k + I), to false negatives (k + 2), to true negatives (k + 3).

The results of the 'experiment, as well as the best fitting straight line, are
shown in Fig. 2. The predictions of the model fit the data quite well. The model
accounts tin- 98.0 .. of the variance among the four means. The slope is 215 cosec
per constituent comparison.

Only one parameter, the time to find and compare a pair tr f constituents, is
necessary to characterize the processing in these four conditions. Elsewhere
(Carpenter & Just, 1975), we have tested the detailed predictions of the model
and shown that it ti :an also account for the latencies in many other similar
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Slope = 215 msec/Compar, son

1800 t
1J
a,

1400 I.

a,

0
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K K+1 K +2 K+3
(TA) (FM (FN) (TN)

NuMFIER OE CONSTITUENT COMPARISONS

FIG. 2 The tit of the constituent comparison model for the four information conditions.
(Data from lust & Carpenter. 1971, Exp. 11).

experiments (i.e., Clark & Chase, Expts. 1, II, & 1972; Cough, 1965, 1966,
Expt. II; McMahon, 1963, Trahasso et al., Expt. IX, 1971). "Thus, the current
model provides a parsimonious explanation of performance in these tasks.
Although parsimony' is desirable, the model should be evaluated on the basis of
its ability to offer a rigorous formulation that is both a plausible mental process
and can incorporate a wide variety of empirical results. This ability will be
demonstrated in each of the following sections. The nature of the propositional
representation, particularly the embedding leature,should allow the model to be
generalized to more complex sentences without additional modifications. This
property of the model was tested by examining embedded affirmative and
negative sentences.

A Test of the Model

To further test the model, the scope of the negative was systematically varied.
Other factors, like the sentence length and the picture, were kept constant. The
scope of a negative is defined as the range of constituents to which it applies
(Jackendon, 1909; Klima, 1964). The affirmative sentences used in the experi-
ment included the superordinate clause It is true that . . . (e.g., It-is true that the
dots are red) and could he negated in two ways. With one type of negation, the
negative has a small scope, namely the inner predication: It is true that the dots
aren't red. This will he called predicate negation. The second type of negation
has a larger scope since the negative is in the superordinate clause where it
applies to the entire inner proposition: It isn't true that the dots are red. This
type of negation will be called denial. Denials should take longer to process than

231



252 M A JUST AND f' A GAHM NTFR

predicate negatives because the mismatch will occur on a constituent that is
compared later. The exact predictions can be derived by examining the hypothe-
sved representations for these sentence types and their interaction with the
comparison process.

The representation of an affirmarive sentence like It's true that the dots are
red may he the same as for the simple sentence The dots are red, namely, (AFT,
(RED, DOTS)). The rationale is that the embedding clause It's true ... dues not
change the truth value and so it can be ignored. To demonstrate this point,
consider a concatenation of this type of clause, e.g.. It's true that its true that
it's true . the dots are red. The number of such embedding clauses is irrelevant
to the truth value of the proposition. Similarly. the embedding affirmative
proposition may he deleted from the representation of a predicate negative
sentence like It's true that the dots aren't red, so that the representation would
he (NT.G. (R.D, DOTS)). However, the representation of a denial like It isn't
true that the dots are red, must include the negative embedded clause. Here the
embedding clause. does affect the truth value of the sentence. Thus, denial
sentences might he represented like (NEC, (APT, (RED, DOTS))) The pictures
would be represented .Lis simple propositions like (RED, DOTS) or (BLACK,
DOTS). Table 3 shows examples of the representationsfn the six conditions.

the experiment was verification task in which the person was. timed while he
read a sentence, looked at a picture, and then decided whether the sentence was
true or false of the picture. There were 24 subjects.

fhe predicitions of the model can he derived by examining the flow chart
model in Fig. I and the representations in Table 3. The predicted number of
operations necessary to verify a true affirmative is k; for a false affirmative it is k

I; for a fake predicate negative it is k + 2. for a true predicate negative it is k +
3: for a fidse denial it is k + 4: and for a true denial it is k + 5. The verification
latencies should increase linearly with the proposed number of operations. A
linear increase in latencies among these six conditions will constitute strong
support tor the constituent comparison model and the notiOn of a single
underlying iterative operation..

1 he results ;bowed that, as predicted, the mean latencies increased linearly
with the number of hypothesized constituent comparisons. More precisely,
latencies increased an average of 200 msec fm each additional constituent
,:omparis.on (Standard Frror = 23 msec). Figure. 3 shows this result, along with
the best tittinrz straight line. The infidel accounts for 97.7c;. of the variance
among the six means. I', 115) = 171.17. p > .01. The residual 2.37, is not
significant, 1-1, 115) = -1.01. The root mean squared deviation (RMSI)) of 52
insec is small relative to the 200 msec parameter. This analysis confirms the
major hypothesis that verification time increases linearly wilh the number of
constituent comparisons..

The error rates for the six conditions were correlated with the latencies (r =
MO, as is shown in Fig. 3. This correlation indicates that the probability of error
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TABLE 3
Representations and Predictions for the Six Information Conditions'

True affirmative Fuse affirmative

Sentence. It's true that the dots are red. It's true that the dots are red.
Picture: Red dots Black dots

Sentence representation: (A1'1', (REI), DOTS) ) (AVE, (RED, DOTS) )

Picture representation: (RED, DOTS) (BLACK, DOTS)

+ + index = false

response = true- + +

k comparisons response = false

k + I comparisons

False predicate negative,, True predicate negative

Sentence: It's true that the dots aren't red. It's true that the dots aren't red.

Picture: Red dots Black -dots

Sentence representation: (NEG, (RED, DOTS) ) (NEG, (RED; DOTS) )

Picture representation: (RFD, DOTS) (BLACK, DOTS)

+ index = false index = false

+ + + index = true

response = false + +

k + 2 comparison response = true

k + comparisons

raise denial True denial

Sentence: It isn't trite that the dots are red. It isn't true that the dots are red.
Picture: Red dots Black dots

Sentence representation: (NEG, (APE, (RED, DOTS) ) ) (NEG, (APE, (RED, DOTS) ) ,
Picture representation: (REI), DOTS) (BLACK, DOTS)

f + indeX = false index = false

+ + + + + index = true
response = false + + +

k + 4 comparisons response -7,true

k + 5 comparisons

°Plus and minus signs denote matches and mismatches of the corresponding constituents, Each
horizontal line of plus and minus signs indicates a reinitiation of the comparison process.
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(41,IMT;FR OF CONSTITUENT COMPARISONS

FIG. 3 The fit of the constituent comparison model for the six information conditions,

increases with the number of hypothesized operations. This suggests that the
probabilities of error in the comparisons are additive..

The model is able to predict the processing time for these six conditions on the
basis of a single parameter: the time to'find and compare a pair of constituents.
These results_ strongly support the hypothesis that a single iterative operation
accounts for the processing of affirmative and negative sentences. The embedded
representation, combined with. the iterative comparison operation, allow the
model to account for the two scopes or negation without additional assump-
tions,

A Wither control tit showed that the representation and processing or the
sentence is determined by its semantics, rather than by its surface structure. To
show this, we compared the processing of sentences that had the same con-
stituent structure but different surface structures. In this control study, tthe
inner propositions of the sentences. were embedded in two ways: the same way
as the previous experiment (e.g., It's true that 11w dots aren't red) and with the
embedding clause at the end of the sentence (e.g., That the dots aren't red is
true). I3oth of these kinds of sentences are poslulated to have the same con-
stituent structure. however, the position of the negative in the surface structure..
has been changed. H the results of the basic experiment can be replicated with
the new sentences, then the results cannot be due to position of the negative
morpheme in the surface structure. The new stimulus sentences were: Affirm-
five That the dots are red is true; Predicate negative -- That the dots aren't ,red is
true,. and Denial That the dots are red isn't true..

2 5 7



13. VERBAL COMPREHENSION 255

This control study showed the two types of surface structures were processed
similarly. Both types of sentences showed a linear increase in latency as. the
number of comparisons increased. Regardless of whether the negative morpheme
occurred near the beginning or end of the sentence, denials took about 500 rasa:
longer to verily than predicate negatives. This result shows that the underlying
constituent structure rather than Order of negatives in the surface structure
determines processing time, and constitutes further support for the proposed
representations for the two kinds of negative sentences. .

The mental processes described by this model are not specific to the sentence-
verification paradigm, but occur in a large. number of situations that involve
verbal comprehension_These_more general processes involve relating the infor-
mation from a sentence to information from a second source, such as the
listener's previous knowledge of the world. For example, in order to agree or
disagree with a sta t ern en t , it is necessary to compare the statement to a
rep:sent:kiwi of one own belief. In order to answer a Mr question (e.g., Who
pawed the fenceWthe information provided in the question (e.g that someone
painted the fence) must he compared to previous knowledge before the .interro-
gated constituent can he retrieved. In order to acquire new information through a
verbal medium, the old information in the communication will serve as a basis to
which the new information is added. i'he determination of which inforMation is
old can only he made it' the sentence representation is compared to previous
knowledge. In the next section of this chapter; we will show that these compari-
son operations also occur when we follow simple instruction. Thus, the basic
kinds of operations described by the model are part of a large class of compari-
son operations that occur very commonly when we comprehend linguistic
material.

The mental operations described by the model are not specific to the process-
ing of explicitly negative sentences, but rather they occur in the processing of a
variety of semantic structures.. Elsewhere, we have shown how the model
accounts for semantic structures such as negative quantifiers like few, particular
and universal quantifiers like .some and all (Just, 1974), counterfactual clauses
like Mary would have left . . (Carpenter, 1973), and active and passive sen-
tences like The car hit the truck and The truck was hit by the car (cf. Carpenter
& Just, 1975). Next we . will show how the model also accounts for the
processine ()I instructions that contain implicitly negative predicates.

COMPREHENDING IMPLICITLY NEGATIVE INSTRUCTIONS

A number of predicates like fingct, thoughtless, disagree, and absent are consid-
ered implicitly negative (cf. Clark, in press: Just & Carpenter, 1971; KIMia,-
1964). For 'example. we may define j?.rgot as didn't remember or we may think
of absent as not present, and so on, By contrast, we do not generally think of
renunitheroi as didn't fomet. This suggests that there maybe an asymmetry in

25



256 M. A. JUST ANU P A. CARPENTER

how we internally reproent pairs of lexical items lii(e.remember and forget,. an
implicitly negative item like forget may be internally represented as a negation
of remember. This hypothesis can be tested by emitting the data from a number
of comprehenSion studies that have used such implicitly negative predicates.
Two types of studies provide relevant data. The first type involves sentence
Verification tasks where the stimuli contained implicitly negative predicates. In
the second type of study, the implicit negatives were in the instructions given to
the subject. If predicates like forget are represented as negatives, then their
processing should conform to the constituent comparison model.

Remember- Forget

The implicitly negative predicate forget to presents an interesting opportunity
fur examining the comprehension of negation. Not .only is this predicate nega-
tive, but the,. proposition embedded in it is also negative. For example, the
sentence John forgot to let the dog out directly implies that John did not let the
dog out (Karttunen, 1971). Thus one can study how people extract information
from the implications of implicitly negative predicates. Ina study by Just and
Clark (1973, Expt. II), subjects were .presented with an affirmative sentence
(John remembered to let the dog out) or an implicitly negative one (John forgot
to let the dog out) andthen were timed as they'verified the probe sentence (e.g.,
The dog is in) as true or false of the implication of the parent sentence, The
relevant information from a sentence like John forgot to Jet the dog out is that
the dog is not out. This may have been represented as (NEG, (OUT, DOG)). The
information from a sentence with rune. mberecIto would be represented as (AFF,
(OUT, DOG) ). This sentence representation would be compared to a representa-
tion of the probe, like Tiw dog is in,- represented (AFF, (IN, DOG) ). The model
predicts that verification latencies should increase linearly from true
remembered, to falseremembered, to false forgot, to trueforgot. The data
conform very nicely to predictions of the model; which accounts for 94.6% of
the variance among the four conditions, as shown in Table 4, This result shows
that the implications in implicit negatives are processed similarly to-explicitly

'negative sentences..

Present Absent

A similar kind of verification task provides evidence that indicates absent is
internally represented as a negation of present. Sentences like The star is present
or The star is absent were verified against pictures that either contained a star (*)

or a plus (+1, Clark (in press). I f absent is internally represented as a negative,
their.. a sentence like The star is absent might be represented as 1NEG,
(PRSENT, STAR)). .This representation would be compared to the representa-
tion of the picture, either (PRESENT, STAR) Or (PRESENT, PLUS), in this
experiment. These representations can be used to generate the predictions of the

2 Y)
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in.,d.rt. I Ire Litetwies should ascrease nom nue preNCItt, to false-.
abscnt. to true absent. AN Table 4 :Lows, the model accounts

f.e- ')t.s tho. v.itchier ani,Jing the four means, with an estimated 160 inset;
is, ...oniparkori. I bus, the he.uft, uppoit the hypothesis that in this
ta,4. JI:je!pr,:ted as .111 1111111k tq"..r.,ItIVO Mott :MCI., the quantitative
rel,rtiork anuunt the not Litencies support the idea that thete k a serial retrieval
and ....,rtitparison or constituents nom the internal iepiesentations of the sentence
and pi, tine

he -next ,eveial experiments are tasks in which the instructions contained
tie:nuke,. Ske show that the comparison process postulated by the

In+ tot s,..14.tit.',.' C\111,111IS 'WV: 11001)10 understand and execute

qt,;

',Mil" for,.nt

On ewerimetit that used negative instructions involved comparing a word
.1!11;%1 the rice!,' of square) to a picture (of either a circle or a square)

(8,\ wont, Iltio)). (hie gtoup -adnects was given an affirmative instruction;
1.1,01-0 .1'.td to respond ''.ve, it the word and the picture had the same

meaning. and to respond "in," otherwise. Anothei gioup of subjects was given a
negative instruction . respond "veS'' if the \sold and picture are different, and

,q11('11%, ;se. I he instruenon Inv'd the predicate different may have been
r..rpre-sented with a negative. respond "s es" it' the picture is not the sama..as the
vorrsi ar(t% /.1S.X.!). \%here the symbol X takes the value denoted by the word.
1 ,,Mipk, V.114:11 the worl was ure/J.:, it woiald he coded into the instruction

(lfiC/./..il. 1 hen, this representation would he compared to the
phi rule representation. It the picture was a square, the comparison between the
topr,,sentabon 4th the instruction and the representation of the picture, (IS,

would result in a "yes" response, If the instruction were compared
t- a picture of a elicit:, the emnparkon would result in a "no" response, Each

,ittien-nt IS executed, the subject is essentially process-
IT'J a ro.;'11.1V. ,,,t1r,1111CtIon. -FlitNeforc, the model predicts that latencies should

incn.!ase troll "yes"- same, to "no'- same, to "Ito " different, to
different. AS Table 4 shows, the model accounts for 98.8'.;; of the

frf,nh-e lout means, with a slope of 82 msec per constituent
thk .aippoits the hvpothesk the dinerent is internally represented

an implicit negative. Moreover, the results show that the mental processes
vis..4ed in executing instructions can be explained by the model for sentence
verrnt-ation.

Agrek. ConflIct

v,.n.v similar experiment by Trabasso et al. II:xpt. i() ) can he analyzed to

whether 'the predicate conflict is intent:ill!, represented as a negative. The

2 (i



1 VI:RBAL COMPREHENSION 259

task was to ,:ompare a word (either orange of ('reen) to a picture that ,vas
colored ettlitr oranao r,teeti. One group of suhiects was given an affirmative
instruction tud;to whether in not the ward and the picture agree. Another group
was given ail imphltb, unorut non. nidee whether or not the word and
picture conflict. I Ito nistoktion imob,ang might he represented as
/NH:, f/S, when. the smhol would take the value of the color word
presented dining the trial. 1-01 krc..LCIlpIts, suppose'the word orange were pre -
sented.. 1t v,uid he 0,dod into the instruction as (.VEG, ()RANG1..)) and
then eompared to the picture. It the mezure were colored green, the comparison
between the representation of die instruction and the representation of the
pictures. qs, worth' iesidt in a response of "yes," if the instruction
were compared to an 01.054!0 p1C011-0. It would 101111 ill a response of -no. 'These
representatn,in, lead to the prediction that the latencies should increase linearly
from "-,- agr., to -no" agree, to "no" conflict, to "yes"- confliet. As
I able I Ii ss (:n counts lot 09_17-of the variance among the four
means, wins .111 c-ainLo...' Itto inset.: per constituent comparison. This supports
the hpothesiN that !it opiolvetl tn following simple instructions with
if,ifree acid 0,/////Ct Thk! ,;peratnnn, 'et representing. ietoeving, and comparing
con-.Hruynt,.

Synonym'_ UnrotarPci

The le\h.al item unr larcd may also be represented as an implicit negative. To
test thn: I s. pothe-as, Hay den and Clark. asked people to judge the semantic
refsitroil 1100.,CO'n wo W0Itis that had the same meaning (e.g., /urge and big) or
different ink.sannies lore' and tidy)(reported by ('lark, in press). One group
ul sublects was L'IV..11 ,11-) tittrmative instruction: judge whether or not Ilse two
words nom, mons. Another group was given an implicitly negative instruc-
tion: lud,re whether or not !Ito two words are unrelated. The instruction with
unrelated ma,,, have hoen represented like the implicit negatives diffrrent and
confirct 111 (,. ;/,,11c1t.. takes on the value of one of the two
words present. In .1 01.11. 1-,,r t; \ample. suppose the pair (lure -titer) were
presented. The first von(' might be coded intone tt,struction, tVEG, (MEIVS,
/..IRGE).;. Ihie second word would he coded -as (E.-1,VS, 111)Y) and then
comp nod no rh tvn",entation the instruction. In this case, the response
would ht' th art and word were big, the response would have been
-no" I he model peed: is that-Latencies should increase linearly front -yes"-
9sn,),/nmous, ssno's SI'nonl'lit0UN, to "nn "" unrelated, ttl ''yes" unrelated.
As I able -1 titotIcl ,ik.Ciltint. tot 'M.'s.: of the variance atone the
means, with an estimate of 14-, msec per constituent comparison. This supports
the hypothesis that unrelated is represented and executed as a negative instrue-.
tion. As in the cases t >f different and conflict, the negative item unrelated takes
longer to execute and causes die -yes" response to take longer than the "no"
response.

200
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Exc. lit

kind of task, Jones ( 10663, h, 1`)O") examined how people
,..ont,,im iii 11111111,10y negative word except. In these

ta,ks, w,tuld read an attamative msfinction his,: "Cross out the 'numbers
I, 3, , 6, -.- or a in.!ative instruction like "( ross out all the numbers except 2,

8." Then the were L',1\q'll a sheet that was tilled with digits I to 8 in random
order arid timed while they performed the task. The two instructions require.the
sain., overt responses, but if evcpt is a negative, the two instructions will cause
very different mental operations. We hvpothesired that the instruction with
except is represented as i.\/'.G, U.S., 2 or 5 or SI). Lach digit encounte-ed on the
page would be repiesente.1 t/S, X), where .V takes the value of t.c digit. The
digit will he crossed out it there are two mismatches between the two representa-
tions. I his would happen if X took the value 7, for exampl 3y contrast, the
Alamo:ye instructi -.11 would be represented (.1//, (IS, I or 3 or 4 or 6 or 7)).

d ,ncountered on the page would be represented as (/S, so the digit,,
would he crossed out if there were no mismatches. The negative instruction took .

a significant 1.; .,?,; longer to execute, and resulted-in signiCii:antly more. false
positive errors (crossing out digits that weren't supposed to he crossed out).

Ina secnd experiment, Jones equated the number of digits to be represented
in an instruction. I he positive instruction was "cross out the digits 3, 4, 7, 8."
The negative instructionwas to "cross out all members except 1, 2, 5, 6." Again,
the negative instruction took much longer to execute (by 100 see) and resulted
in more take positive errors. Thus, executing a negative instruction, even in a
very ditterent kind of task, takes significantly longer than executing.the equiva-
lent titillative one. This is consistent with the hypothesiS that mismatches
between the internal representation of an instruction and the representation of
some second source of information, will lead to longer latencies.

The preceding analysis Makes it clear that certain single words are internally
represented by ,two components an affirmative core as welt as a negative
,:omponent. While we cannot specify' a priori whether or not a word is internally
repre,enk.d .k a negative. our model does provide a procedure to discrinhnate
negative lexical items from affirmative items. If the verification latencies for a
suspect word are shorter for false than for true, then we inter that word is being
represented and processed as a negative in that situation. Thus, the results cited

sInw.. that 1 infct. dive/Tut, unrelated, conflict, and except are represented
as llt%!iitlV,!S. I he same kind of analysis can also exonerate suspect words. For
example, vim!! is ii it processed as a negation of lure; it is represented as an
;Mil many,' (Carpentr & Just. 1072: Just & ('arpenter, 1971).

Other Instructional Example's

Comprehending an instruction can he a major source of difficulty in perform-
ing an everyday task. We sometimes encounter complex instructions where
there u; no LoncerYahle impose for their complexity. The following notice from
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the Internal Revenue Service (Form 4918) provides an example (italics added):

ANY QUESTIONS ABOUT THIS NOTICE?

In the event we !ao/ to }five you credit for a Federal tax deposit or any other
payment you made,-plea accept our apology and be guided by the tollowmg:

1. If the payment not credited was made- within\ the last tour weeks or so, we will
credit it Sotin You need not write us. Just subtract th payment we haven't included.

2. II the payment not credited was made more thr n tour weeks ago, subtract it from
the balance due

3. It you have paid the entire alance due within the last lour weeks, please disregard
this notice.

Please send us :in explanation It. the 'balance is incorrect for any reasons oat(' than
payments vs: haten't credited

Explanation of Penalty or Interest Charges

Your return was not filed and y our tax was not paid by the due date. The combined
penalty is 5 percent of the tax not timely paid for each month of part of a month the
return was late, hut not more than 25 percent.

this notice is not the result of an audit of your return. When we select a return for
audit, we notify the taxpayer

Presumably the IRS is not interested in testing our comprehension skills.
In other situations, the purpose of a complex instruction is precisely to assess

comprehension skills, as illustrated by the following item (Personnel Test, Form
D., F. F. Wonderlic, 1922)

(-mint each 1 in this series that is followed by an I' next to it it the F is not followed
by an S next to it, Tell how many Z's yin' count.

ii1StYlI SYI /1.1.SYSZI I /15) -1Yd Y

This is an extremely easy task if one comprehends the instruction, which could
have heel] simplified as follows: Count the occurrences of the sequence ( /Z /,
InowS: I in this series.

There are other situations where the purpose r)r complex instructions is not
clear. The following example. is taken from an aptitude test for prospective
students of management science (Graduate Study in Management: A Guide for
Prospective Students, I974)

directions fish of fly' data sot ficiemy prtiblems below consists of a question and two
statements, labeled t I) and (2). in which certain data are given. You have to decide
whether the data given in the statements are sufficient for answering the questions. You
arc to blacken spate

A. If statement I ) 1I ON). II. sufficient, but statement t2) alone is not sufficient to
answer the question asked,
it statement (2) .kl.trsil is sufficient, but stifement (I) alone is not sufficient to
answer the question asked:

C. if BOTH statements ( I ) and (2) TOCit Tilt It are sufficient to answer the question
asked, hit NEITtll R statement AI (J1XI. is sufficient;

1) it FACIA statement A IP:s41-. Is sutficient to answer the question asked;

264
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E. if statements (1) and (2) TOGETHER are NOT sufficient to answer the question
asked, and additional data specific to the problem needed.

Example: In A PQR, what is the value of x9
(1)PQ= PR
(2) y = 40

Answer.- C (r/

This kind of instruction seems to be testing both the ability to comprehend
instructions, as well as knowledge of geometry and logic. Incorrect answers
could be caused by any of these three sources. The relative contribution of
comprehension difficulties can be assessed by rewriting these instructions in a
simplified format.

ReL!%ej Directions- Answer YES or NO to each of the following questions.
In PIM, can you deternine the value of x if all you know is that:
(1) PQ = PR.' (Answer is AV)
(2) r= 40? (Answer is NO)
(3) PQ and y 40? (Answer is YES)

These examples illustrate how successful performance in a test may depend on
comprehension skills in decoding the instruction, as well as the content skills
that the test ostensibly taps. Thus, both components may enter into the test
scores that can often predict future-academic performance. 1 t may turn out that
the predictive ability of the test is partially due to the comprehension skills it
taps, rather than the content skills. If the test is being used only for actuarial.'..
purposes, the relative loadings of the two factors are irrelevant. However, if the
testing is for tuagnostic purposes, then it it necessary to assess the relative
contribution of comprehension skills before remedial action can be taken (cf.
Hunt, Frost, & Lunneborg, 1973). This may prove to be a fruitful approach to
test construction.

In many situations, the primary.purpoSe or an instruction is to inform, to help
people perform correctly and efficiently. For example, instructions on income-
tax forms or in repair manuals should he constructed to minimize comprehen-
sion difficulties. A theory of sentence comprehension such as we have outlined'
suggests the kinds of problems that may arise in representing arid executing
various kinds or instructions. The theoretical approach also suggests ways of
Making everN day in:struet ions easier to comprehend.

EDUCATIONAL TESTS OF VERBAL COMPREHENSION

Sentence-Completion Tasks

Another domain in which we can apply our information processing analysis is
the sentence-completion task, which often appears in tests of academic achieve-
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Meta or ability, This task involves choosing one of several alternatives that
"best" completes a sentence frame. Consider the following example:

Beauty is only skill-deep, but goes alt the way to the bone.
a. disease b. blood e. ugliness d. fright e. liniment
(Answer: e)

Although performance in this task depends to sonic extent upon an adequate
vocabulary, much of the. processing can be explained in terms of the processes
described by the comprehension model.

Many" to' the items in a sentence-completion test have structures that are
basically like the example above. these items consist of two parallel clauses of
the same syntactic type, although there may be a negative lurking in one of`
them. the missing item is a constituent of one of .the clauses. The connective
between the two clauses is either affirmative (e.g., and) or negative (e.g., but).
The polarity of the conhective, as well as the presence of a negative in one of the
clauses, determines whether the missing item should be an antonym or synonym
of the correspmdin,,, consIttlient in other clause. In the example above, the
negative connective but is a cue that the answer is an antonym of beauty.

A number of examples will give the flavor of the kinds of sentence completion
items that involve negative connectives, like yet, hut, unlike, whereas, and
although -( taken frkun a booklet, Preparation for college hoard examinations by
Henry Regnery 1972, pp. 107-126):

artist. who was colorful, whimsical. and erratic, the teacher was
..id tonststent.

a. infallible b. commonplace objective d. disorganited e. subtle

Though he was nitnan tiell,l1.11 to his outlook, his tit was one of

a. protlig,acy II. naivete L. austerity d. virtuousity .e. maturity

These conditions are not the nature 01 women but have grow n up in spite of it.

.1. intritl.t, a, b. paramount in L. ompelling in ' d. Immutable in e. extrinsic in

Larlv in the Path in the South, it 11,1cH4'..111e the L1,111011 to raise ()illy One
staple cis whereas in the North the crops were

a. diversitied b. unstable c falbiw d. aniform e. wild

In this game he was an amateur. not an export, and thus, for the first time. became atn)
instead of a man aCtIori.

a. connoisseur b. %pet tator c. lawyer d. pragmatist e. authority

iwitistie :mak ses art (Ii' ebutcal coliftinction but show that it involves incon-
gruence between the two clauses. f or example, but may he used if there is a
lexical. contrast he (Weetl the two clauses, e. , Mary likes school hut .1ohn hates
'it. A second use of but involves a contrast between what is stated and what the
speaker helieves.to he the usual connection between the two .clauses, e.g., Bill is'
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a politician but 'he's honest or Dick is a veterinarian but he doesn't like dogs
(cf. Lakolt, 1971: Gleinnan, 1960,Dik, 196S) Other connectives like instead,
although. in spite of however, and vet conjoin similar kinds of contrasting
clauses.

In an experimental investigation of the completion task, Osgood and Richards
(1973) asked subjects to complete Imtences like X is beautiful dumb or X is

with ant/ or but, The two adjectives in the sentence either had the
same or opposite affective polarity, which was determined a priori with the
semantic differential, .'sts the linguistic analysis \vivid predict, incongruence
between the two lexical items was a more favorable environment for but,
whereas eongiuence was a more favorable -environment lora/rd.

The comparison model suggests the processes that might underlie performance
in this completion task. Hist the sentence is parsed into two parallel clauses.
Then the constituents of the clauses, including the coordinate conjunction and
polarity markers. are checked serially for their polarity. The number of negatives
determines whether it is a synonym or antonym of the provided constituent that
is output as a r,,ponse

[Ins model of processing can be tested with data collected during the sentence
,:ompletion task. lloosam ( measured latencies while people completed
sentences like those in the Osgood and Richard's task, and he also varied the
number of explicit negative, in the sentence. For example, a sentence could
involve adjectives of similar affective polarity Er(' was mild nice) or
opposite affective polarity (e,g., Carl was troubled__happy), and could contain
Wither no negatives at all. one negative (e.g.. Eve was mild not nice) or two
1102:1tiV0,. FIT was not Mild nt)t MCC).

As titelit be expected. latencies increased as the number of negatives in the
sentence increased from zero to one to two. Furthermore, latencies were shorter
when the two adjectives were congruent in affective polarity. This difference was
lint affected by other factors. such as the number of extra operations caused by
the pitsence of:0(1160mi! negatives. The results are completely consistent with a
pro,..ess that witallv checks the constituents of the sentence. The presence of a
negative remits in a mismateli between the sentence representation and the
affirmative frame with which it is compared. Such mismatches cause extra
operations. whose durations are additive. Thus. the basic processes involved in

task are quite similai to the ones involved in compre-
lk.sinling and verifying sentences, although the control structures may be differ-
eirt toi the two tasks. Processes in both tasks involve serially examining the
,.:onsuinetits of lepresentations, encountering mismatches, and consequently
performing additional mental operations. This analysis has attempted to show
that performance On a common item front a test of verbal skills can be an-
alyzed in terms of underlying mental operations found in other comprehension
tasks.

2 6 7
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Potential Applications: The Reading Comprehension Test

In this section, we will try to outline the kinds of representations, retrieval and
comparison operations in' another task involving verbal comprehension: the
reading comprehension test. This task is much more. complex than the other
ones that we have analyzed. The reading comprehension test involves reading a
passage, usually 150-500 words long, and then answering 8 to 12 multiple-choice
questions about the passage. The instructions are to first. skim the passage then
read the questions and return to the passage for information when it is neces-
sary, The time allotted to read the passage and answer all the questions is usually
5 to 15 minutes. We studied this task by having three subjects express their
strategies and thoughts aloud while they performed several reading comprehen-
sion tests. Thus, this section represents a potential extension of the general
approach, rather than an empirically confirmed model.

During the initial reading of the paragraph, the theme or central proposition of
the passage is gerterally extracted and represented. Our subjects indicated they
had represented the thematic information by their ability to answer the ques-
tions about the theme without looking back at the passage. In other studies, it
has been shown that if subjects are kept from knowing the theme, both
comprehension and memory for the passage suffers (Bransford &Johnson, 1973;
Dooling & Lachman, 1971). Also, when recognition memory for individual
sentences in a passage is tested, there is a much higher false-alarm rate for
distracter sentences that contain the theme (Singer & RoseQberg, 1973). (See
also Hyman, Chapter 8, this volume). These. results indicate that the thematic
information plays a central role in the representation of the passage.

The initial representation ''-of the passage. also contains information about
higher-order relations that exist between the thematic proposition and subsidiary
propositions. These are relations such as causality and temporal order of events,
which are sometimes cued by words like because, consequently, after, before,
and so on. The representation of individual propositions linked by higher-order
relations can be accommodated by a number of representational schemes (cf.'
Crothets, 1972: Kintseh, 1972; Rumelhart, Lindsay & Norman, 1972; Schank,
1972). Subjects often stored the occurrence of such higher-order relations
without storing the content of the subsidiary proposition. For example, after the
initial reading a subject might remember that the consequences of a certain event
were listed, but he unable to recall the specific instances.

The third kind of information extracted during the initial reading is a represen-
tation or the information development in the passage. Subjects seemed to store
information that could act as a pointer to.a particular part of the passage when a
question required specific information. In a sense, the printed passage was used
as an external memory, and the internal representation served as an indexing
system for that external memory. Our subjects often knew where to look in the
passage for specific information. For example, if a question alluded to a specific

263
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fact, the subject would say "I remember something about that just before the
end" or " . , . that appeared in the middle,- Then, he would proceed to search
through the appropriate part of the passage. Of course, some of these strategies
are prObably due to the task conditions, which emphasize speed, but permit
subjects to look hack, In summary,,it appears that after the initial reading, our
subjects had a record of the location of certain information in the passage, as
well as the main theme and a list of sonic relations between the theme and
subsidiary propositions.

Our approach to the reading comprehension test is to focus on representing,
indexing, retrieving, and comparing information, Although our approach de-
emphasizes the obvious factor of vocabulary, i.e. previous knowledge of the
words in the passage, experimental evidence suggests that such de-emphasis may
be justified. Tuinman and Brady (1973) showed that thorough pretraining on
vocabulary items from the reading passage did not raise the comprehension
scores of children in grades four to six. While some minimal knowledge of the
vocabulary is clearly a necessary condition for successful. performance, it is not
sufficient to improve performance beyond a given level. This study suggests that
the important skill in reading comprehension is the ability to represent and
manipulate the information presented in the passage and questions.

the advantage of analyzing reading ..omprehension task in terms of
information processing theory is that it defines the relevant empirical questions
to he answered. One process to he explored is the mechanism that abstracts the
theme. For example, it is possible that the thematic proposition is the one that
occurs most trequently in the passage, as suggested by the simulation model of
Rosenberg (1974). Another issue to c explored is the precise representation of
the indexing system that records where facts were mentioned in the paragraph,
Yet another is the determinination ()I' how particular questions tap into this
index. This analysis provides an outline of how a complex task like the reading

-- comprehension test can be approached in terms of the basic components of the
comprehension process the representation, retrieval, and comparisod of infor-
mation.

CONCLUSIONS

What Makes a Sentence Hard to Process?

Ire compreheliston model makes the claim that a sentence is difficult to process
when it doesn't match the representation of some second source of information.
Thus, the critical variable that determines processing difficulty is the number of
matches or mismatches between two representations, the critical factor is not
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affirmation or negation, per se. According to the model, negatives are harder to
process only when they mismatch with the affirmative representation of other
information. For example; pictures are generally represented affirmatively, so
sentences that refer to pictures are generally easier to process if they are
affirmative. Similarly, the information stored in semantic memory is usually
stored in some affirmative form, so the comprehension of the sentence referring
to semantic memory is usually easier if the sentence is affirmative. However, the
implication of the model is clearnegatives are not necessarily harder to process
than affirmatives; mismatches, rather than negation per se, determine the ease of
comprehending linguistic information.

When Negatives Are Easier

The model predicts that a negative sentence should be easier than an affirmative
if,the information from the other source were represented negatively. Then, the
negative sentence would, match the representation of the second source of
information and the comparison would be faster. By contrast, the affirmative
sentence would mismatch and processing would take longer: In fact, our analysis
of an unusual reasoning task supports this prediction. Johnson-Laird and Tridgell
(1972) presented subjects with a disjunctive 'premise (p v q) and a probe (-'q),
and asked the subjects to draw a conclusion (p). The premise contained two
claysesJikell'ither John is intelligent or John is rich. The probe sentence always
had a different truth value than one of the two clauses in the premise, for
example, John is not rich, so the conclusion was the remaining clause, i.e., John
is intelligent.

The task, required that the subject ask himself whether a clause in the premise
conflicts with the probe. This self-instruction may have caused the same kind of
internal representation that we postulated for instructions involving conflict,
different, and disagree. The relevant clause in the premise may have been
encoded into negative instruction and then compared to the probe. For
example Either .1ohn is intelligent or John is rich, the second clause may have
been coded into the instruction: (NEG, (X)), so that it resulted in the represen-
tation (NEG, (RICH, JOHN ) This was then compared to the probe, John is not
rich, represented (NTG, (RICH, JOHN)). The model predicts that such a
negative probe would be processed faster than an affirmatiVe probe like John is
door, represented as (APT, (POOR, JOHN) ). As predicted, the response latency
to negative probes was snorter (by 1.6 sec) than the latency for the affirmative
probe. The model correctly makes the nonintuitive prediction that the negative
probes are processed faster in this situation. This supports the argument that
mismatches, rather than negatives per se; consume processing time. Thus, it is
the relationship between two representations that determines the speed of
comparison processes.
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Procossinu Instructions in an Everyday Situation.

It was recently shown that in a highly realistic situation, people remember
affirmative instructions much better than their negative counterparts. The situa-
tion was an airport, where eighty waiting airline passengers were asked to read or
listen to a 2.0) word passage describing in- flight emergency procedures, based on
actual airline protocol li ile & Jew, 1973). The individual instructions were
either affirmative te.g., Extinguish cigarettes. Remore shoes.) or the cinTespond-
Inc negative set te.g.,Do leare cigarettes lighted. Do not keep shoes on.). The
results showed that the passengers recalled about 205, more information from
affirmative instntctions than from negative instructions. The better recall of
affirmative instructions may have been the consequence of fewer mental Opera-
tions during comprehension. Because the affirmatives are comprehended raster,
subjects may have had more time to transfer information into long-term
inem,ty. Fhe significance of this study is clear: laboratory-based theories of
comprehension apply to real situations involving critically important instruc-
tions.

We have examined several tasks that involve verbal comprehension in instruc-
tional settings. The locir has been how the information in a sentence is
represented and manipulated. We have proposed a general model to account for
comprehension in a variety of situations, such as verifying or completing sen-
tences, and executing instructions. The kinds of tasks surveyed and the analysis
have both practical and theoretical importance. On the practical side, this kind
of analysis may help to localize the difficulties that an individual has in verbal
comprehension.Moreover, this approach could lead to a set of rules for writing
easily comprehensible instructions. The analysis of these tasks in terms of
fundamental processes helps to unravel the. Gordian Not of verbal comprehen-
sion.

ACKNOWLEDGMENTS

1 h.: ..t r .11th, arht . *.,tpreents a collaborative effort.' the research
the Nati,nal Institute klitcatim, Department of Health,

1 ,o),I ;--,71-f 1016 And the ti:itional Institute of Mental Health,
1,1-0,t sin



14
Understanding Complex
Task Instructions

Herbert A. Simon
John R. Hayes

Carnegie-Mellon University

In the ninth Carnegie Symposium on Cognition, we described the processes used
by human subjects to understand the instructions in a problem-solving task
(Hayes & Simon, 1974). The aim of this chapter is to build upon the theory of
the understanding process (and the UNDERSTAND computer program) devel-
oped in that previous paper, and to draw out the implications of the theory for
edu,:ational processes and practices. The discussion will be organized under three
main topics: the UNDERSTAND theory and some directions in which it needs
to be extended; the role of prior knowledge in understanding; and the pedagogi-
cal implications of a theory of understanding. It will focus upon a strategy for
analyzing tasks with a view to discovering what is involved in understanding
them.

Much concern is expressed, from time to time, about "functional illiteracy" in
our society. A functional illiterate is someone who cannot perform the reading
tasks with which his job and his daily life confront him. The illiterate cannot
read and understand the directions on the medicine bottle, the do-it-yourself kit,
or the soup can. Lie cannot understand the tine print on the traffic ticket or read
his personal mail. lie cannot read the instruction manual for a piece of equip-
ment used in his job. Although only a modest amount of research has been done
on the causes of functional illiteracy, the data"that are available suggest two
generalizations about it.

I. Functional illiteracy is primarily an understanding problem, rather than a
reading-problem. That is to say, most functional illiterates in our society possess
the basic decoding skills for reading the printed word. What they lack is
adequate vocabulary, knowledge, and skill to interpret the communications that
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are directed to them, regardless of whethei those communications are written or
spoken. This has been demonstrated very convincingly by Sticht (1972), who
has shown that if a person can understand an oral communication, he can alMost
ah,vays understand the same communication presented to him in writing, and
vie versa. Hence any major attack 00 adult functional illiteracy must be
directed at improving language understanding skills, and not simply at improving
the decoding skills of beginning reading.

2. tits h of the difficult language that an individual encounters in daily life is
h ind in the instructions he receives about what to do or how to do it.
Therefore, any major attack on adult functional illiteracy needs to place'spe.cial
einphasis on the impiovement of the skills of understanding instructions.

lI understanding instructions is an important component of functional literacy
fin adults in their everyday and workaday lives, it is an even more crucial skill
for chilhen, adolest:ents, and young adults who spend their days in school.
S.,Iviols (including universities) are the most persistently evaluating institutions
ul our society.. Hiey are continually. testing their students, and the heart of
testir: Is determininv whether someone can carry out successfully a set of task
instructions. Someone who cannot understand instructions cannot pass tests.
Hence, understanding instructions is one of- the principal skills we test in the
sch

But the understanding of instructions enters school tasks by still another
route, Schools teach, or attempt to teach, their students to solve problems in a
wide range of domains, The first step in solving a problem is to understand
it that is. to make a meaningful description of the problem situation (This view,
that to underst.uul is to make a description of the situation, is elaborated in the
nes.t section.) But a description of a-problem situation is nothing, more nor less
than an instruction that defines a task and requests that it he performed. Hence,
a .signifkant component of problem solving skill in any domain is the skill of
understanding the instructions for problems in that domain.

0

THE NATURE OF UNDERSTANDING

Ont underst,inds task instructions if he can program himself to attempt the
isk does irot necessarily mean that he can perform the task successfully.,

Most people can readily understand the Four Color theorem: Any plane map
can he colored with not more than lour colors in such a way that no territories
with a common border have the same color. If a person knows what a proof is,
Ire ..:an program (unbolt. to respond to the instruction: "Prove the Four Color
1.11C 'Will.- his COY,, however, are miniscule', in spite of the efforts
tf numerous first-rate mathematicians, no one has succeeded in finding a proof
of the Ft ,ur Color Theorem or, for that matter, a disproof.
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What, more precisely, does it mean for a person to understand a :task that he
may or may not he able to ,perform? At a minimum, it means that he can test
the adequacy of a purported performance or solution. But ordinarily, we expect
something more than this minimum of understanding. A person approaches a
new set of task instructions equipped with certain somewhat general problem-
solving capabilities. Somehow, he enlists these problem-solving capabilities in the-
task which the new instructions present to him. The process of understanding
the instructions is precisely this enlistment, process.

A Specific Theory of Understanding

In our previous paper, we repthrtV on the UNDERSTAND program, a computer
simulation of the understanding process. The UNDERSTAND program embodies
the following theory of the Process: Before any specific problem can be
attacked, it must he described in terms of a problem spacea space of situations
that may he visited in a search for a solutionand a set of operators Or "moves"
-for changing one situation into another in the course of the search.

Consider the problem of choosing a move in the game of tic-tac-toe. The
problem space here might be the space of possible game situations, of arrange-
ments of crosses and circles on the 3 X 3 array. The move operator adds a new
cross or circle to the array. Given a way of representing the various possible
game situations, and away of moving from one to anotherof these, a problem-
solving program like the General Problem Solver, GPS (Ernst and Newell, 1967)
could go to work on the task of finding a good move in tic-tac-toe. (Actually,
GPS would need a few other "givens" beyond those mentioned above, but the
problem space and the, move operator are the central requisites for it.) To ask
how the UNDERSTAND program goes about understanding. written problem
instructions is to ask how it transforms those instructions into a problem space and
a move operator. As we showed in our previous paper, this is accomplished by the
UNDERSTAND program and .by human subjects as well, along the following
lines:

1. The input instructions are analyzed syntactically by means of a parsing'
program.

2. A search is made through the analyzed text for sets of " ibjects" that need
to he represented in the problem pace, and sets of relations among these
objects.

3. A structure is created that permits objects and their relations (and thereby
situations) to he represented. The representation is used to store information
extracted from the problem instructions about the initial and goal situations.

4. A search is made through the analyzed text for operators that change the
relations among objects.
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TABU: 2
A ReRresenott.m the Irtm,11 Situ,ine:n for the Monster Problem
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Each globe is described by its site in the same way as the monsters are,
. entire represent, ^n for the initial problem situation is shown in Table 2.

As tour th ant. till steps, the niose operator must he identified, and it must
receive a semantic interpretation. In this problem, the move operator may he
represented as

GiVIS(Glob.\, Must, 1.N , kiteiNtet

which may he read as: "Monster gii.*.s,Globe X to Monster Z,7 Notice that this
operator involves one object belonging, to one class (globes), and two objects
belonging to another kids,' (monsters). This characteristic allows GIVES to be
interpreted is an instance of the MOVE operator which is already stored in
long-term memory, along with programs that, when provided with appropriate
information ablou the representation, can actually carry out the move:

MOVI t i l,/1.1 -R..')

The operation of moving 1.1 trout /1.1 to 11.2 consists in deleting the relation in
the repOsentation of the situation that holds between .1.1 and B.I, and then
establishing, the corresponding relation between .1.1 and B.2. flow this is to be
done depends on wi,' which the relation between the is and the Bs is
actually represented in menniry.

The sixth step, then. is to provide the MOVE operator with the iii,:ormation it
'needs in order to act upon 'the representation of the situation. This is accom-
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All or the steps in the understanding process that have been described are
essential, r..tgardley, t,t whether the task instructions are received orally or in

tAttt! earlier some' empirical evidence (Stiehl, I972) that for adults
the rlit(i, tilt ,t widerstandtay instructions is largely independent of instruction

Il(twever, there are some differences between oral and written com-
mlat.a..1tr,,ri that can attest understanding substantially.

iI ino.1 important khstmction is that oral instructions may exceed the
hor tterm memory. It example, It would be extremely

lor,k-rst.el t11e Monstet Problem in Table I particularly the legal
tn,,, on a sit.ck oral presentation. Subjects who are given the problem in

' ,1 rh, ,,r,711, ire ilrovitlet1 in our
101), tr th.mt pipet. .e al,,t rhm..liss how the rule

nor T:_TrTe 1101 art' Inter.pretetl. The
r u 1 ; - I fir ! I I , T I I . . i f t , , t luttpretin::. q1.7
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writing handle the SIM capacity limitation simply by rereading the more
complex sentences as often as they need to, The sentences stating the limitations
on transfers of globes and the sentence describing the initial situation are almost
always read a number of times by our subjects. The other sentences are usually
read and apparently understood in a single pass. The UNDERSTAND program
makes a number of successive passes over the problem text, and is allowed as
much short-term Memory as it requires. !fence, it approximates more closely the
conditions of reading than of listening.

-Another difference between oral and written instructions is that the former
contain stress and intonational cues, while the latter contain punctuation.
Although these differences could have important effects upon understandability,
we believe that in fact, the effects are usually small: The UNDERSTAND
program, as It now stands, makes use of punctuation as a cue to meaning, but
not italics, nor stress and intonational cues.

Environmental Feedback

Knowledge of results is crucial to arty learning process, and the understandin;
process should he no exception. What knowledge of results does the UNDER-
STAND program obtain in the course of acquiring an understanding of the
Monster Problem? How does the program know when it has understood?

The program can detect whether it has succeeded in formulating some prob-
lem, but it cannot guarantee that the formulation is the one intended by the
.problem statement. The program's test that it- leas performed its task amounts'to
detecting that it has constructed a representation of the problem situation, that
it has defined a move operator, and that it has interpreted the move operator in
terms of the representltion.

In some real-life understanding situations, and in many scnool situations,
feedback is correspondingly limited. In many instruction-understanding situa-
tions, however, the problem solver can seek cues to help him or her interpret the
problem situation. Subjects solving the Monster Problem ask the experimenter
such questions as "Can a monster hold more than one globe'?" Does the
problem hate a unique solution?" "May a monster pass a globe to any other
monster, or only to the monster standing nearest to him?" Answers to these
questions narrow down the possible range of interpretations of the problem,

In many othet cases of real-world problem salving, the task posed by the
problem instructions is to carry out some external physical actions that have
observable physical effects. These observable effects become another source of
feedback that can he used to aid problem interpretation. When someone tries to
follow the instructions of a do-it-yourself kit, the success or failure of his actions
soon becomes apparent, and this gives him critical information as to the
adequacy of his understanding- of the instructions. If the instructions refer to a
particular component, and he cannot identify that component from..the parts
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1;1 !:,`Tit 1/e th,It he chk,i not undeistarid the instructions. If
i:Nuire two parts to be assembled that he ,..,innot lit together, he

rt I, .` the ;ft:nu:nous,
In tin hininw. ase verb.il instructions at all only- a situation to

lealt leakin,! tau,:et is au instruction. "la y me." This
..1e r niln,t u, Ow, in titans rr.Il lilt situations. mtormation for

und.erstan4,1int what! is to be done il!awn Inuit e instructions than
petception situ:Won (It is drawn also. ()t course. troth

ffictlif It V. a p,talt that we shall discuss later.).
in,ti-fICti,nis are accompanied by worked out examples.

I hi, mdthotnancs tetbooks iminputer programming
mailials. ;old instruction; tor sullieL:k in psychological e\pettments. In these

the examples may supply sintictent Information about the task and its
inent., t- make the explicit task instructions superfluous. This possibility

be,ti ly Donald Williams l l972). who constructed an artificial
r-tn that proprams itself to take various kinds of intelligence test

bat r.rie, , 1mi...tenon. number analogy ) oil the basis of worked-
.ut ',vithout ,n,..plitat verbal instructions.

inosr aSt..'s are those in whait a subject receives
tf,.in alttntlph to formulate and solve the

Pr"Ht-111. I "r e' ';ubiect (described by I lay es & Simon, 1974) read-a line
.1:-,1 t:oncludekl that the problem involved two participants. The next line,

h,,,..er, implied that theme were thice participants. At this point. the subject
the sentences to resolve the conflict between them

h^M with his solution attempt. This example illustrates a simple
redit nm' local ,unbUniity that is not incorporated in

!h:. to .erit I \III RS I ,1\ pt.,L'iant. iffietences drawn from one part of the
M110 rl.hk.' with Inferences drawn from other parts of

tit,.
\,.the! ,t use ,0 this heuristic by the same subject involved

twin, -A ,loci a task for It,- hi one part of the
t rinolpi,.ted thi statement to mean that "A does a task to

v,111-: nt ati.,ther he interpreted it to mean that "A does a task
the subtect's n'eognition and resolution of this conflict played an

t int 111111,, r)rmalation of the problem.
ii''[111 time only. one that subjects use in deriving

'hut .itt!nipt,, a problem. We have also observed a
Brk'lly it worked as follows: the subject

.r, tor a prohlem. Then lie discovered that the problem
with ilk., pc:atot. 11,.. then concluded that the operator was
fr,potlt,. ed tlt:v., ;aft..

ill ..,,rrunar'v t.hl% rtt :11R1,..r,;tan(lm4 Instructions when thew is environ-
menrAl L.htferent Soon the tinderaanding task in the absence of
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such feedback. Feedback may result from ability to question the instruction-
giver,.access to the actual problem environment, access to worked-out examples,
or the use of consistency and solvability heuristics. In limiting cases, the
information available from these sources of feedback may he so complete its to
permit the task to be understood without any explicit instructions at all Before
it can he regarded as a comprehensive theory of the understanding processes, the
UNDERSTAND program will 'have to he augmented to handle these possibilities
for feedback.

KNOWLEDGE AND UNDERSTANDING

What does the problem solver have to know already in order to understand a set
of problem Instoictiiins' The description above of the processes used to under -
stand the Monster Problem imply that the knowledge requirements for under-
standing are relatively limited. This -kind of puzzle may he atypical, however, in
the slight demands it makes upon stored information.

III-Structured Problems

In the literature of problem solving, a distinction is often made between
well-structured problems, on the one hand, and ill-structured problems, on the
other. (Newell, 1969; Reitman, 1964, 1965; Simon. 1973) Not all authors have
defined the distinction in exactly the same way, but a common theme running
through all of the definitions is. that problems are ill structured to the extent
that the problem solver himself must contribute toward their definition. Specif-
ically, we propose that a problem be regarded as ill structured to the extent that
the subject must build the representation he uses to solve it from information
generated durinL: his unsuccessful attempts at solution.

The distinction between well-structured and ill-structured problems describes a
continuum and not st- dichotomy. Moreover, the ill-structuredness of a problem
may take a variety of forms. The problem instruction's. may be couched in
technical language that can he understood only by one "skilled in the art." Here
is an example, from a chemical engineering textbook, of a problem that appears
ill structured primarily because of its technical vocabulary:

A throttling CAlorimeter is attached to a line containing steam at 15 prig with a quality
of 9H' %. What does the thermometer in the calorimeter read?

A problem may also lie ill structured because the instructions do not contain
enough reformation ti permit a usable problem representation to be inferred
from them. As a matter of fact, the chemical engineering example illustrates this
potentiality for ill-strUcturedness also. There is.nothing in the problem statement
that indicates h,,w the temperature of steam can he calculated from its pressure
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and qualrtv no definitions ot "rnove operator- are supplied. They must come
frirm the reader's knowledge. If this knowledge is readily available to the reader,
tic pl,b1...or will appear sell structured to him: if accessing the knowledge itself

problem.solvin4 ethos, the problem will appear ill structured
(See Ni,rman. (winner, 1/4;teyen.. Chapter 9 of this volume.)

A. rie ot his principal tnample ill-structured pioNsun, Reitman (1965,
Chapter e \attuned the task of writing a fugue. flew the instructions are
sunphcity itself "compose a fugue.- Directed to a professional composer, the
instructions define a goal, for he can recognize a fugue when he hears one, and
can apply a variety of tests to evaluate its quality as music. The instructions also
suggest to the composer a method of proceeding, tor they evoke from his

a whole ot gamzed system of compositional techniques. If the
,:ornposer does not set his quality criterion too high, composing a fugue.. may
v,n tatfi.t rltittlW activity. Front his standpoint, the problem does not
RAI!, opp,!ar ill structured at all.

ltrttlfr,t,itpltr,0

1111 ,.A.rinple, citd .tbove show that ill-stmictutedness is, in a certain sense, in
the ey,.: art the beholdei Perhaps the best way to put it is to say that a problem is
ill structured to the '2 \ tent that it puts demands on the knowledge and repertory
ot /Th ,b1cm.mdving skills of the .solver. In these terms, we would say that the task

r,:onip,I;rry a rogue r quite tar along toward the ill structured end of the
continuum, riot h.:Louse the ptofessional composer would not know how to
pio,eed. but because in proceeding, tie would have to draw upon a large
pertury it knoWiedge.and skill stirred in his long-term memory, and much of

thr .1c..essthle only on the course of his solution efforts. For the
per:on unskill...'d.m compo,ation, the problem would be ill structured in the more
ridi al seine that he would simply lack the knowledge that would permit him

tr to tormulote the pri,Heili. much less to solve it.
rh Inatt,.. 41t in the: light we can ask how well-

tht. Pr,,h1rnri is hIr the ['NI* RST AND prrigrain. What stored
we.v letdtte 1,,es the proram draw upon, in order to understand the pr oblem?

Ilk. 1 'NDI RS .ND pr,,mint depends primarily upon a knowledge of the
Lin:,,awc, and ortd.irly upon a knowledge of the semantics of a few

ir hand, the NIOVF operator). In 'addition to this
hasa :,..11tH !,t,i.-Itiklepeurknt capability' On constructing repre-

,.utati.,::, r1,,:;1 ,,h;t,t, and relations. and for interpreting its basic
.rir s..ept for function words (e.g.,

TV. ;Ik". l,t Identity the
71!. I ND'. Hs I \NI) rt,,mato t, tit,t -need tit know the

park it Speed! t whiii they belong.
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"Monster" could as well be "Jabberwock" or "thingamajig" or "blurb". without
making the slightest difference to the program's operation. As we have seen
earlier, giving a globe to another monster ("outgrabing a tove to a blurb") has to
he recognized as an action that can he matched to the MOVE operator. Beyond
this, the meaning of "giving" or "outgrabing" is also irrelevant.

It is rather remarkable that this small amount of machinery and knowledge
enables the program to understand the instructions of the Monster Problem. We
generally call tasks of this kind "puzzles." It is perhaps their independence of
specific information not contained in the problem statement that best charac-
terizes them. However much they are couched in image - inducing language, they
are, in fact, highly abstract; and the processes f6r understanding them are
processes for identifying and further purifying the abstraction. Monsters become
objects of a certain abstract class; globes, objects of another class; "holding" a
relation between objects of the first class and objects of the second, and so on.
Semantic meaning of these terms is a "cover," to he stripped off in the process
of understanding the task.

The protocols of subbcts attempting to understand the Monster Problem
reveal the role of abstraction in the understanding process. Some subjects, and
especially those who proved most proficient at the task, were quite explicit in
casting out semantic irrelevancies. One subject reads, "because of the quantum-
mechanical pecularities of their neighborhood," and comments at once, "Forget
that garbage." Another subject, after reading the whole text once says:

Now there weit only three globes altogether. That's not rhetorical. They were five-
handed monsters ... that doesn't have much to do with it, I take it. They could have
been two-handed monsters tor all I care,

Two Subjects, on the other hand, who imported into the problem knowledge
associated with the meanings of terms failed to understand it. One of these
subjects became preoccupied with the physics of the situation-He made such
comments as: "You can't have two energy states at the same time, according to
quantum physics; you're either at one energy level or another," and "the
medium wants to drop it's energy level to small -negative and positive-alth-
energy levels.-

The other subject who failed to understand the problem perhaps'stimulated
by the mention of "monster etiquette,- introduced a social dimension into the
situation. lb made such remarks as, "You know, it seems to me if they all
agreed on an arbitrary standard [of size] , I don't See that there would be a
problem." The subject saw that such collusion among the monsters would
weaken the conditions on allowable moves.

Precisely because the Monster Problem was intended as a puzzle, the strategy
of making use 4)t the semantics- of its terms only caused difficulty and impeded
understanding of the problem, In other kinds of problem situations, the same
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strat;:,,rti riii,:rbt he helpful, or even essential. Iii the. puttle envicHnment, however,
the.su,:,..tssful sublects were those who applied. abstraction techniques like the

ui..:,,iporate,l in the FAN') program.
Ilse distinction between pit/ries and problems, like that between structured

and ill.stiu,:tuied problems, describes .1 continuant rather than a dichotomy.
Some pultl problems regime the use both of semantic knowle,: and abstrac-
tion. the Jabberwocky problem discussed by Newell and Simon (1972) is just
suLh a problem. In this purtle a familiar river-crossing problem is aided in
nonsense w.uds. thus, "a heavy father and two young sons have to cross a swift
tiker . ,S coded is "a slithy tove and two mimsy borogroves have to
out-wattle bandersnatch." Sublects attempting to solve the problem
frequently interpret the string "to outwiffle a bandersnater to mean that the
participants have to catch or kill some creature. This interpretation suggests an
.),larion that t, , ,mpleted when any one of the participants accomplishes it,
r milieu than when all three do so. It as clear then that the semantics of groups
rosAru! important fru the correct formulation Of the problem.

Airtehra 9r 1.1 fin thltmr.

W-rd pH,blems or story problems in algebra provide an example ()I' a problem
domain whet," semantic information may he used, even though the problems can

understood with rather little reliance upon semantics. Several years ago,
lot)s t 0,nciiiicted an artificial intelligence program for solving such

problonr that relied primarily upon syntactic cues. The program operated in two
fir;t tt ttanslated the story into algeoraic equations; then it solved the

able to interpret a small number of mathe-
matical terms tor example, "equals" and its synonyms, "four times as great as,"
"loss than," "twn.,e ,t?; many," the names of the numerals, and so on. It also had

:nee. I 3 It', .111(1 distance problems.

B., 'von:I !hi.. it dcp!!1.101.1 t s ro aitc means for its translations.
'711,111t1 k,. was trot 11111d1 more Alht. AC than the semantics currently

uated in the INN' RSTANI) program.
S;11,,,.,ri01, Paige and Simon (106(1) examined the protocols of human

k Itr ! ah.bra word pi-Allows to see whether the processes they used
incorp,rated let RHJYT4HW'S pr,)t'.ralll 1 hey constructed a number

pr,a)I,nr., tIn represented physically impossible situations. For example:

h.; 7.; , frf m.rr. 12 !PR'S the number it Itunes.hehas. tiro value
tli I. 'It,' tifo, cents. I low many

,

,,!..,ponded In three ilist.u.q.t' ways. Sonic sithlects made a literal (syn-
tactic) tr.ln,latt,tn ,t prtthlom;. In that quoted above, they arrived at
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the equation

FAX = 250 -1-'25(7X),

Other subjects, apparently noting that the value of the quarters must be greater
than the value of the dimes, simply assigned the extra two and a half dollars to
the other side of the equation. Their solution made sense of the original
problem, but did not represent an accurate translation of the problem statement,
A third group of subjects objected that they found the problem contradictory,
They could riot reconcile their (accurate) translation of.the problem statement
with their interpretation of the physical reality of the situation.

This experiment demonstrated a considerable variation among human subjects
in their relative reliance upon syntactic and semantic cues in doing algebra word
problems. It also shows that, when the subject's semantic knowledge is taken
into account, many problems have considerable redundancy: Different under-
standing processes may accomplish their task by making use of different parts of
the redundan t information. I fence, from the fact of understanding, one cannot
infer a unique program that brinight about that understanding.

;

Styles in Understanding

In the complex tasks handled by professionals, only a small part of the task
information comes, from explicit instructions. The vast bulk of this information'
is retrieved from the professional's long-term memory, where training and
experience have placed it. A few studies have begun to disclose the nature of this
professional knowledge, and how it is used in problem solving. Clarkson. (1963)
simulated the professional decision making of a bank trust officer, while the
decision making 9f die ,masters has been studied by de Groot (1965, 1966),
Newell and Simon (1972) and Chase and Simon (1973a, b). We will need many
more such studies, over a whole range of professions,.to explore and characterize
the variety of understanding processa used by professionals.

Parallel to the differences among problem domains are differences in tie
strategies, or styles, that problem solvers may employ in seeking to understan
instructions. The success of a .particular style may _depend on its appropriatene
to the problem domains to which it is applied. For purposes of discussion, we
may consider a style that emphasizes abstraction processes, one that emphasizes re-
trieval from semantic memory, arid one that emphasizes metaphor and'analogy.

In the previous section, the lust two of thesestyles have .already received some
attention. We saw that success in understanding a puzzle-like problem depends
on skill in abstracting and in disregarding irrelevant semantic interpretations of
the problem vocabulary. On the other hand, we saw that more complex prob-
lems are generally inscrutable withoul semantic Interpretation: The third style
that employing analogy and metaphor- needs some additional discussion.
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Several 'subjects, .L:onirtnted with the-Vinthtet Po 61m said. "This reminds me
of rho -lower of Hanoi puzzle." The 'tower of Hanoi is a puzzle involving three
pee. and a fintniV't k) different sizes that can he placed in pyramids on
tin' pegs. Disks can he moved. one at a time, with the constraint that a larger
disk may never he placed upon a smaller one. The tower of Hulot is, indeed,
rsomorplu,2 with the Monster Problem. ,11iy legal move in the former cor-
responds to a legal 'novo m the latter. where pegs are interpreted as monsters,
and disk.; as i/lobes (with "larger" and "smaller". interchanged). In principle, a
.aibiect who was familiar witty the Tower of Hanoi could, when he noticed its
re,einhlan,e to the \lonsr,.r Problem, "understand" the latter by mapping it in
one-toono tasluon to the 10111101. In tact, none of the subjects who noticedthe
analogy succeeded in carrying out the mapping: 'They all found L easier to
c,n,,truct a new representation of the Monster PrOblem, disregarding what they
had shout the similarity.

I Ins is n it to s. r, that there are not other situations in winch analogy could be
used to under :tam! a prof rem. or that there are not other subjects who could
carry toll midi a mapping. Nor can we yet explain why recognizing the similarity
sk...h not heliThil n under'-dariding the Monster Problem.

(here exists at least tire artificial intelligence program that makes use of
analogy to solve prohlems. Kling (1071) has constructed a theorem-proving
pr,Igrain that, confronted with a new problem, searches its memory for theorems
previously prtred that resemble the .trie before it. If tt finds such a theorem, it
retrieves the proof, and tries to construct a proof of the new theorem along the
Imes of the oid

the central sapahrlity required of air analogy-using program is to he able to
form the .malogy. This means there must he some way to match elements of the
one situation onto elements of the other to determine whether there is an
isomorphism. or at least a onemany -mapping. Matching programs that will do
this over some interesting range of situations have proved difficult to construct,
.ilthou'gh some progress 'Jas been made in this direction (Moore & Newell, 1974;
Sir utit, 19721. Analogitmg, is probably an important human technique for °
understanding problem instructions, but we know relatively little about it from
either a psychological or an artificial intelligence standpoint. It is completely
absent from rhe UNDTRSTAND program,

I hose rather ,:keldiv remarks may serve to suggest some of the parameters of
le in undor,tandinit. 1 here is ekidence, some of which we cited. in an earlier

that Ilitn-C are large variations ire style among individuals, and that
unlividuak do not always erriPloy the understanding style that is most effective
for the siruati,m het, nb them The theory embodied in the present UNDER-
S ,ANI) program doe-, not take these style dit ferences into account: the style of
iii pre,en! program very much emplhaazes .ihtaraction processes. makes only a

use sem:vitt,: inemyry is completely innocent of
,tatL;In

2 3 )



NOf RSTANDIN(1 COMPLEX INSTRUCTIONS 283

UNDERSTANDING INSTRUCTIONS
AND INSTRUCTION FOR UNDERSTANDING

The remainder of this chapter is concerned with the educational implications of
what we have learned about understanding instructions. These implications point

'in two different directions. In the first plai.e;we should he able to use a theory
of the understanding process to improve the art of writing instructions. One way
to reduce functional illiteracy is to reduce the complexity of the instructions
which the illiterate meets in his daily life. A good theory of the understanding
process should tell us what we have to do in order to accomplish this.-.

In the second place, we should he able to use a theory of the understanding
process to design educational prrigrams aimed at enhancing students' abilities to
understand complex instructions. If we cannot move the mountain, we may be .

able to move Mahotuot. Let us look at-each of these strategies in turn.

Simplifying and Clarifying Instructions'

This is hardly a new topic. A large part of the effort devoted in schools to
improving students' communication skills is directed at helping them to write
more clearly and simply. There exists, therefore, a large body of lore, based on
extensive practical experience, as to what constitutes clear writing. Is there
anything that a theory of the understanding process can add to this well-
established educational practice?

To answer that question calls for a substantial research and develOpment
effort. One part of that effort might well be devoted to understanding and
rationalizing what is now taught in courses on writing. If the theory we have
been outlining here has any validity, then it should explain why one form of
expression is clearer and simpler than another. Since the research remains to be
'done, we can only hint here at the form the explanation might take.

It one includes in instructions information that is not useful for interpreting
the instructions, then the reader may he misled into unproductive or misleading
analogies. We have seen that a vital part of the understanding process is to strip
away the inessentials from the problem statement, and abstract out the elements
from which the problem representation will be formed. Reducing the number of
inessentials to be stripped should simplify the process.

The theory warns us that irrelevance of information is not to be confused with
redundancy. While irrelevant Information in problem instructions may make it
harder to discover what is relevant, redundant informationor at least inform- .

tion that appears redundant to the writer -may actually help the reader to
resolve anthiguities. Where a particular phrase or clause -can be interpreted in
more than one way, the consistency heuristic discussed earlier may he used to
find another passage where some 'of the same language is used, and to seek a
common, consistent interpretation of both passages. Application of this strategy
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requires that there he sonic redundancy between the two passages. In extolling
the values of brevity., manuals on good writing do not generally make explicit
the distarction between eliminating irrelevancy and eliminating redundancy.

I he theory alerts us to the semantic information that is needed to
interpret instructions successfully, and suggests an approach toward systematic
identification of that information by analysis of the problem structure. The
instructions can then he tested {or completeness to sec whether they contain
the semantic information that the reader cannot be assumed to have already
available. for example, Bobffiw's program for algebraword problems could not,
if it were deprived of the formula.!) R X 7, solve rate problems. Constructing
ui artificial intelligence program to perform the task Would provide an ivento.ry
of the semantic information required for performance. Similarly, submitting a
set otlask instructions to the UNDERSTAND program would reveal the seman-
tic inhumation needed for understanding those instructions.

!hos. not only ought theory illuminate the nature of clarity in writing, and
ways of attaining it, but artificial intelligence programs, through their further
development, he used to analyse the structure of particular classes of
problem environments, and to "debug" instrnctions.by identifying ,points of
difficulty rn them.

Teaching the Skills of Understanding

It is unrealistic to think that we can make more than a dent in. the problem of
lopetional illiteracy by simplifying and otherwise improving the quality of oral
and written instructions. At the same time we seek to improve the performance
of th5 speaker or writer, we must seek to increase the ability of the listener or
reader to comprehend complex prose. On the basis of the theory of underStand-
ing set forth here, we can sketch out some piausible, but untested, ideas as to
how thN job Might be tackled. .

To the extent that understanding problem instructions involves semantic
hnowledge about a problem domain, there is no substitite for having the
requisite knowledge. A person cannot interpret algebra word problems unless he
knows what such phrases as "tvViee as many" mean, Training in understanding
problem mstructirms writ riot teach him this: training in arithmetic or algebra
might

Where semantic information is involved, learning, to understand problem in-
structions cannru he separated from learning the subject matter of the problems.
to the extent that functional illiteracy stems from lack of such knowledge; no
amount ar training in how to read or listen will remove it.

But there is no reason to suppose that all inadequacies in interpreting problem
instructions stem from deficiencies in subjectmatter knowledge.'In the example
of the Monster Problem, we saw that sonic subjects failed to arrive at a suitable
problem representation, not Irecaue they lacked information,'but because they
dragged in irrelevant-information instead of abstracting out the essential problem
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elements. Their difficulties might have been reduced by appropriate training in
the skills interpreting instructions.

A first topic of instruction might be styles of interpretation. An .awareness
could he developed of the need to select a style of attack appi'opriate to the
problem .domain, and practice could he given in changing style in response to
cues imbedded in the problem instructions.

A second topic of instruction might he the abstractive style itself. The
UN[* RS IAN program provides a framework for attacking instructions by
abstraction. Practice could he given in identifying important. sets of objects
Mentioned in the p uhlena instructions, identifying relations, constructing a
representation of the itdation, identifying the operators and conditions.

A third topic of in: unction might be training in the style that maximizes the
use of semantic cues and analogy: At the moment, we have little to suggest
about, the -,peeilies oi doing this.

A fourth topic of instruction might he the skills of obtaining feedback from
the instiuction giver a trom .the task environment. Practice could be given in
clarifying task instoic lions fiy. asking questions, by making solution attempts to
identify ambiguities, by warching for and exploiting redundancies in the instruc-
tions themsees. The field of computer programming might be a useful and
appropriate domain within which u practice such skills. Programming problems
can he proposed at any desired level of difficulty and clarity. Programming
manuals are inexhaustibk sources of unclear (and occasionally clear) problem
instructions. The computer itself provides a real-world environment in which
understanding can he tested and feedback obtained. The idea of using cornpUter_
programming as a domain for teaching the skills of understanding instructions is
not unrelated to the proposal and experiments of Papert and Minsky (see Papeilt,
11)71), who use programming as a domain for teaching general problem-solving
skills. (See also Norman, Gerstner, & Stevens. Chapter (), this volume).

No doubt these are only a fr.action of the pbssibilities for specific instructional
plans for raising the skills of understanding instructions. As we acquire more
adermat thoofies of the understanding process, our abilities to construct effec-
tive training procedmes should increase. In this chapter we have tried only to
suggest some general Imes of attack on the problem; we are under no illusion that(
we have solved it. It is well worth solving, because it is deeply implicated in the
extent aruiseverit'y of funk tional illiteracy in our society.
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Education has typically dealt with the problem of understanding only in terms of
the mechanics of reading, that is in terms of learning which words go with which
printed strings of letters. The two chapters by Just and Carpenter, Chapter 13, and
by Simon and Hayes, Chapter 14, deal with the problem of understanding in
two quite different ways, both distinct from the mechanics of reading. If Simon
and Hayes are correct that the difficulties adults have in reading are deeper than
the mechanical level, then surely it would be worthwhile to teach people
understanding skills as well as reading skills. So if it is possible to analyze
understanding in deeper terms than the mechanics of reading, the implications
for education should be important.

Just and Carpenter deal with the problem of understanding principally at the
level of the individual sentence. The data they present to support their model of
sentenct processing is very convincing. Underlying their-model is a comparison
or matching process, which they treat as a simple, 'unitary step that can be
repeated different numbers of times. I suspect their comparison model is
basically correct and I have argued elsewhere (Collins & Quillian, 1972) that
such a comparison process pervades all of human language processing.

In the tasks Just and Carpenter have used, the comparison process would be
quite simple, and assigning it a fixed duration as they do makes sense. But the
reader should not be misled into thinking that it is always a simple process or
that it has a fixed duration in general. This could. be shown even in the kinds of
tasks Just and Carpenter have been using. For example, consider the task where
a sentence such as "The dots are red" is compared against a picture of red dots.
One manipulation that should affect the duration of the comparison process is
the perceptual similarity of the color in the sentence and in, the picture. If the
dots are 'red,,for example, sentences such as "The dots are purple" or "The dots
are pink" should take longer to reject than "The dots are yellow " This kind of
example can be extended into the semantic domain. If a picture has red dots;
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verifying a sentence like "The circles are red" or "The squares arc red" involves
deciding whether dots can be circles or squares. Similarly if the question is
whether "The' chits are crimson," "The dots are maroon," or "The dots are
colored," this involves deyiding whether crimson, or maroon,or colored can be
the same as red. The point is simply that the comparison proce,ss itself can be
complex, involving subprocesses of different durations. Just and Carpenter's
fine-grain analysis of processing may be. extendable to analysis of the comparison
process itself.

There is one other question 1.might address with respect to,Just and Car-
penter's chapter: that is, are they dealing with the pal problems of under-
standing? The answer is, I think, that they are dealing with some of. them. But
there are other even more difficult problems that they have avoided. The
assumptions of their verification studies is that the relevant knowledge is directly
stored as asingleentity.oln their studies this is so, because they've made it so,
but in real life it is usually not the case. Often answers must be inferred from
several pieces of knowledge scattered about in memory. Even .when Just and
Carpenter analyze reading comprehension tests, they have not tried to deal with
how the reader- relates the information in a paragraph to his various kinds of
knowledge about the world. These are probelms that are probably beyond the
scope of the tine - grained analysis which Just and Carpenter itt. using. But they
are susceptible ti) the kind of analysis that Simon and flay,es are attempting in
their chapter. Simon and Hayes analyze what it means to understand the
statement of a problem. Their discussion of ill-structtired and well-structured
problems directly- addresses the issue of how muelf-knowledge aleader brings to
bear in understanding a problem. It is perhaps one-of the most important points
in the chapter. As Simon and Hayes pciint out, a problem is ill structured to the
degree a person needs to use knowledge beyond that which is in the st::',mient of
the problem, either .to understand or solve it. The distinguishing feature of
problems like the monster problem they have been working with is that relatively
little special knowledge is needed to understand the problem It is a well-
structured problem.

Is life like a monster problem? Again I want to be wishy-washy and say yes
and no. I think people spend much of their time problem solving, often at a
subconscious level. For example, problem solving turns up when people try to
answer._ questions to which :they do not have prestored answers (Collins, War-
nock, Aiello, & Miller, 1975). Therefore, one of the aims of education should be
to teach people how to understimd and solve problems as effectively as possible.
This attitude reflects the views of Simon and Hayes and Papert (1972) of
education. But there is a difference between the two views. Papert tends to
discount the teaching of factual knowledge as a legitimate goal of education,
where4 Simon and Hayes' view stresses the importance ofknowledge for dealing
with ill- structured .problems. It turns out that most of life's problems are ill
structured, and so acquiring and using factual knowledge is crucial to ander-
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standing most problems. It is because of this that life is not like a monster
problem.

Consider the kinds of real-world difficulties in, understanding that Simon and
Hayes cite at the beginning of their chapter. People cannot understand instruc-
tions on soup cans because they do not have enough knowledge about cooking
of the kind qne acquires from practice, or knowledge about the basic terms in
cooking like "simmer" or "colander," or knowledge about the structure of
recipe instructions that one acquires from reading recipes. Alternatively, con-
sider the problem of understanding traffic tickets.' There the difficulty in
understanding may derive from the use of legal language and concepts. In such
cases understanding may involve knowing what to ignore, as Simon and Hayes
point out can be important in monster problems. But knowing what 'to ignore
here requires a primitive knowledge of law

These examples emphasize the fact that monster problems probably are a good
place to approach the problem, of understanding, because the semantic knowl-
edge needed to understand them is relatively limited. But the difficulties in
understanding soup-can instructions and traffic tickets will not be solved by a
deep. analysis of monster problems, because the difficulties arise in having
enough knowledge about the world and using it appropriately to fill in the
inforniation that the text assumes.

The important conclusion from all this is that there is no easy Way to educate
people to understand. Because life is full of ill-structured problems of the kind
that soup cans and traffic tickets present, we need to have a huge amount of
world knowledge, together with.the kind of understanding and problem-solving.
skills that Simon and Hayes or Papert advocate. Papert's viewpoint should
probably be stressed, because school teachers have only tried to impart world
knowledge and not these other skills. By deemphasizing the teaching of world
knowledge, educators may be induced to strike a more even balance. But in the
end there is no way to teach people to understand soup-can instructions without
teaching them a lot of things about cooking.
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Instruction in Difficult Contexts:
Comments on
Just and Carpenter
and Simon and Hayes

Robert Shaw

University of Minnesota

I am in essential agreement with Collins.(Chapter 15, this volume) that Chapter
13 by Just and Carpenter is a fine piece of work on a very difficult problem.
Therefore, having no major criticism to make, I address my comments to the
broader question Sri the relevance of research such as theirs to other problem
areas of psychology. I would like to describe some of my applied research

. ,
experience in aply is and art instruction in order to demonstrate how a consis-
tent underlying leoretical orientation has lead us to applied instructional
programs in two idely diverse areas.

TREATMENT OF APHASIA

The most impreissive aspect of the Just and Carpenter work is the fact that a very
simple model teems to account for processing latencies in a variety of linguistic
situations. I must admit that I smarted a little upon first reading their contribu-
tion because I saw that they had succeeded in finding a reasonably simple
linguistic processing model for various sentential transforms where attempts at
Minnesota had met with much less success (Clifton, Kurcz, & Jenkins, 1965;
Clifton & Odom, 1966; Walls, 1968).

In 1966, Terry I lalweS and I developed a partial transformational grammar for
English that produced the structural descriptions for elliptical sentences. In
sense, our system constituted an early attempt to develop a "questionanswer"
model that might ultimately be used as part of natural language or converSa-

291

2 9 2



92 ROBERT SHAW

tional computer program. An explanation is in order since the experimentation
motivated to test this nfodel was not unlike that done by Just and Carpenter. My
primary purpose is to suggest some ways in which basic psycholinguistic research
in general may be fruitfully applied to the study and treatment of communica-
tion, such disorders as aphasia, in which normal language processes have some-
how become dysfunctional.

Even 'though our success in applying psycholinguistic techniques to the study
of aphasia may have beeeslight, it may encourage such other researchers as Just
and Carpenter to apply their more adequate techniques to the study of such .

langathge disorders. My main point is that the treatment of such disorders
necessarily involves assumption regarding the nature of instruction, or, more
precisely, 4'instructlion. Speech therapy is a form of reinstruction of people with
Pespect to it skill once possessed but now lost, and as such is indeed a problem
for instructional psychologists. For only to the extent that instruction is under-
stood can 'techniques for reinstruction realistically hope to improve. Thits, the
topic examined in this volume, cognition and instruction, is vitally important to
nearly all forms of clinical therapy in which restoration of a lost skill is the goal.

As is so ()ChM the case in basic ,research, Terry Halwes and i did not even
consider the potential relevance of our work to instruction or reinstruction when
we were developing our grammar of elliptical sentences. Perhaps we should have,
but we did not. By relating our experience I hope that other researchers may be
Made more circumspect regarding' the relevance of their work to serious applied
problems. I believe that volumes such as this one surely help us all take a much
needed step in that direction.

Ilalwes and I borrowed from the transformational grammars that were then
under development by Chomsky (1965) and Lees (1960). Out grammar differed
from theirs, however, in that it reputed to capture the relationship of a
declarative sentence to all the W1-1 questions ,,that might be asked about the
content of the sentence as well as all the elliptical answers that might be given.
For instance, consider the sentence, The little zebra nimbly jumped over the
stream. Restricting ourselves to just the WFI questions, sonic of the questions
that might be asked by someone who failed to-process the sentence successfully
when first presented for whatever reasons (distracted, partially deaf, retarded, a,
nonnative speaker, etc.), may ask: R ;,at did? Did what? Which Zebra? Jumped
when'? Over what' Haw? etc. The corresponding elliptical responses to these
"ellipsizing" questions might he offered: Tlw zebra. Jumped. The little one. Over
the' stream Nimbly. Our grammar showed that the same transformations used to
derive a whole 'sentence could tag ;certain sentential constituents in such a
manner that either of two-kinds,of transformations might be applied to the deep
structure forms, an ellipsizing question or a correct elliptical answer to that
question. In other words, an "erasure" transformation applied in a compli-
mentary fashion to a given sentence to produce .either a desired question or a
desired answer. Our theory established what we called the transformational
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relationship of grammatical complitnentarkv between ellipsizing questions and-
the elliptical answers they evoked. All this was achieved with a minimal modifi-
cation to Chomsky's (1965) version of the transformational grammar ofiEnglish
and without destroying any of the desirable properties that such a grammar must
have if it is to contribute to, a theory of language comprehension.

To initially test our grammar we showed that it could generate over 98% of all
the elliptical sentences given by a large number of adult normal subjects when
asked the total set of possible ellipsizing questions about a wide variety of
sentences of various lengths and degrees of syntactic complexity. Later, given
the success of this initial test of our model, we attempted to determine if a
similar technique might not shed light on the problem of how linguistic knowl-
edge is represented. More specifically, we wanted to determine the extent to
which our knowledge of sentences was represented in a form possessing some
degree of abstract similarity to their transformational description. By using the
ellipsizing question as a probe, we hoped to show that the latency of producing
an appropriate elliptical answer was proportional to the number of operations
used in its derivation by the grammar. If this proved to be the case then,
following a line of argument made popular by Chomsky, our modified transfor-
mational grammar (mostly Chomsky's and Lee's, that is) would be shown tb be a
valid model of how linguistic knowledge is represented.

To this end, with Virginia Walls (1968) we developed what we called the
ellipsis production task (EPT), which is carried out in the following way. A
subject is given a deck of cards with a single sentence'on each card. The subject
memorizes the sentence on a given card turned up in front of her, The subject
then turns the card face down and the experimenter asks an ellipsizing question
about the sentence just memorized which she is to answer immediately. A voice
key is tripped by the offset of the experimenter's voiced question and again by
the onset of the subject's vocal response, Hence, a measurement is taken of the
time required for the subject to process the question.

Our primary assumption was that questions probing more complex answers
embedded deepest in the sentence would require the most time to process. In
contrast, elliptical answers whose derivations were simpler should take less
processing time to retrieve. Roughly, our hypotheses were borne out according
to a simple count of the number of rules needed to derive the elliptical response
as predicted by our transformational grammar for elliptical sentences. Unfor-
tunately, the derivational "distance" metric selected predicted less and less well,
the more complicated the predicted derivation. It is here that the Just-Carpenter
model seems superior to our earlier attempt to measure' linguistic processing
times.

Later, while working at the Aphasia Clinic at the Minneapolis Veteran's.
Administration Hospital with the great aphasiologist, Hildred Schuell, William
Brewer and I attempted with some success to apply the EPT and other psycho
linguistic techniques to the study of the aphasic communication disorder.
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However, owing to the untimely death of Mildred. Schuell, the research project
was never fully completed. Some .tentative results, however, can be culled from
these efforts.

As is well known, it is very difficult to get reliable measures of linguistic
processing latencies from aphasic patients because the time it takes them to
produce any given utterance at any given time is highly erratic, thus giving an error
term that renders any statistic virtually useless, However, their pattern of errors
on linguistic performance does seem quite reliable over tasks. Roughly, we found
that the errors produced by adult aphasic patients in either producing sentences
from given words, repeating sentences :presented visually or orally, or in answer-
ing' questions about sentences available in front of them (a modified version of
the EPT) were correlated with the syntactic complexity of the sentence or the
deriviational relationships among sentences questions answers. This suggests
that a correlation should exist between the latency measures exhibited by
normal native speakers in processing sentences .and the error measures exhibited
by aphasic patients on similar tasks (Schuell, Shaw, & Brewer, 1969; Sefer &
Shaw, 1972).

The attempt to apply psycholinguistic and cognitive principles to the study,
diagnosis, prognosis, and treatment of aphasic patients forced us to rethink
seriously what we believe to be the nature of normal cognition and the role it
plays in normal communication. In Schuell's Aphasia in Adults (Jenkins,
Jiminez- Pabon, Shaw, & Sefer, -1975), we present -a functional schema for
,cognition that organizes the contribution of all the various psychological

we believe necessary to normal communication. Our theory of aphasia
and other communication disorders provides a characterization of each type of
communication disorder in terms of the dysfunctional relationships or inter-
actions among these necessary components as a result of trauma to the system.
In other words, in this book we have made a serious effort to define the norm
from which aphasia and other disorders deviate and to precisely characterize that
deviation, Furthermore., it is with respect to this cognitive approach to com-
munication and communication disorders that I feel the JustCarpenter model,
as well as the models in the chapters by Simon and Hayes and by Shaw and
Wilson have particular. relevance. In isolation one may indeed qUestion their
relevance to current instructional problems in either the clinical or classroom
'setting. However, when taken together, their potential relevance to the realiza-
tiob of a general cognitive model for communicationSomething. that is obvi-
ously indispensable to the development of a true science of instructional design
becomes obvious to even the most applied psychologist,

The potential relevance of basic research in cognitive psychology to applied
problems is illustrated in the case of the generative approach to conceptual
kno.vledge and the techniques of stimulative' therapy developed by Schuell.
Therapy can be considered a form of instruction when the latter concept is as
broadly construed as I feel it should'be. The stimulative method of construction
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whether applied in a classroom program to teach or improve language facility of
normal speakers, or in a clinical program to treat aphasics, is based upon a sound
pedagogical principle, namely, the principle that, in general, one should stimu-
late rather than correct. The idea Schuell repeatedly proved in her clinic is that
defective responses tend to disappear automatically as language functions in-.
crease. Thus, the time of the clinician, like that of the teacher, is better spent in

stimulating the proper use of all language modalities rather than in trying to
force patients to modify erroneous responses made sporadically along the way.

The success of the stimulative approach depends upon the existence of what
Wilson and I have termed the "generative cognitive capacity" for the following
reasons. Language is learned originally in childhood from experience with a set
of linguistic structures that is much smaller and less systematic than the dynamic
whole finally achieved by adulthood. The clinician, no less than the teacher,.
must discover what language functions (vocabulary, syntactic forms, sound
patterns, etc.) the patient or student has, and use these as the material by which
to stimulate or restimulate, as the case may be, the cognitive processes and
physiological synergisms required for normal language processing. For instance,
the residual language remaining for most adult aphasic patients will be from'that
area of knowledge- most closely related to the patient's job and home environ-
ments. The words, concepts, and sentential structures that are most salient in
those subcultural contexts will probably contribute the greatest amount to the
patient's residual language. If the patient is a farmer, then his residual language is
most likely to be about farming; if a doctor, it is about the practice of medicine;
if a lawyer, it is about the practice of law, and so forth.

Given both the logical necessity and the empirical evidence for the existence of
a generative cognitive capacity as discussed earlier (Shaw & Wilson, Chapter 10
of this volume), what could be more natural than stimulative therapy? Here
simple exemplary sentences constructed from the patient's residual vocabulary
are given to him for practice. The materials should not be so easy as to require
no effort nor so difficult as.to be frustrating. Rather they should be so suited to
the patient at a given time as to allow for a moderate degree of success. Thus, in
this way the patient is allowed to build from success to success at gradually
increasing levels of linguistic complexity. Obviously, then what is sorely needed,
if such therapy is to be successful, is as precise a metric as possible for measuring
the difficulty of the material. It is here that the demand for techniques for
measuring linguistic processing latencies and linguistic processing errors converge
with the need for a technique to select the set of exemplars to be practiced.

The sentences constructed from the residual vocabulary of an aphasic patient
and given to him for practice must, be selected to be both exemplary and of
adequate difficulty, if they are to stimulate the traumatically deranged cognitive
system to reequilibrate along the same lines as the functional organization
existing before the trauma. Since language is itself a generative system built up
originally from practice with perceiving and producing exemplars, restimulation
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during the course of therapy presumably succeeds only if the cognitive system
retains sufficient generative capacity to become functionally restructured by
generalizing from the exemplars experienced.'

Thus, the generative model for concept learning alsaprovides an explanation
for why stimulative therapy should work at all. Moreover, this model provides a
new, more dynamic theory to supplant the traditional, essentially static theory
offered .by stimulus response psychology for both positive transfer and.so-called
"stimulus generalization." The wedding of this generative model with stimulative
therapy is testimony to the proposition that a symbiotic relationship can exist
between pure and applied psychology.

THE ROLE OF PERCEPTION
IN GENERATIVE-INSTRUCTION

1 believe perception is the epigenetic fount of all knowledge gathering activities.,,
By this I. mean that all concepts ultimately have their developmental origins in
the process of perceptual abstraction of invariant in forniationfrom eventswhat
J. J. Gibson lias called the pickup of invariant information over time. But since
this view probably runs counter to the more constructivistic account of knowl-
edge championed by most contributors to this volume, perhaps I should explain
what Wilson and I, following a Gibsonian Bile of argument, believe to be the
nature of the epigenetic process by which abstract concepts are specified by
perceptual experiences.' After doing so, I will relate this view to some of those
discussed in this volume.

Our basic assumption, what might he called the event perception hypothesis, is
that all conceptual knowledge ultimately has its origins in the affordance
structure of events. By the affordance structure of events (S,haw, McIntyre,
Mace, 1074) we mean the detectable invariant information determined by events
that specifies the true properties of its event source that may contribute to an
animal's or person's adaptative behavior, flow this may be will be explored in a
mown t.

This hypothesis suggests that all concepts, even the most abstract ones,
ultimately refer to events when the concept of event is broadly construed:Tor
instance, the. concepts of Fuming,- smiling, or 'eating may be exemplified by
events 'Involving running, smiling, and eating. But what of more abstract con -
cepts such as .love, justice, or truth? We also assume that these concepts
ultimately derive from the perceived affordance structure ofevents, namely, that
the concept of lore is derived from perceived instances of loving, justice from
perceived instances where justice has been properly administered, and truth from
perceived instances where something believed to be the case was in fact shown to
he the case. This is not to argue, however, that each concept understood by a-

,
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particular individual must be learned by that individual from experience with
actual events; for surely we often learn vicariously from verbal descriptions or
surrogate forms (movies, pictures, etc.), of other people's experience, as well as
from 'descriptions or representations of fictitious or inferred entities (e.g.,
stories, plays, models, or proofs).

In short, muchy of our conceptual knowledge of the world is socially derived
from instruction by others or instructional materials. A word of caution: The
event perception hypothesis should not be confused with the view of radical
empiricism which asserts that perception is based on elementaristic structures
such as sense impressions, sensations or simple sense data. Under this view
abstract concepts are built up by a process of association. By contrast, the view
we are offering does not assume a single simple level of analysis is sufficient to
characterize the relevant information liberated by events, nor does it assume an
associative mechanism for compounding complex concepts out of simpler ones.
The cognitive capacity we believe to be at work is generative, rather than
associative, possessing considerably more structure (probably resembling that of
a mathematical group) than that offered by associative principles. Indeed, the
only premise our generative theory of event conceptualization has in common
with radical empiricism is affirmation of the postulate of critical realism,
namely, that there exists a real objective world abOut which we may have
veridical knowledge. In addition, our theory of the knowing agent is an active
one where that of the empiricist's is quite passive. Now let me relate our

. generative theory of conceptual knowledge to some of the other views presented
in this volume.

Norman, Gentner, and Stevens (Chapter 9, this volume) suggest a network
description of the concepts, not necessarily linguistic, involved in money chang-
ing, say as in the case of making purchases in a grocery store. Here objects,
bearing specific relations to one another, are being transformed; that is, money
and goods are being exchanged in accordance with certain economic principles
agd customs governing behavior in the market place. Children, according to
Norman, eventually learn this process by experiencing those events in which
grownups exchange money for goods (see Gentner, 1975). He begins his
network analysis of this knowledge by assuming that certain nodes and relations
exist among then, but his model does not yet account for how such primitive
nodes and relations are derived from experience:The generative model offered
by Wilson and me seems to supply the missing cognitive component by which
such nodes and relations are originally specified by events.

Such a generative perceptual component is no less necessary to round out
Greeno's (Chapter 7, this volume) network approach. Moreover, Hyman's (Chap-
ter 8, this volume) impression formation task seems to me to imply the existence
of such a generative cognitive capacity as does our own experimentation.
Moreover, it seems to me that the monster-globe-passing problem addressed by
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the SimonHayes (Chapter 14, this volume) problem-solving model with the
"change" operator can be construed as an attempt to study the affordance
structure of a "monster-globe-passing" event.

KNOWLEDGE ORIGINS VERSUS
KNOWLEDGE REPRESENTATIONS

Before closing, I would like to emphasize the distinCtion between the representa-
tion of knowledge and the origin of knowledge. The two are not the same. The
origin or epigenesis of knowledge has to do with the primitives that go into the
representation, the nodes and relations, the schemata. My suggestion is that the

'principles revealed by the study of how event concepts arise from the perceptual
information specifying,the events may provide an inroad into the fundamental
problem of how knowledge should, be. represented. For if we attempt to
represent knowledge in terms of networks or other models by merely selecting a
priori labels for our concept nodes and relations, then we may end up with_a
logically possible but arbitrary schematic representation of kriowledge that has
little to do with how the concepts actually arose. Our knowledge of the world is
interfaced by direct perceptual experienceo of events and, therefore, the percep-
tual processes involved can only be ignored at our peril. For this reason the role
of perception seems to me to have been greatly underemphasized at this
conference. There seems to be a tendency toward too much theoretical depen-
dence on secondary processes such as language.

Let us recognize the fact that much of our knowledge is either tacit or purely
nonverbal, neither being able to assume a linguistic form. For instance, try to
give an adequate verbal description of nearly any object (e.g., the face of a friend
or relative), any act (e.g., tying your shoelace, riding a bicycle) or any other
nontrivial event. We are never able to verbalize more than a small tip of the
iceberg of what we can recognize or recall about a familiar object, act or event.
Instruction, therefore, should be aimed at this nonverbal aspect of knowledge
gathering activities as well. Learning to read is of. course an indispensable social
skill but so is learning to "see" in the broadest sense of the term.

AN APPLICATION TO ART INSTRUCTION

As argued earlier, this view that perception is itself a mode of cognition is in
no way antagonistic to the purposes of this conference, nor is it, as irrelevant as it
may at first seem. Let me describe a project, on which I have been a consultant,
that uses perceptual principles 'as an integral part of its instructional design.

In 1973 the Minneapolis Institute, of Art requested help from the Center for
Research in Human. Learning at Minnesota. P. Salapatek, A. Jonas H. Pick, and
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I, as perceptual psychologists, were asked to help in the development of an art
exhibit for children to celebrate the opening of the new art educational center
attached to the museum. Our task, in cooperation with artists and art historians,
was to develop a sequence of modular displays aimed at the explanation of how
paintings incorporate perceptual information that specifies spatial layout, shape
of objects, color contrast, and so forth. Consequently, we have developed a set
of portable modular displays in which each is designed to present schematic but
working models of situations demonstrating various salient forms of perceptual
information. For instance, one display allows children to see what happens to
the apparent size of an object wlen moved across a texture gradient toward a

simulated hdrizon of vanishing points. By this display we hope to let the
children learn about the laws of linear perspective through dynamic manipula-
tions which provide exemplars for the relevant concepts.

Next to the display is a large print of a painting in the museum that clearly
utilizes the sane perceptual principles. In addition, between the picttu'e and the
display is a schematic drawing presenting in outline justihose portions of the
painting relevant to the principles demonstrated in the display itself. In other
Words, the relationship between the painting and the display is clarified by a
simpler, intermediate step that omits confusing or irrelevant detail. In another
display module we illustrate in a similar fashion how shading on objects or their
cast shadows p?ovide 'information for their shape or distance from other sur-
faces, respectively. Again the abstract principles are illustrated in a high-fidelity
copy of an actual painting in the museum interfaced conceptually to the visual
display hy a schematic diagram outlining the relevant parts of the picture.

After studying the dozen or so visual displays, the children are guided through
the museum proper to rooms where the pictures used in the displays are actually
hung. Our ultimate goal is to determine the time that the children spend looking
at the pictures represented in the displays and, more imp&tantly, the time spent;
looking at other pictures not seen before that clearly portray the same type of
perceptual information presented in the display modules. We hope that such
measures indicate that children show more interest in those paintings expressing
the same information studied in the displays than in those comparable paintings
not relevant to principles demonstrated in the visual displays.

In summary, it is our intention to interest children in the perceptual problems
solved by great painters in their works, to provide them with a kind of problem
Solving orientation to the museum rather than to just turn them loose in the
galleries to be arbitrarily bombarded by a confusing welter, of information. By
giving them the knowledge of the appropriate perceptual concepts beforehand, it
is our belief that they will be encouraged to see the paintings rather than just
look at them. It is interesting to speculate on how a really well-controlled
experinTent of, this type alight provide challehging data relevant to the evaluation
of many of the cognitive models presented in this volume.
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Part IV
GENERAL COMMENTS

You have just spoken in praise of me,"
said Socrates, "and now it is my turn to
speak in praise of niy right-hand neighbor. If
Agathon sits nex to you, it will fall to him
to speak in praise of me all over again,
instead of my speaking in praise of him. Let
it be as I propose; my good friend, and
don't grudge the lad his tribute of praise
from Mc, especially as I have strong desire
to eulogize him....

Agathon got up, intending to move to the
place on the oth,.- side of Socrates. But at
thaj moment a crowd of revellers Caine to
the dobi, and finding it left open by some-
body who had just gone out, made their
way into the dining-room and installed,
themselves. there. There was a general up-
roar, all order was aboli4hed, and deep
drinking became the rule [Plato: The Synt.-
posithiii.
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In reacting to this volume, I shall address three points: the application of theory
to practice; the nature of a prescriptive science of instruction and its compo-
nents; and, in the context of these components, specific remarks based on some
of the chapters that have been presented.

THE APPLICATION OF THEORY TO PRACTICE

Strong applications of science to practice generally are characterized by some
linking body of knowledge and procedure some sort of a linking science
between a descriptive explanatory science and application by professionals.
There is rarely a direct relationship between descriptive science and professional
work, Attempts at direct, application without building alinking science either
tend to fade away or are subject to sporadic flashes of interest by particular
scientists who happen to become interested in some applied problems at the
moment. I'n either case, no substantial structure is built up into which rules or
hypotheses for professional application can be placed.- In psychology, an
example is the field of programmed instruction where professional societies were
established which were uninhabited, for the most part, by people who main-
tained a scientific interest in learning theory, and who could nurture the
development efforts and new attempts in programmed instruction. The field
spun off by itself with its own body of rules and declined in impact because it
was not yet ready to stand by itself. The danger is that a body of practice is
picked up, is deintellectualized in the sense of becoming separated from the
theory that generated it, and is carried, out in a rote, by-the-numbers fashion.
Some of the Chapters in this volume make me wonder about such a danger. We
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may need to guard against encouraging .potential practitioners from immediately
establishing a Society for Cognitive Research on the Advane,ement of Pedagogy
(SCRAP)I that is not nurtured by the active involvement of people like those
represented here. Establishment of SCRAP should not happen for some time to
come. For the present, what is required arc sustained attempts at instruction,
constantly working between science and practical problems. This interaction by
sonicone who has both .aims in mind, who is both a trained scientist and who
takes seriously a practical problem, is the way in which .a linking science
generally is developed. Only after the linking science evqlves in some form is it
possible for a professional field to grow and fdr .1:eople to work only in the
linking science dtself. The game for us -at this time is to take an honest interest in
instructional problems, to continue our interest In a science of cognitive psychol-
ogy, and to play between the two until this linking structure develops. Simply
turning exciting findings over to someone with an applied bent or turning some
interesting procedures over to teachers to use will not do the trick.

It is of interest to note that in 1899, in a presidential address before the
American 1T.C), etiological Association. John Dewey (1900) expressed concern
about developing a linking science between psychological theory and practical
work:

we not lac a ,l-pecial linking science everywhere else between the theory and
practical work? We have engineering between physics and the practical workingmen in
the mills; we haye a scientific medicine between the natural science and the physician."
the sentences suggest. in an almost startling way, that the real essence of the problem is
bound di in organic connection between the two extreme terms .-.between the, theorist
and the practical worker through the medium of the linking science. The decisive
matter is the extent to which the ideas of the theorist actually project themselves,
through the kind otfices.,1 the middleman, into the consciousness of the practitioner. It
is the participation by the practical man in the theory, through the agency of the linking,
science, that determines at once the effectiveness of the work done, and the moral'
freedom and personal development of the one engaged in it:

[If not the teacher is compelledf to resort to purely arbitrary measures. to fall back
upon mere r ftitine traditions of school teaching, or to fly to the latest fad of pedagogi-

theorlsk the latest panacea peddled out in school journals or teachers' institutes
lust as the old physician relied upon his magic formula [pp. 1

A linking science is essentially a science of design. It is a prescriptive. norma-
tive science: and not thelind of enterprise that most of the people in .thiS
vOltune, who have been working in explanatory descriptive science, have been up
to. The characteristics. Of a,science of design have been carefully discussed by
Herbert Simon (1969). and !need not get into those details here. The distinction
between a prescriptive science of design and an explanatory descriptive science is
nude clearly by. Simon, and work in .a prescriptive science mode has been
exemplified in the special limited case of stochastic models of learning in

' We have the editor to thank- for this acronym.
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Atkinson's Chapter 4. In general, a prescriptive science provides a schema for the
professional in a field and for developers of applications who, provide the
professional with tools, techniques, and instrumentation for professional work.
Concepts and ideas are not directly dumped onto the teacher or the. college of
education. A design science leads to the development of instrumentation For the
teacher and also for the student insofar as the student becomes his or her own
teacher. Talk about direct application by descriptive scientists can be a lot of
hand waving unless serious deVelopment of a prescriptive linking science takes
place. It is a very difficult task at the moment because most cognitive psychol-
ogists are descriptive scientists by training, and -very few of them have the
temperament to work at a prescriptive science while they do their "real" science..

COMPONENTS OF A PSYCHOLOGY
OF INSTRUCTION

Consider now some possible components of a prescriptive science of instruc-
tional psychology, but first let me describe in very general terms the kind of
individual cognitive competence to which these components refer.

The Development of Competence .

The process 'of instruction, as distinguished from education in general is, to a
large exteht, concerned with the development of competence in a learner and
with the behaviors and cognitive structures that differentiate the novice from the
competent performer in a particular subject matter. In attaining subject-matter
knowledge and skill, the learner proceeds through a novitiate and then develops
relative expertise; he Qr she learns to be a good reader, a competent mathema-
tician, a deep thinker, a quick. learner, a creative person, an inquiring indivi-
dual, and so on. These activities are learned according to criteria of expertise
established by the school and the community; more specifically; by subject-
matter requirements, peer-group expectations, and the general social and profes-
sional criteria for what determines low, average, and high levels of competence.
The educational and social community adjusts its expectations to the compe-
tence level of the learner so that initially awkward and partially correct per-
formances are acceptable, whereas later they are not a young child or a novice is
frequently rewarded for rather uninteresting behavior, but as competence grows;
his performance is attended to only if it occurs in the presence of an appropriate
audience or in an appropriate context.

The gross changes that take place as an individual progresses from ignorance to
increasing competence are of the following kinds:

1. Variable, awkward, and crude performance changes to-performance that is
consistent, relatively fast, and precise, . Unitary acts change into largerresponse
integrations and overpll strategies.:
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2. The contexts of performance changes from simple stimulus patterns with a
great deal of clarity to complex patterns in which relevant information must be
abstracted from a context or events that are not all relevant.

3. Performance becomes increasingly symbolic and covert. The learner re-
sponds increasingly to internal representations of an event, to internalized
standards, and to internalized strategies for thinking and problem solving.

4. The behavior or the competent individual becomes increasingly self-
sustaining in terms of his skillful employment of the rules when they are
applicable and his subtle bending of the rules in appropriate situations. Increas-
ing reliance is placed on one's own ability to generate the events by which one
learns and the criteria by which one's performance. is judged and valued.

It is the understanding. and facilitation of this process of change from
ignorance to competence, from novice to expert, that is a major focus of the
Framework that I shall now-describe.

Description and Analysis of Competent Performance

Pirst, description and analysis of competent performance ---the state of knowl-
edge and skill to be achieved. Since attention to the instructional problem means
racing the necessity or studying behavior in tasks considerably more complex
than those typically studied in the psychological laboratory, the development of
new ways" of analyzing tasks and specifying the content of learning is required.
Tasks in the laboratory have been selected, for the most part, according to what
is convenient and manageable for experimental and theoretical analysis. Concen-
tration on tasks artificially constructed for experimental purposes has meant
that few psychologists have, until recently, confronted the problem of analyzing
complex ,tasks in terms that allow access to theory and data, and
yet still preserve some fidelity to the real-life character of the tasks themselves,

For the psychologist concerned with instructional processes, however, the
problem of task analysis. is a central one. Analytic description of what is to 'be
learned facilitates instruction by attempting to define clearly what it is that an
expert in a subject - matter domain has learned: for example, what it is that
distinguishes a skilled from an unskilled reader.- When this analysis identifies
classes of behaviors whose properties as learning tasks arc known or can be
systematically. -studied, then inferences concerning optimal instructional pro-
cesses can be formulated and tested.

Procedures have been developing for the analysis of tasksanalysis of the
content of what is learned and the properties and procesSes involved in compe-
tent performance and task analysis is characterized by the description of
performance in terms or the demands placed on basic psychological processes
such as attention, perCeption, and linguistic processing, and on knowledge and
skills assumed to be in the learner's repertoire. Further, since an individual's
capacities change over time, task analysis reflects current knowledge and assump-

.
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tions concerning the processes available at different stages of learning or develop-
ment (see Resnick, Chapter 3; Klahr &Wallace, 1976).

As this volume reflects, a major activity in this regard is being carried out
through modeling and simulating (computer simulation or otherwise) processes
that can reproduce complex performances like ,playing chess, solving algebra
word problems, series completion problems, certain problem-solving skills, and
understanding complex instructions. The processes chosen represent a combina-
tion of what is observed in the performing subject and of theory concerning the
characteristics of the conceptual processes, memory processes involved, and the
semantic information structures that are built up. The simulation of complex
performance represents a formal technique for establishing the logical sufficien-
cy and necessity of certain processes and the way they 'are assembled for
producing particular performances. However, for the purposes of instructional
design, the next moves required in cognitive simulation work have not been
made,' and we need to investigate further. It is possible that the information
obtained from this kind of analysis of human competence can allow us to do
several things with regard to the optimizing of instruction:

1. Specification of the processes by which highly competent individuals might
be performing a task puts us in a position_ to try to teach these processes to
individual learners;'-for example, knowing that a large "perceptual vocabulary"
of the configuration of pieces on a chess board is a characteristic of an efficient
chess player might encourage us to attempt to teach this kind of performance in
order to develop good chess players.

2. Knowing that a task is performed more efficiently in one way rather than
another and knowing the procedures involved in the more efficient way may put
us in a position to design instruction so that it approximates the most efficient
_method.

The very interesting question at the moment is the teachability of , the
processes that are identified through simulation. If we teach these processes,
then is , acquisition of the performance influenced, and will more individuals
obtain competence than have "m the past? Or, is it likely that if we teach these
processes, we will put the learner in the position of the centipede who analyzed
the processes by which he moved his hundred legs, and became incapable of
walking at all? At any rate, in my own laboratory (nolzman, 1975) we are
currently investigating the teachability of processes that have been derived by
procedures of cognitive simulation. As a start, the particular task we have chosen
is the. series completion problem as analyzed by Simon and Kotovsky (1963).

A look at the current literature in experimental psychology shows an increas-
ing number of 'studies devoted to the analysis of complex Cognitive performance
in contrast to the study of learning: While this trend is contributing to the
description of competence in intellectual tasks,' many of the .studies can be
faulted, from the present point of view, for their lack of explicit instructional
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orientation. The explicit requirements necessary for the analysis of tasks relevant
to the development of an instructional psychology are the following: (1) that
complex real -life tasks be investigated and mit tasks designed for laboratory
convenience; (2) that these realistic tasks be analyzed' in terms of current
theoretical concepts in cognitive psychology; (3) that the processesidentified be
considered with respect to their instructahility and the conditions that influence
their acquisition; and (4) that they be related to the cognitive capacities or the
developmental status of the child and to the background capabilities of adults.

Description and Diagnosis of the Initial State

The second component of instructional.design is description and diagnosis of the
initial state with which an individual begins a course of learning. There is an
"immediate" and a !long-term"' approach to this aspect. The immediate
approach is to take seriously the fact that effective instruction requires careful
assessment of. the initial state of the learner. For individual learners, we need to
know their strengths, weaknesses, styles, and background interests and talents.
What are the details of what a child .knoWs and does not know at particular
points in his or her learning? What are the details of the skills that heor she is
deVeloping? What needs to be improved? What strengths can be capitalized on?
What do various developmental levels and various cultural backgrounds mean for
what should beGtaught and how it should be taught? Educational practices need.
to be designed so that answers to these kinds of questions are possible for all
individuals attending school. Teachers and learners need to be in a position to
obtain and utilize this information; with it, teachers can prescribe the instruction
required and students can assess their own abilities and select appropriate
instruction.

The development and use of procedures Tor providing this information is
necessary, but I do not wan at all to imply that learning and schtioling should
be one big series of formal tests and assessments. f would suggest informal
observation as well as infrequent, formal assessment, and adoption of am attitude
that the information obtained is information for improving instruction and not
for constant evaluation. My colleagues and I, in our own work in schools, have
found it desirable to provide primary-grade teachers with hierarchies of increas.7
ing competence in various school subjects. These take the form of "structured
maps" into which .a teacher can place a child and thereby direct attention .to
prerequisite skills that might need to be learned or advanced skills that the child
might explore. The hierarchical map is only a guide upon which both the teacher,
and the child can impose their own judgment. Procedures for assessing the
current competence and talents of the learner in a way that povidqs a basisfor
instruction are giiiierally not available in curqpnt educational methods at a level
of detail, necessary for the effective guidance of individual learners. I call the.
implementation of these procedures the "immediate" approach because, to 'a
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large extent, it is secondarily a matter of research and primarily a matter of
administrative change and the design of appropriate materials.

The long-term approach relates to the fact that while a prevalent method for
assessing initial state is the assessment of aptitudes that correlate, to some
extent, with end-of-school achievement, aptitudes so assessed do not provide
information about instructional processes (see Glaser, 1972; Hunt, Frost, &
Lunneborg, 1973). They are measures used for purposes of selection and do not
provide a basis for deciding upon instructional alternatives. Aptitude informa-
tion does not tell how an individual should be instructed to improve his
performance, nor how instruction might be designed to make the attainment of
successful performance more probable. The significant research requirement in
this regard is to describe the initial state of the learner in terms of processes
involved in achieving competent performance. This would then allow us to
influence learning in two waysto design instructional alternatives that adapt to
these processes, and to attempt to improve an individual's competence in these
processes so that he or she is more likely to profit from the instructional
procedures available.

Conditions that Foster Learning
and the Acquisition of Competence

The third component of instructional design comprises the conditions that foster
learning and the acquisition of competenceessentially, the procedures by which
One learns and the nature of the environment in-which learning occurs. There are
at least two directions, in this regard that need to be taken for the development
of an instructional psychology.

The first is to recognize that we do know a little about learning. For example,
we know some things about the effects of reinforcement7the contingencies
consequent to performance; abptit the conditions under which discriminations,
generalization, and concept formation take place; and about' conditions of
practice, interference with memory, the nature of attention, the effects of
punfshment, and how observational learning and modeling can influence new
learning. We know these,thingS in terms of descriptive science, but little investi-
gation has been made from the point of view required for the utilization of this
information for designing the conditions of instruction. Exceptions to this are
the work on behavior modification and the work on optimization models
described in the chapter by Atkinson. However, neither of these enterprises has
considered complex cognitive performance in any systematic way.

What is required is research on what we know about learning east into the
mold of a design science which attempts 'to maximize the outcomes.of learning
for different individuals. A new form of experimeptation would be called for
where, the tactic :is not to develop models of learning and performance, but to
test existing models by using them for maximizing the effects of learning under
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various conditions.`For this purpose, we need a theory of the acquisition of
competence. Such a theory would be concerned with how an individual acquires
increasingly complex performances by assembling the present components of his
repertoire, manipulating the surrounding conditions and events, and employing
his knowledge of how he learns.

Effects of Instructional Implementation
in the Short and in the Long Run

The fourth componerit of instructional design is concerned with the effects of
instructional implementation in the short and in the long run--effects that occur
immediately in the context of instruction and supply relatively immediate
feedback, and effects that persist in terms of long-term transfer, generalized
patterns of behavior, ability for further learning, and so on. One requirement for
this purpose is to break away from the tradition of norm-referenced measure-
ment to measurement more concerned with identifying the nature of criterion
performance (see. Glaser, 1963; Glaser & Nitko, 1971). For effective instruc-
tional design, tests will have to be criterion referenced in addition to being norm
referenced. They will have to assess performance attainments and capabilities
that can be matched to available educational Options in more detailed ways than
can be carried out with currently used testing and assessment procedures. This
will be an important Part of fhe development of a psychology of instruction. It
is mandatory that .testing not stand out as an extrinsic and external adjunct of
instruction. Tests need a5:,be interpreted in terms of performance criteria so that
the learner and the teacher are informed about an individual's progress relative
to developing competence. In this way, information is provided for deciding
upon appropriate courses of action for assisting instruction.

The proce'sses measured by tests designed to facilatate instruction need to be
related to processes identified as components of competence. For this purpose,
some interesting endeavors can .be envisioned. A good example in this volume is
the work going on in analyzing the processes involved in the comprehension of
written language. Stimulated by the work in psycholinguistics and cognitive
psychology, there is a great deal of excitement about the nature of language
comprehension proceSses at this time. This excitement should be juxtaposed
with the fact that there has, over years, been a great deal of work. on the
development of tests of reading comprehension. The new development is that as
We-begin to analyze comprehension taski and relate them 'to theories of semantic
memory, imagery, and so forth, we can begin to develop tests that provide us
with diagnostic information about component processeS that contribute to
performance and that can be influenced through, instruction.' This kitid of
activity should change the nature of assessment procedures and provide the kind
of infOrmation required for maximizing instructional outcomes.
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ADDITIONAL COMMENTS2

I. would like now to comment on specific chapters in this volume in relation to
. the components that I have just described.

Analysis of Competence

Component one, the analysis or competent perforMance, comprises most of this
volume. Of the components that I listed, this volume rates high on the explica-
tion of performance theory and the analysis of states of competence. Several
themes were elaborated on: description of competence in terms of cognitive
structure, sequential task analysis to show changes brought about by instruction,
and processes as objectives of instruction. Greeno and Norman stressed cognitive
objectives; they would like to display a student's cggnitive structure and state
instructional objectives in this way. This is an interesting idea; it makes contact
with their theoretical notions, but they leave us with mere technological prob-
lems. Carroll brought up this point when he askejl how one t-10.11es toward these
unobserved competence maps. Creeno implies that analyses of cognitive struc-
ture can be given directly to teachers and students in order to facilitate the
acquisition of competence. It is hard to envision just how this is to be done, but
it does present the notion of progressive,, increasingly complex theories of
subject matter that assist learning and are apprOximations to the kinds of theory
that a competent expert employs. Teaching procedures based on cognitive
structures of developing competence might make use of these schemata as
pedagogical frameworks that must be developed to more and- more closely
approximate the theories that an expert carries around in his head as sophisti-
cated codifications of a body of knowledge. It is also possible that these
developing structures of subject- matter khowledge might suggest ways of design-
ing new kinds of.textbooks.'

A significant problem in the specification of cognitive objectives for instruc-
tion is level of description, a problem also raised by Carroll. How does one
describe these structures? Are they described in the same terms that the details
of cognitive processing and cognitive theories are written in? There is no answer
to this question forthcoming from this volume. It may be useful, however, to
point out that when Atkinson built his instructional programs in reading and
computer science, he began with standard subject-matter units. He looked at the

''subject matter and brae, it up into what seemed to be reasonable units, as any
instructor would do. On these units of analysis, he imposed his instructional

'Editor's note: In this section there are several references to the material introduced at
the Workshops presented during the symposium by Cntlins, Fletcher, Hayes; Siegler, and
Wallace. For a very brief summary of these Workshops see the Preface to this book.
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technology, In the case of learning foreign language vocabulary, he analyzed the
.subject matter in more cognitive terms. This Was part of his implicit description
of the building up of memory structures that underly the competence he sought
to teach. As a general answer to the level-of-analysis problem, it seems that there
should he a difference between science and practice. A petroleum chemist call
think about atoms and forces in molecular structures, but he also can think
about gross quantities of gases and residueS in the fractionating tower. His
theory can work hack and forth between the two systems of description. The
"linking science" I mentioned earlier should enable this to occur if at all
possible.

In optimization procedureg such as those carried out by Atkinson, task
analysis proceeds as learning occurs. Continuous assessment is. made of. the
difficulty and structure of the task. This technique of ongoing task analysis
might he a useful way to study the acquisition- of competence. For example, in
the BASIC Instructional Program, the program stores the student's evaluation of
Ids .own skills and compares his solution attempts to stored models. In this way,
information can he obtained about the changing structure of developing compe-
tence that might not be uncovered by more ,static techniques.

A recurrent theme of the volume is that a target of instruction is competence
in process, for example, the constituent comparisonexercises to improve reading
comprehension sUggested by Just and Carpenter. Shaw's generative system might
fie thought of' as a special process skill that is a teachable entity, and not only a
theoretical description of what occurs. Simon and Hayes suggest giving students'
a wide repertoire of problem-solving styles and detection cues for matching
styles to situations.

Diagnosis of Initial State

In contrast to the analysis Of attained competence, this volume had less to say
aboth this second component, the diagnosis of the initial state. There were
several themes: notions about some kind of psychometrics of process for initial
state assessment, consideration of developmental growth changes, and the notion
of schema discrepancy between initial state and competence state. Calfee in
Chapter 2 emphasized techniques for the assessment and diagnosis or processes,
in initial' state competence. Wallace referred to "process profiles" prior to'
instruction and the design of custom-built training as a function -of these
profiles. Siegler talked of the developmental aspects of the 'facility of older
children to use analogy information as coMpared 10 younger children, and he
brought to our attention thenecessity for taking developmental growth phe-
nomena ,ittto accouni in assessing initial states, Hyman's notion of discrepancy
from schema, the extent to which old information influences new information,
strongly suggests initial competence analysis prior to a course of instruction.
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Acquisition

The third component involves a theory of acquisitionof transformation from
an initial state to competent performance. This component was not explicitly
addressed in most chapters. Thc're was some concern about the properties of
performance that are involved when someone proceeds from novice to expert:.
the growth of the cognitive net, increasing symbiotic manipulation, concept
generation from specific events, decreasing dependence of performance on
external cues, bigger chunking underlying performance, and so on. The charac-
teristics of the changes in competence as one moves from novice to expert are
primary data required for a theory of acquisition, and earlier, I described some
gross features of these changes. Wallace discussed changes in the acquisition of
competence when he desribed the shift in "attentional grain" from global

o attention to dimensional attention. Resnick presented her work with Groen that
described the change in children from one method of addition to a more
efficient one .

In general, however, while the contributors had some interesting ideas about
processes of developing competence, when they talked about teaching these
processes, they fell back on standard "behavioristic" training procedures. Wallace
mentioned "failure theory" by which he meant that he obtained information on
process deficiencies and then taught to these deficiencies. The procedure he used
was a form of the successive approxir ^tions procedure popularized by Skinner.

d32,Hayes talked about teaching probproblem ,olving and employed good common -sense
teaching procedu.res. In talking about generator sets, Shaw emphasized the
importance of good exemplars in the dc.v.elopment o. concepts, which is a
familiar technique developed in, behavioral studies of concept formation; this is
an important pedagogical matter because the experience one gets in school may
not be very well designed to provide rich exemplars of concepts, and Shaw
emphasized this again-at a deeper process level. Collins, after his careful analysis,
used Socratic dialogue as his instructional procedure. Norman, iii the acquisition
of;'knowledge, stressed the importance of continuous modification of a knowl-
edge schema, and then when pressed about teaching technique, he suggested
practice with feedback. The point is, asVarroll indicated, that behavioral theory
is strecesseul because it focuses on observation of the development of behavioral
components; cognitive theory at this time is difficult to express in simple
olAervable terms, and it certainly needs such expression to decide upon appro-
priate instructional .transformations. When this is done, how will teaching pro-
cedures change?

Norman made a good point in calling attention to time spans in attaining
competence. He said that it takes five to ten year to become a good cook, and
an interesting question' in going from ignorance to competence is why different
areas of knowledge and skill require longer and shorter times fOr competence to
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be attained: Instruction \it's to he thought of in such. terms; learning to play the
violin well takes a long tune, whereas learning to do calculus well does not take
very long./ There are differential rates of acquisition for certain reasons, and
these reasons are of great interest in developing a theory of acQuisition.

The human engineeridg'akpect of instruction was brought out in the work of
Simon and Hayes, Green°, and Just and Carpenter. Their findings suggest '
possibilities for the redesign f instructional material and of the environment-in
which instruction occurs. Suc redesign may be as important or more important

, than tactics of instruction..
As I 'have already said, Atkinsdn addresses the acquisition of competence by a

procedttre of continuous decision makingdecisions for prescribing the condi-
tions of learning that need to be presented as a function of the data obtained on
student performance. The question that comes to. mind is whether the kind of
optimization procedure he employs is a good direction for a 'science of instruc-

The- procedure requires mathematical statement of a learning function; this
is now possible, as Atkinson indicates, only forvery simple and quite trivial
kinds of behavior. The question is the following: If one thinks of using these
optimization procedures with the more complex theories of cognitive structures
presented in this voluine, then how are they expresses in a form that might be
used with the optimization procedures available? Even if mathematical expres-
sion is possible, feasibility of computation may get out of hand.

0

Effects of Implementation

The fourth component of a psychology of instruction is measurement of the
effects of the conditions provided for acquisition. In-this regard, let-me make the
point that the kind of feedback Skinner emphasized in operant conditioning was
essentially information on the topography of a response. In Skinner-like pro-
grammed instruction, it appears that it is the topography of the response that is
th'e property of performance that. is being shaped successive approximation,
gradual, spatial, getting closer and closer to terminal competence; it is the effect
of instructional conditions on this response aspect for which infOrmation is
required to further conduct the instructional procedure. Atkinson uses as feed
back the difficulty of items in a list; lie employs response'history and update of
item difficulty parameters, to obtain measurements of the effects of instructional
conditions. Greeno and Norman talk about getting information on the structure
of the cognitive map .of knowledge, and as I said before, they leave us with a
large technical problem. flow do we measure "it" to assess, instruction and to
provide. the feedback required to student and teacher? Can .a representation be
provided to a teacher or to a student, and can they he taught instructional skills
by which they can change this representation'? Fletcher reminded us that if we
use a computer for storing models of individual students to represeht their state
of learning, we would seriously tax computer memory.
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I mentioned the notion of a psychometrics of process measurement, and this
brings up a point about the analysis of SAT competence in the work of Just and
Carpenter. When they analyze The SAT-type examinations, they may be getting
something out of their analysis that is not what they are looking for. The SAT
tests are designed, in the usual psychometric way, to yield a spread of scores. A
dispersion of item difficulty is built into the test in order to maximize test-score
variance so that the correlation with criterion variables is maximized. The tests
are selected both for the stimulus situation they provide and for certain psycho-
metric properties. When Just and Carpenter analyze the performance processes
involved in the SAT tests, they may be analyzing also the properties of psycho-
metric item difficulty. The extra considerations buil.f into the. requirements for
obtaining correlational validity may introchice extraneous processes that would
not be present in a test designed to measure criterion performance more directly.

As a final remark, I must Mate as strongly as possible that we cannot think in
terms of standard classrooms as we begin to think about the application of the
concepts of this volume to the design of instruction. Even if we claim to know a
good deal about the processes involved in word decoding and beginning reading,
the engineering problem of classroom material and environmental design is ever
present. If we continue to think in terms of the standard classroom rather than
in terms of how schooling can be restructured; then our efforts will be seriously
attentuated and kept down by the weight of traditional educational modes.
Finally, I agree with and must reemphasize a general sentiment of this volume
that work on instructional and educational problems will be a major test of our
theories of human cognitive performance.
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18
Implications for
Instructional Research'

Courtney B. Cazden

Harvafd University

Tilde comments come from a background of elementary school teaching and
developmental psycholbgy..Recently, I have been concentrating on how childreh
learn (or acquire or develop) their native language, and on the environmental
.events which may affect that learning in and out of school (Brown, Cazden &
Bellugi, 1969; Cazden, 1972). I was an elementary school teacher in the late
1940s and .195,0s. Now I'm going back to teach children for one year in a
primary classroom in an inner -city public school. 6

In thinking about these plans, I realized that the three topics which Hugh.
Mehan, director of the teacher training 'program at the University of California,
San Diego, and I proposed td investigate in my classroom can-all be reformulated
in terms of topics discussed here. (A validation of the sophistication of our plans
or the real-life relevance of these discussions?) First, what is a "relevant curricu-
lum"? In Norman's sense, what do children know that's relevant to 'what we
want to -teach relevant either because it can help or because it may interfere?
Second, how do children understand or fail to understand instructions, primarily

--oral .instructions because the children will be young and on the edge of literacy. I
mean particularly the kind of instructions that teachers seem to give frequently
(Mehan, 1972) and that are ill structured in Simon and Hayes' sense because
they put "demands on the knowledge and repertory of problem-solving skills of
the solver" (page 279)? Can we help children cope with such 'questions by
recognizing their incompleteness and asking for more information? Third, in
what subtle ways do teacher expectations: get produced on the one hand, and

I-dttor's note. In this chapter there are several references to material introduced at the
Workshops presented during the symposium by Bamberger and Collins. For a brief sumrnary_.
of these Workshops, see the Preface to.this book. Bamberger's work is also described in
.Barnberger (1972), and Collins' in Collins, Warnock, Aiello, and Miller (1975).

9
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have their effects on the other hand? As one example of Ilyman's concern with
how people make sense out of their world, how does a teacher in a very complex
environment make sense out of her children? If I refrain froM "preparing my
mind" (to adopt phrase) and do not look at the children's cumulative
records, can we track how cues from the children are used in Making decisibns.
before ,or during instruction, and how the categorizations of the children that
will inevitably be built up affect my interactions with them?
In spelling out these reformulations,of my plans for next year, I don't intend

to imply that the deliberations of this conference should be,judged by their
usefulness next September. On the contrary, the more appropriate question is
about the implications for research on instruction during the next five. years.
From that perspective, the comments below fall under four headings: the
concept of instruction, cognitive objectives, task analyses, and means of instruc-
tion,

THE CONCEPT OF INSTRUCTION

I am impressed by the broad concept of instruction explicit in some of the
cyapters, and implicit throughout this volume. In its catchiest version (Olson,
this volume), instruction includes muddling by the learner as'well as modeling

'and meddling by the teacher. In Resnick's (Chapter 3) more precise definition,
instruction means "any. set of environmental conditions that are deliberately
arranger.] to foster increases in competence. Instruction thus includes demon-
strafing, telling, and explaining, but it equally includes-physical'arrangements,
structure of presented material, sequences of task demands, and responses'to the
learner's actions [page 51] ," In Carroll's application to language skills, instruc-
tion is "defined br.oadly as any external influences on the development of
'language skills, as represented both by formal .teaching actiohs and by more
informal social in terdttions [page 5] ."

There have undoubtedly beeb many influences on this broadened definition.
For me, two of the most important have been the writings of more persuasive
proponents of "open" or "learner-controlled" education, and the research on
language learning which Carroll has summarized. There is a noncoincidental
relationship between these two influences, because the ease with which children
learn their native language without instruction more narrowly conceived has
been used (e,g. by Holt, 1967; Morrison, 1964) as an argument for more open .

edlicatiort. Resnick's definition extends. this broadened concept to all learning,
not just language, and to all settings, not just the one formally designated place
we call a classroom So, for example, the design of museum displays mentione.d
by.Shaw (pages 298-299) is included, and becomes one among many additional
settings for research.
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, COGNITIVE OBJECTIVES

Like the concept. of instruction, the concept of cognitive objectives is a signifi-=
cant contribution of this conference., In all discussions, cognitive objectives
comprise both conceptual and procedural knowledge, or."semantic networks
and problem-solving algorithms" (Greeno, Chapter 7). But the distinction be-
tween these cognitive objectives and the older formulations of behavioral objec-
tives needs to he strengthened further if it is not to Collapse under the pressures
of evaluation. Evaluation requires judgment about some behavior, flow can the
evaluator* be sure that a particular behavior indicates underlying knowledge
rather than rote and limited procedure'? In Wertheimer's terms (Resnick, pages
58-59), how can we tell the difference between "Understanding" and "insight"
t.S. "ugly" problem solving solutions? In the terms now used in the language
domain (defined by Carroll, Chapter 1), how can we infer underlying compe-
tence from any particular performance?

Greeno (Chapter 7) suggests two criteria for meaningfidness: "goodness of
structure" an "solving in the problem domain" (pages I47,148). "Goodness of
structure" is an accurate name. for the criterion used in language deVelOpment
research. When a child says / don't want milk, we decide whether to credit that
child with the knowledge of don't as an 'auxiliary by determining whether, in
this child's language system, don't is simply a single, unanalysed chunk, an
alternative negative to no, or Whether it coexists with other auxiliaries, positive
as well as negative e.g., can and will and doesn't as well as don't. "Goodness of
structure" in language thus Means that a. particular element is a connected part
of a larger system, and is recombinable in multiple patterns. More generally, this
is also Norman's concept of understanding (Norman, Gentner, and. Stevens,
Chapter 0).

With regard to evaluation, Greeno says, ... evaluation must come from the
potential users of the product, not from one who proposes to offer the product:;
for use.... l'valnation may be possible when we can display a relatively
complete analysis of the knowledge desired in some subject f p, 1581." Working
out the iletails for evaluating cognitive objectives in all domains should become a
high priority task,

TASK ANALYSES

It' we accpt, as I think we should, Norman's description of the learning process
as one of communication, with all participants attempting to form new mental
structural representations that will account for the information which they
experience, then two kinds of task analysis are needed. One, usually called by
that name, is an analysis of what the child has to learn: the other, usually called
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by some other name such as diagnosis. is a description of what the
teacher has to do as he.makes decisions tor forms hypotheses) about what and
how to teach. 'fie first is discussed by Resnick- the second is discusstid by
Atkinson in Iii S explanation of how computer-assisted instruction can he indi-
vidualized and optimized, and by Allan Collins in his demonstration. of how
tutors of gytography find out about, the preinstructional knowledge of their
pupils. The task of diagnosis is different for computers and human teachers, not
only because the teacher brings to the task a more richly prepared mind which
may help or interfere, but also because of the magnitude of the information
processing task. Of the ten panels assembled by the National Institute of
Lducation in July, 1974 to suggest plans for research on teaching, one, chaired
by Lee Shulman, considered. teaching as clinical information processing in this
sense.

One of Resnick's four requirements for task analyses of what children.have to
learn), that they must "wcogniie a distinction hetween early forms of compe-
tence and later ones,. , [and must] -describe performance characteristics of
novices and attempt to thscovei or point to key differences between novices and
expel ts suggest nn theRthyr ways of arranging experiences that will help novices
betome experts 1page 7;31. Certainly in language. and in the domains of
knowledge studied' by Plaget. and probably in otheis as well, the knowledge of
novices is not simply an incomplete version of the knowledge of the expert or
mature learner, it is qualitatively different. While some of the differences may,
upon closer examination of the underlying process, be due to the lack of some
conceptual or procedural knowledge, other differences seem more a result' of
attention to different features of an event than is characteristic of adult minds
and /or embodied in culturally transmitted forms of representation.

In the course of language development, for example, children titter verbs like
,coed and wiped, and they answer the question What are von doing".? in the fowl
I doing dancing. These immature forms can reasonably be considered as the lack
of knowledge of contextual restrictions on the generality of a particular pattern.
And the childish question .Why" I can't go? can reasonably be considered as the

oflack of a particular operation that reverses pronoun and auxiliary. But explana--
bons of incompleteness do not so easily lit the categorizations of sounds
underlying young children s invented spellings -(Read, 1971), nor children's
representations of musical tunes that Jeanne Bamburger described.2

Theme' are also individual differences in the course of learning, and maybe
culturally-derived group differences as well. These are only beginning to be.
looked at in research on language learning. It seems to be a general methodologi-
cal ,principle that the search for universal patterns precedes the search for
variations on them.

I am not suggesting (even if I knew how) to build such qualitatively diffelent
novice stages into an instructional program. as intermediate objectives. But we

2 See n'titote p.wc 317
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need to take them into account, not just to value them as indicators of learning,
but also to experiment with how best to use them as the basis for continued
growth. Jeanne Bamburger's demonstration of children's learning musical struc-
ture is a tine example. As the said, children's muddling must guide teacher's
meddling.

Flavell (1972) has made an important attempt to categorize the restructuring
that takes place between points in cognitive-developmental sequences as not just
addition, but also 'substitution, modification, inclusion, and mediation. Nor-
man's protocols of adults learning to cook and learning a computer programming
language Show that the knowledge of adult learners, as well as children, must
often be modified and not just added to.

In advocating this more complex model of the course of learning, I don't mean
to devalue examples of the best we nOw know how to do in instructional'
design such .as.Resnicles arthmetic hierarchy and Atkinson's sequences in each
strand-of his program for beginning reading. But in the longer range, I hope that
Norman's model (more adequately described in his text than in his too addi-
tively drawn diagrams) will guide future, research. .,

In all task analyses, it is essential to rememberthat a formal analysis of the
structure of some knowledge or skill dries not necessarily, or even probably;
reflect the organization in anyone's head, much less how it got there, I'm not
sure whether Greeno's statement that "a theory specifying, cognitive structures
and processes sufficient to perform those tasks is a candidate hypothesis about
what the instruction is trying to produce [p. 124] " clarifies or confuses. The
recent history of psycholinguistic research reminds us of theimportance of this
distinction, as Carroll and Just and Carpenter pointbut. And there is no reason to
believe that the story will be different elsewhere. If we intend only effective
instruction, then the justifying criterion of effectiveness may be sufficient, as
Greeno and,Resnick suggest. But if a model of cognitive processes is sought, then
more thorough psychological validation is required. Anyone engaged in such
endeavors should read Molt's satire of task analysis in his description f how
children would he 'taught, presumably less successfully, how to talk (1104,1967,
pp. 56-57), if only td be sure where and how he is wrong.

MEANS OF INSTRUCTION

As Resrlick demonstrates, even with a "good" task analysis, the mapping froth

identified, components to instructional strategies remains very much a matter of
artful trial and error.

Negatively, I am concerned about the rigidity of instruction embodied in
Atkinson's second and third optimization levels [pages 03-99] .The first level,
optimizing the sequence within each strand, is less of a problein just because
a smaller component of the total program is involved. But when all con-
trol is taken away from the leafner, regardless of what and when he is eager
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to learn, adaptation to individual interests and motivation becomes impossible.
I realize that the effectiveness , of second - level optimization is an empirical

question, but it is nut easily investigated. Not if we evaluate the effects of
instruction in long-range terms and look for side effects along this way, as Olson
urged in.his comments.

Atkinson's data on third-level optimization is extremely- interesting. In a
current controversy about ways to increase equality of educational opportunity,
Sesame Street (which reaches everyOne) is pitted against Headstart (which is
limited to poor children). Atkinson's data is the first I've seeh that specifies
exactly what has to he done to maximize the group average, or minimize the
group. variances, or increase the average while. not increasing the variance. As
research data it is very important. But, although I agree with Atkinson's
selection of the third goal as his optimizing criterion,, the question of the effect
on individual children of the rigidity entailed by any attempt to optimize at this
level still remains.

Mofe positively, I want to emphasize the importance of questions about the
form of instruction, its timing, and the value of practice. What are the most
effective forms in Which. to communicate to the learner what he needs' to know
to make progress? Some learning takes place through the full participation of the
learner, from the beginning, regardless of the immature forms that the learner
uses, with subtle and little understood forms of feedback producing successively
more mature approximations of expert behavior. Oral language is perhaps the
best example here, but it is not the only one. I have seen three-year-old native
American .boys dancing with older siblings, parents and grandparents, doing an
incredible job (by our standards of age-appropriate motoric development) of
keeping in time. It may he the case that full participation even with childish
performance is characteriStic of those 'earnings for whiCh special educational
settings are not required. But we could try out extensions of this model to our
more formal educational objectives. We could let children learn to write without
correcting their spelling; and,'as Norman suggested in one discussion, we could
let children learn to read without correcting every semantic error they make.

Where this more informed model of learning does not -apply, what is the best
level on which to focus the learner's attention? In teaching a motor skill such as
square dance swinging, I have found it more helpful to use the metaphor of
making your feet go as if on a scooter than to detail the component motions. In
teaching subtraction, Resnick suggests that it is more effective not tc i. try to
teach the mature algorithiit directly, but' rather to find a more easily instructable
process from which the children can discover the rest themselves. Clearly, more
research is needed on effective forms' of instruction for varied educational
objectives...

What is the optinfal timing for confronting the learner with the discrepant
information he needs to move on? In the kind of inform'al learning that proceeds
from full participatiOn in ongoing experience, that discrepant information is
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always available, and the child makes selective use of it in his own time. But in
more formal educational settings, out of the contexts where experts are perform-
ing alongside learners, we face timing decisions that are difficult indeed.

Finally, what aboUt the value of practice? It was only discussed informally
here. Yet practice is one variable whose role may vary significantly between
short-term ,experimental and long-term educational types of instruction. Carey
(1974) suggests that the practice of constituent skills necessary for their incorpo-
ration into more cdmplex structures"modularization in Bruner's term applies'
to cognitive achievements as well as to motor skills. Children engage in self-
generated practice. (see Cazden, 1972, pp. 93-97; Cazden, 1974, for language
examples): Does the effect of practice on learning vary depending on whether it
is so Self-generated or designed and imposed by someone else? If practice is the
label we give to seemingly valuable behavior, than "bad habit" is the comparable
label ftir repetitions of behavior that leave something to be desired. Immature
language forms, such as those given above, are easily replaced as development
proceeds, no matter how often repeated they may have been. Can we specify
more, generally the categories of behavior to which the notions of practice and
bad habit do and do not apply? These questions are admittedly imprecisely
formulated. Because of their importance_ for education, I hope they can be
clarified from the perspective of this volume.
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Designing a Learner:
'Some Questions

David. Klahr

Carnegie-Mellon University

What do we know about what happens to a learner during instruction? One of
the most exacting criteria for testing our knowledge about any phenomenon is
the extent to which we can build a model that exhibits the behavior being
studied. If we can simtlate it, then we have at least a sufficiency model. Of
course, there 'may be many aspects of the model that lack plausibility, but they
can then become the focus of further study. (Reitman, 1967, once characterized
-this simulation "approach to cognitive psychology as a way to "invent what you
need to know.") In this chapter I will raise some questions about how one might
go about building a model of a learner in-an instrudtional mode (MOLIM).

LEARNING AS PROBLEM SOLVING

To learn is to solve a problem. In all but the most elementary situations, learning
is under the learner's strategic control of attention and memory. If this view of
learning is valid, then the study of complex problem solvingand, the orientation
such study provides to cognitive psychologyhas direct relevance for the design...
of a MOLIM. In this section I will mention a few features of problem-solvirig
theory that seem to justify the view of learning as problem solving, and that also
have particular importance for the study °Naming. Then, in the next section I
will raise some questions about the design of a MOLIM.

Current information processing approaches to the study of human problem
solving proceed by postulating a general system architecture, and then construct-
ing explicit representations for the data structures and the processes that
generate the observed problem solving behavior. A problem solution consists of
an internal representation for some knowledge that the system did not have at
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the outset. Problem solving consists of a series of local transformations of
knowledge that ultimately teach the desired knowledge state. In several of the
chapters in this volume (e.g., the -Greeno's Chapter 7), the "solution" fo the
learning problem is explicitly represented as a data structure (semantic net) and
a set of procedufes for searching that network. Out note that these resultsthese

`solutions to the learning problem are static with respect to the learning process
itself. That is, with respect to the time grain of the instructional process, the
results of instruction, even though they may themselves by dynamic processes,
are structures upon with 'the learning system must operate. We need a model of
the system's response to instruction, that is, its functioning in circumstances in
which it must attend to the instructional episode and modify its own per-
formance structures and processes.

In our instructional efforts, we try to provide optimal environments for the
human information processing system to learn something. As it is with the horse
led to water, so it is with the learner in an instructional situation: we can't make
it ingest what we offer. The instructional design question is typically "Will the
learner learn from this instruction?" A further question should be "Why should
he learn?" The view of learning as problem solving suggests some ways to
characterize this question. Problem-solving theory (Newell & Simon, 1972)
includes two features of importance for our purpose. One is a detailed internal
representation of the task environment. The other is a characterization of how
the human information processor allocates its limited processing capacity to the
problem-solving process. A principal method for effecting this allocation is the
use of -explicit representations for goals. Coals are symbolic expressions that
direct and control the course of problem solving, representing what the system
"wants" to do at any moment, and "why" it wants to do it. Thus, the answer to
whether or why the system will learn becomes, in view of learning as problem
solving, a ma tter of stating the circumstances under which learning-related goals
are generated sand manipulated.

SOME DESIGN QUESTIONS FOR A MOLIM

In this section. I will raise four questions that mint be answered by the designer
of a MUNI:

I. When should learning occur?
2. I low will the system be changed as a result of learning?
3, flow thoroughly assimilated is the thing to he teamed?
4. How distinct is learning from performance?

These questions, and their answers. are highly interrelated, and it is difficult to
detdrmine their appropriate order of presentation. Their ordering here is arbi7
ti-ar.);',-..and..dtes not imply any particular differential iinportance in my mind.
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1. When should learning occur? A curious problem with most of the learning
models in both cognitive psychology and artificial intellignece is that they are
too singleminded in their task: they learn all the time. In designing a plausible
MOLIM, we must be able to account for the fact that most of the time learning
does not occur. We can d6 this by explicitly including in our MOLIM the precise
conditions under which an instructional episode causes something to'be learned.
This is where the appropriate use of goals could play a role. Rather than
construct a system in which the tendency to learn is integrally built in to the
underlying operating mechanisms, we can design a more general problem solver
whose problem is to learn, and whose goals include explicit learning efforts.

By themselves, such goals would still be inadequate for deciding when the
system should learn. Additional information would be required about the
current state of knowledgethat is, about both the current configuration of the
external environment as well as the :eternal state of the'system Thus, another
design decision concerns those variables and their critical ranges which would, in
conjunction with the learning goalsactivate the self- modification processes.

The mechanisms that determine when learning to occur must be capable of
representing differential responsiveness to instruction. As Resnick (Chapter 3,
this volume) has pointed out, our models must be able to represent both early
and late forms of task proficiency, and for a MOL1M, the task is learning itself.
Therefore a MOLIM must incorporate the capacity to represent both early and
late learningproficiencies. Siegler (1975) has noted the importance of experi-
mental designs in which both older and younger children are given the same
training seqUences, in order to examine the possible interaction of age and
instructional effects. Since such interactions have been found (e.g., Siegler &
Liebert, 1975), we must be able to represent them in MOLIM, through the
general strategy, suggested by Resnick, of building developmentally tractable
models.

2. How will the system be changed as ,a result of learning? This is, perhaps, a
more useful way to say "what is learned?" There are several outcomes that can
result from the learning effort. One resUlt is that nothing happens: the learning
attempt fails, and no lasting change is made in the system As noted above, this
is more the rule than the exception in real instructional situations, and we must
be able to build a system that can handle this fact.

Another possible result is that the entire system architecture could change.
That is, the system's components and their interrelationships might be altered.
However, since by "system architecture" I mean "hardware" rather than the
"software" of the human information processor, it seems unlikely that this kind
of change is °really the result of instruction. Although it would be required in full
developmental theory., we need not he too concerned with it for now.

There are two kinds of software changes that the system can undergo: changes
in proceSses and changes in structures. Newell (1972a) has demonstrated the
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imprecise: nature of the processstructure distinction.in systems that are them-
selves undergoing change. In the case of a self modifying systeM, the ambiguity
becoMes even greater, since it is linked to the issue of degree of assimilation to
he described bel6. Although one -often makes an apparently unambiguous
distinction between instruction directed to acquisition of facts, and instruction
directed to the teaching of procedures (or skills), it is clear frbm the work of
Greene, Hyman, and Norman (Chapters 7, 8, and 9 of this volume.) that tht
issues. are not so simple, One can represent factual knowledge by procedures that
can generate those facts, and, conversely, one can represent What could be
procedural outputs by appropriately complex static symbolic networks.

Another type of change that may result from instruction, and which we must
therefore be prepared to explicitly represent in our MOLIM, is change in the
learning-properties of the system beyond the representation of the specific
instructional material. For example, in the case of the aggregate models with
which Atkinson represent: the learner, there are a few changes in the acquisition
parameters that result from the instruction. In more complex models of learning,
such systemic na would include the basic rules of self-modification
themselves.

3. How thoio. ughly assimilated is the thiv to be learned? In the paper cited
above, Newell (1972) distin,r,uishes :between several levels of general versus
specific knowledge about a task. The more general the knowledge, the more
transformational rules are necessary to take the system from it y state at
performance time to a task-specific state in which it can actually perform the
task at hand: Conversly, a very task-specific piece of knowledge Might be
represented in "machine code": being fully assimilated it would require no
interpretation at run time, however it would be 'of limited generality.

A concrete example of this distinction is provided by the models for children's
performance on sedation tasks developed by Baylor and Gascon (1974). In these.
models there are two kinds of representations for "sedation knowledge." One is
a base strategy, consisting only of series of nested' goals, that describe, at the
most general level a strategy for serration (e.g.,`"find max," or "insertion"). The
other representation is a rule set that accounts for each move made by the child
during a specific sedation task, Behavior during length.seriation haS one rule set,
and behavior durirVi weight sedation has another. If the system has only the base
strategy, then it also requires a set of rules that take the base strategy and
construct a task-specific variant (e.g., for weight serration). There are various
ways to conceptualize this mapping. The two simplist are a complete "compila-.
tion,' in which the base strategy, plus the task-specific mapping rules, create an
entire task-specitic system that then runs on the task. The other is a colle.ction of
interpretive rules that never create a ta. -spuk.itu, entity, but instead interpret
the base strategy, "on the run," in terrns of the specific task.

In designing a :WHAM, we must decide upon the assimilatedness of the
information to he acquired. The somatic networks of Norman and Greeno in this
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volume appear to 'be far toward the task-specific end of the spectrum, while
Shaw al d Wilson appear to be focusing upon a more general "base strategy" in
their representations of group generators. A similar contrast can be found in
comparing Atkinson, (Chapter 4) with Resnick (Chapter 3). Atkinson is aiming
at an instructional procedure that will create' a very specific set of data structures
and processes that will enable the learner to write programs or to acquire a set of
reading patterns. Resnick has begun to investigate the manner in which the
learner abandons the task-specific instructions and creates a more efficient and
general procedure. My strategic bet is that by representing the result of learning
as "base plus interpreter," we may begin to get a handle on the mechanisms of
generalization from, or beyond, the specific instructional sequence..

4. How distinct is the learning system from-the performance system? In
almost all models of learning, be they psychological- models or examples of
Artificial Intelligence, there is a clear distinction between thelearning processes
and the thing to be learned, that is, the performance system (see for example-the
models in Feigenbaum & Feldman, 1963, or Simon & Siklossy, 1972). The
distinctions are made with respect to the over-all Organization of the respective
systems, the underlying representations, and even the basic system architecture.
For example, in the letter series completion model of Simon and Kotovksy
(1963), much attention is paid to the differential, short-term memory demands
made by different representations for different serial concepts, but the demands
made during the induction of these concepts (i.e., during their learning) are not
direCtly addressed. Another example of this distinction can be found in Water-
man's (1970) learning program in which the result of training was represented as

,a production system, but the learning system itself was not a production system.
Although such separation has the benefit of making the modeling task more

manageable, it lacks both elegance and psychological plausibility. I would hazard
the guess that the same mechanisms that span the gap between general base
strategy and the task-specific. system (see Question 3, above) are implicated in
the learning process itself. The more homogeneously we design the MOLIM, the
more likely we aro to be able to solve both-problems simultaneously. Such a
view might be nothing more than idle speculation were it not for the recent
work of my colleague, Don Waterman. He has constructed a set of adaptive
productio.n systems for a. range of learning tasks (Waterman, 1974a b). These
models learn simple addition, verbal associations, and complex letter series, Each
model is written as in initial core of productions, some of which have the
capacity to add additional productions to the initial core. The final "learned"
system operates under the same control structure and system architecture as the
initial system arid the learning rules are represented in precisely the same way as
the new rules that are learned, that is, as productions.

The instructioniilnvironments in which Waterman's system do their self-
modification are relatively simple, but I believe that the basic approach is very
sound, and extendable to richer instructional problems. In a less precise but
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. much more general statement, Wallace and 1 (Klahr & 'Wallace, 1976) have
proposed a broad view of cognitive development in 'errns of a self-modifying.
production system.

CONCLUSION

The chapters in this volume represent diverse but converging answers to the
question of the relevance 'of some current research in cognitive psychology to
instructional design. I have riot attempted to synthesize, evaluate, or review the
previous chapters because several efforts have already, been made in the discus-
sion chapters by Gregg, Olson, Farnham-Digiory, Hayes, Collins, Shaw, Mier,
and Cazden. Instead, my intent has been to provide an orientation that might
help the reader to form his own evaluation of the research reported here.

By confining attention to learning in intentionally instructional situations, I
have attempted to reduce the task to manageable proportions. Instead of
concocting a general learning system, I have considered the design of more
limited models of the effects of specific .instructional situations..-Such models
will initially tend to be largely determined by the task environment, that is, by
the rhaterial and its forM Of-presentation...However, there are some:fundamental
questions that are worth asking, questions which may apply to .a wide range of
instruction, even though-their answers may be task-specific.

Having posed the design issues, we might ask 'a few questions about the
enterprise, per se. Why bother with such -an effort? There seem to be a feW,good
reasons. First, if we could actually build a Sensible model, we could directly
simulate the results of proposed instructional procedures. The potential value of
such instructional "pilot plants" is that they could replace the extensive field
testing Of instructional variations that we are presently forced to use. But except
'in the most simple situations, we are not yet able to build such models, and the
worth of the enterprise lies in its firopaedeutic nature: it may give us an
introduction to the kinds of things we still need to know. Several of the
comments by other discussants in this have raised the disquieting
possibility that we may have little here that is really new or useful. I think that
such arriew is unjustified, but the issue cannot- really be, addressed in the
abstract: we need concrete examples of what we are talking about. Thus, the
second reason for:attempting.to raise some design issues is that the-exercise of
constructing a model of learning from instruction will- provide us with, such
concrete examples.

Another general question that we can ask about tlie.design of a MOLIM is
"Who cares?" Who might benefit from such an exercise? It seems to me to be
premature to claim that either instructors or learners (at least as traditionally
conceived) could benefit much from thinking about the design of learning.
models. The payoff, at present, 'appears to be for the people who fall into the
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intersection of the categories of instructional designer and cognitive psychol-
ogists. The contributors to this volume were selected because of just such a
blend of interests and skills. Their answers to some Of the questions I have raised
are implicit in the work they' have presented in previous chapters. Perhaps other
"learning engineeii" can, in reaching their own answers, begin to apply and
direct the, kinds of basic research that are,_ required to further our knowledge of
both cognition and instru,tion.
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mance, Language acquisition
Grammatical complimentarity, 293
Group generator, 204-206,329

H

HAM, 142 -144
Habit, 323 .

Heuristics, 276-277

'Illiteracy, functional, 269-270
I11-structured problems, see Problem solving
Iniagery in mathematics, 236
Imitation in language acquisition, 20
Implicit negation, see Negation
Impression formation, 161-176

inconsistency during, 163
Impulsivityreflectivity, 36

see also individual differences
Individual differences

in language acquisition, 8,22
in language competence, 8
statistical analysis, 31.33

Individualization, 321
and task analysis, 113-114

Independence of cognitive processes, 23-48,

sources of dependency, 35
Information, role in language acquisition, 17
Information processing

definition, 64-65
and task analysis, 63-80 .

Information network, of BM 85-89
Initial states of knowledge

description and diagnosis, 308,312
see also Expertmivice distinction,

Knowledge
Insight, 58,59,319, see also Meaningfulness
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Instructability, 52,62,307
Instruction

cognitive theory of, 117-120
in cognitive skills, 238
definitions, 3-5,51,318
in difficult contexts, 291-299
in foreign language, 4,7
role of generative concepts, 217-220
theory versus design, 118
see also Alaptive instruction, Tutorial

method
Instructional design and cognitive

psychology, 303-316
Instructional examples of negation,

260=262 -

Instructional goals, 123-159
Instructional growth, 223-234
Instructional implementation, 310
Instructional means, 120,321-323
Instructional objectives, 123-159
Instructional relevance, 52,61
Instructional sequence, 224-225
Instructions

containing implicit negatives, 255-262
comprehension in everyday situations,

268
oral versus written, 270,274-275,322
simplifying and clarifying, 283-284
see also Comprehension, Understanding

Internal components of verbs, 178-183
Invariance, 210 -217
Invention, 76
Isomorphism, 271,282'

J

The jump problem, 190-192

K

Knowledge
acquisition, 238,245,313-314

of abstract concepts, 197 221
during impression formation, 161-176
underlying cognitive capacity, 197-221

diagnosis of initial states, 308,312
event concepts, 210-217
generative linguistic, 201-203
objective, 118
origins versus representations, 298

352
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Knowledge (contd.)
partial

in language acquisition, 11
in task analysis, 53,62-63,73

prior
in language acquisition, 11
of results; 275
in task analysis, .55 -58

relation to performance, 119-120
for solving problems,136-149
structure, 321,325
transmission, 119
and understanding, 277-282

L

Language acquisition, 4-21
behavioral theory of, 12 -15
by chimpanzees, 14,19
cognitive-- theory of, 15- 18
by exposure, 4
of foreign language, 4,7

CAl program, 99-106
generative knowledge, 201-203
by imitation, 20
individual differences in, 8,22
by internalizalion, 4
models of, 8-21
naive theory of, 9-12
of native language, 4
representation for-verbs of posession,

180-183
see also COMpetence and performance

Language acquisition devide (LAD }, 4',
Language learning, see Language acquisition
Language skills, 4-22

defined, 4
in foreign language, 4,7
in native language, 4
models of learning, 5-21
see also Language acquisition

Learner-controlled instruction, 106,318,
321

,Learning
cognitive theories, 110-111
definitiot3,319
as distinct from performance, 329
facilitating conditions, 309 110
how will it change time learner, 327
by modification of schemata, 184-190
as problem solving. 325-326
of serial patterns, 115

3

Learning (coptd.)
strategies in, 114-115
when should it occur, 327

Learning hierarchies, 55-58
Learning to learn, 78-80,194,287
Linking science`between psychology and

instruction, 303-305

M

Matching to determine isomorphism, 282
Mathematics

arithmetic, task analysis, 54- 58 :65 -70
fractions, 125-135
generative concepts, 2007201
geometry, task analysis, 58759,135-150
task -analysis, 51-80

Maximal rate contours, 90
Mayonnaise problem, 185-186
Meaningfulness, 145-149,319
Measurement, 76, see also Matkinatics
Meddling, 119
Memory

external, 265
recognition, 161-176
reconstructive aspects, 174--,
representation in, 177-194
restructuring of in impression formation,

173-176
see also Representation, Semantic

memory, I'M .

Mental computation, 127
Mental processes in sentence

comprehension, 245-268
Metaphor, 281-282,322
Modeling, 119
MOLIM (model of a learner in an

instructional mode), 325-331
Monster problems, 272-275,2782-279,

288-289,297
Motivation in language acquisition, 9,16
Motor skill, 322
Move operator, 273-274
Muddling, 119

N

Negatives
applied to quantifiers, 255
denial, 251-252
implicit, 255 -26(1
relative difficulty, 267



.

Negation
representation of, 246
scope of, 251
in sentencecompletioril. 263-264
time to process, 247

Nominal" concepts, see Concepts
Noviceexpert distinctions, see

Expect novice distinctions

0 c

`Optimal control theory, 91_
Optimization of learning, 81-107,312,

321-322
for class performance, 96-98
in German vocabulary learning, 100-106
for individual students, 93-96

Optimal sequencing, see Optimization of
learning

Oral communication, 270,322

p

Pattern recognition, I 37-139,144-145
Perceiving affordance structure, 212-217
Person perception, 161-162,238

PPLANNER, 142-144 ,
.Planning, 236
Practice; 323

in language acquisition, 11, 17. 99-102
as 'means of strengthening SR bonds, 54

Predication, 246
Praxis, 119
Problem solving, 319,326

course in, 239-242
evaluation of effectiveness, 239-242

knowledge required, 136-149
well-structured versus ill-structured,

3 277-278,280,288-r289,317
Problem-solving skills, 88
Problem space, 271
Process-structure distinction, 327.-128
Production systems, 22,142,144,329

for performance p'annnars, 7
Productive thinking, 58-61
Professionals, see Fxrert performance
Propositional networks, 139-144, see also

Relational networks
Propositional representation of sentences,

246
Prototypes, 203,228, See also Stereotypes
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Psycholinguistics, 3-22,245-268,321
Psychology of instruction, 305-311
Puzzles, 278-280

Q

Question answering, 153-158.

R

Rational task analysis, see Task analysis
Reading

computer assisted instruction in, 89-99
tests of individual differeni:es, 31-33
tests of process independence, 30-31 -

Reading comprehension, see Comprehen-
sion, Verbal comprehension tests

Reading comprehension tesli, 265-266
Recognition of relations, 137-139
Reinforcement, 309

in language acquisition, 11,13,17
Relational networks, 145-149, see also

Propositional networks, Semantic
memory

Relevance of curriculum, 317
Representation, 272-273,278,314
'cif concepts as procedures 125-135
description of, in UNDERSTAND, 274
of fractional quantity, 126-135
of information extracted from sentences,

246-251
via schemata in mmory, 177-194
of thematic information, 265-266
for verbs, 178-183

Rewards, see Reinforcement
Rote learning, 177
Rote proofs, 146
Russian, computer assisted instruction in,

100

S

Schemata, 161-176,203,230,238
and memory repre'sentation, 177-1'94
modification of, 184
selection, 184
structure, 183-184

Science of design, 304-305
Secipe of a negative, see Negation
Second-language learning, see Language

acquisition
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Self-modification, 326,328-329
Semantic knowledge, 278-280
Semantic memory, 111,125,272
Semantic networks, 150-153,178-182,

- 229,319,326,328
'Semantics in algebra word problems,

280-281
Sentence completion 'tasks, 262-265
Sentence-picture comparison, 247-249,

287-288
Sentence representation

affirmatives and negatives, 246
embedded clauses, 251-252

Sentence verification, 246 --255
Sequential processes, 112
Serial pattern learning, 115
Set theoretic representation of fractional

quantity, 130-135
Similarity to stereotype, 164-174
Simulation, 325.
Skill, 5-8
.Spatial representation of fractional

quantity, 126-135
Stages of competence, 53
Stereotypes

assimilation to, 170,229
..as schemata in memory, 161-176
Sternberg's additive-factor paradigm

description, 24-26
generalization of, 26-36

Stimulative therapy in aphasia, 294-295
SI M. (Short-Term Memory), 274-275,329
Strategies, 328-329

irf learning, 114-115
in understanding, 281-282; 285

Structural networks, see Active structural
networks, Semantic networks

Styles of interpretation, 285
Subject matter

addition, 71 -72
algebra, 280
arithmetic, 54 58,65-.72
art appiet iation, 298 299
calculus, 236
computer progamming, 82-89,190-192,

285
cooking, 18.5-190
foreign languages, 106
fractions, 125-135,237
geography, 320
geometry, 58-59,135-150

Subject matter (cored.)
German, 99-106
problem solving, 238-242
psychophysics, 150-157
reading, 30-34,89-99
riviting, 224-228
Russiin, 100
second language vocabulary, 99-106
subtraction, 69-71
writing, 283

Subtraction problems, 69-71, see also

mathematics
Syntactic analysis of instructions, 271

T

Task analysis, 311-312,319=-321
definition, 51-53
in additive factor paradigm, 24-25
empirical analysis, 68-72
Gangne's contribution, 55-58
history, 53-63
and individualization, 113-114
information processing approaches, .

63-80,125-159
in instructional design, 51-80,109-115
in mathematics, 51-80,125-149
Piaget's contribution, 59-61
rational task analysis, 65-68
instructional relevance, 52-53,61
satire of', 321
and subject strategies, 114-115
Thorndike's contribution, 53-55
Wertheimer's contribution, 58-59

Task sequences, 55-58
Teachability, see Instructability
Teaching

routines for, 72 -78
of understanding, 284-285
see also Instruction

Testing, see Evaluation
Time spans in attaining competence, 313
Transformations, perception of

shape of nonrigid objects, 212-213
shape,of faces; 213-217
tea-making event, 217

'Transition matrix, 103
Tutorial dialogues, 07-190,320
Tutorial method

in computer assisted instruction, 87-89
Socratic, 227



U

UNDERSTAND computer program,
269-284

Understanding, 58-59,118-119,269-285,
287-289,319

criterion Of, 271 ,

different styles of, 281-282
nature of, 270-277
puzzles, 278-280
theory of, 271-274

f

Q
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Understanding task instructions, 269-285,
317

Verbal comprehension tests, 247,263-265

VV

The white-sauce problem, 186-190
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