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N - ADSTRACT

Leal, Ralph A, A PAIMER bn ARTIFICIAL INTEZLLIGENCE. New York, 1974,
. i - T

. )
] . ’ .
. Artificial intelligence has been .definad. as "the totaliiy of ' }
attempis to make and understand nachires that are able to perform
Al tasks that, witil recently, only huzan beings could periorm, and -
to perform them with effectiveness arnd speed comparable to a
huran.' «anorgl, 1969) L - ( .
Although ‘the field has many divisions and subdivisions, the mgst
important work can be classified inio four areas: (l) Game Playing;
. (2) Problem Solving; (3) Paute*n Recoznition, and (4) Sémantic
Information Processing '

Attenpts to understand the tasic.requiremenis for the construct- .
»ion of an 'intelligent' rachine have led té exploration of ;the
physical functioning of the brain. The most famous theorem in this
area”is the McCulloch-Pitts Theory of Formal Neural Networks.,

An understanding of thougnt processes is also important to the _
artificial intelligence field. Nicolai Asomov, of the Institute of s
Cybernetics of the Academy of Sciences of the USSR‘ Has proposed a . ‘
general model of a human Tteij 3 vhich has three types of programs: n . CoL

~ one for himself - for self-—preser\rauloh- one for stock - -the repro- -
< ductive instinct, '2nd’ oMe-for species - the programs of soc1al

: behavior. - . ,
The Englxﬁh mathematician A,” M, Turing, a firm heliever in the
v possibility of creating ¥¥tificial intelligence, has summarized the
- objections to that possibility in an article entitled 'Can A Machine
" Think?' Among the objections we find are: (1) the theologicaly (2)
3 the heads-in-the-sand; (3) the mathematical; (&) the argument from

1%-‘ conscioé;ness, (5) the various disabilities argument; (6) Lady Love-
« . ' .lace's gument' (7) the argument froa contlnulty in the nexrvous "
" system; (8) the argument from infocrmality of behavior, and (9) the

argument from extra-senso*y perception., y

" Heuristic seérch‘fz a nathenmatical process used to move from an
- initial state to a desired state using a repertoire of actions when ‘
the sequence of steps is not exactly known., Donald kichie believes .

that this process offers goed payofi possibdilities for future research

in the AI field. ) . Co.

A number of programming languzges, characterized by their ability
to d¢ list processing and symbol manipulationy " have been developed to .
assist AI researchers. Tae loci For the creation of these languages
have been the Massachuseits Irstitute of Technology, Stanford Reseatch

Inotitute; and the University of Edinkurgh.

Desplte the raging debates 1n favor and uﬁaln 5t the possibility that
'thinhlnﬂ machines' may te constructed, we must conclude that not all
the evidence is yet in, and lean - very tentatively - to:aras ‘the
posttive ide of the argunent, .

°. 3 .
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o ) ‘ INTRODUCTION

~
.

- In 1945, ‘Dr. Vannevar Bush wrote an
- ’
Monthlx which has become a classic in the field of information science.

article in The Atlantic

In that a.rti é’i,’ Dr. Bt{sh foresaw & world in which man's quest for
/ P - , - . . B

- “, L B
d be tai;lored to imdividual needs through the use of
- 'association ltrails' stoged in each person's home library - ‘the i!emex. ‘

icle, reaching boldlzy into the Future, he wrote:
In, the ocutside world, all forms of intelligence, - .
: whether of sound or sight, have been reduced to : -
- the form of varying currents in an electric .
circuit ir order that they may bé transmitted.
Inside %h'e hunan frame exactly the same sort of
process occurs. Must we always transform to . ‘.
mechanical movements in order to broceed from
one electrical phenomenon to another? 1

, The September, 1974 issue of Computer Decisions describes research

' currently underway at the Stanford Rése'arch Institute in the following

terms:

" Imagine, if you can, a computer installation with
none of the input devices You're used to, No .
card readers, tape readers,.crt terninals or tele-

. typewriters. Instead of all this cumberscme and
; inefficient hardware, you've got a special helmet.
. You will enter data directly from your brain into
the computer. 2 )
! - )

We have chosen the above examples to introduce the subject of -our
+ > -
research paper - artificial intelligence ~ because they are illustra.

tive of the advances which are possible in the various fields of science

»

Y

% l. .Bush, Vannevar. "As We May Think." The Atlantic Monthly, July
. 1945, p. 108. (See Appendix D.)

§

»

%’2'. "Direct Brain-to-éomputer Interface On The Way." Comouter Decisidns,
September 1974, p. 13. (See Appendix B.)

¥ Ausilable in '\arg@ L brorves
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within the span of three decades. What Vannevar Bush referred to as

N

" a "... suggestive thought, but it hardly warrants predlctlon without
1031ng touch with reality and 1mmed1ateness ..." 3 in 1945 is already
belng tested in a Californla laaoratory'ln 1974.

The subject of our study has suffered attacks by a number or//
respected members of the scientific communlty, who have put forth
powerful arguments to demonstrate that the very concept of artiflcial
«’iﬁtelllgence is bizage and underserving ‘of serious consideratlon. In

the follow1ng pages e will attenpt to present an unbiased and compre-

hens%ve plcture'of an evolving field.
N

- o

3. Bush, .Vannevar, loc. cit.
< ' o e
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DEFINITIONS

)

Donald G. Fink, in his Ccmputers and the Human Mind,

— “#ines artificial intelligence in the £ollowing manner:

(a) The ability of machines to organize infor: v
- mation into meamingful patterns; ability to <
- ~  recognize, store, recall, and mahipulate such >
: patterns in playing games, solving problems, PO
’ " answering questions, et¢., and in vontrolling =~
: the actions of other mechanisms; (b) the ability - -
] ' . of a machine to adapt to its environment, parti- -
v - . cularly to respond to patterns of stimulation not  -- --
explicitly foreseen in its design; (c) the cbser< =
) : ved performance of such machines as measured by
K . Ccomparison with, or im competition against, human -
. intelligence. 4 . ’ ) o

. Ranan B. Baneriji, in his Theory ig::f_ Problem Solving." An )
Appfoach to Artificial Intelliéence, puts forth the folléwﬂmg defini-

tion: ~

The field commonly.called artificial intelligence -
may, perhaps, be described as the totality of . .
- attempts to make'&nd understand machines that are .
) able to perform tasks that, until, recently, only -
— - human beings could perform and to perform them . )
——Wwith effectiveness and speed comparable to a human. -
— (Italics his)t¥ 5 :

\ . -
Philip C. Jackson, Jr., in his Introduction to Artificial Intel-

ligence, defines it in these temmsy

"Actificial intelligence™ is the ability of machines -

' to do things that peeple would say require int‘elligence.“ 6

| g
- N . . 1 . v"\

j
4. Fink, bonald G. Cocmputers and thé %’Eﬂ Mind,~p. 225, B
[ ’

5. Banerji, Ranan B. Theory of Problem Solving, p, 1.
\ -
! 6. Jackson, Jr., Philip C. Introduction to Artificidl Intelligence,

p. 10 . i

I a v 4
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Hubert L. Dreyfus 7 has written that, although the field has
rany divisions and subdiyisions, the most important work can be
Cclassified into four areas: B N

l. Game playing

>

- - T2 Probglem, solving~ - o E : .
b .. 3. Pattern recognition
4. Semantic information processing = . . ’ U

. The first series of efforts attempt to 'teach‘ mach:mes to play
such games as checkers, c.hess poker, etc. w:Lth a level of proflciency
approach.mg that of an interested adult. The second set of efforts :

:mclude training in the solution of mathematical l’ogical and othe.r
s .
types of problems. The third group, {enex:ally usz.ng supporting tele-

vision equipment, seeks to create the ablllty to dz.scrlminate among

-
s:.nu.lar visual or auditory patterns Fmally, in-the fourth category
we find effort;s at macHine trenslation of foreign languages, as well

as’ programs that answer a variety of questions on vexy glearly—-delim:.-

1

ted flelds. ’ __,'__.., -

' - 0

Professor Frank George, of the Department of Cybernetlcs at

Brunel UnJ.vers:Lty‘, Ras defined the basic problem of artificial

-~

J.ntelllgence in these ter : 4 s

The basic problem of artificial intelligence .
is as to whether or.not machines (i.e. arti-

! . ’ ’

7. Dreyfus, Hubert L. What Computers Can't Do, p. xoriii.-
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() »
. ., ~ - )
S " ficlally comstructed syStems such as digital °
- gomputers) can be made to "think." Thé pro- - N .
- _ - Dblem is partly a semantic one, since the word ..
' "machine” and the word "think" both present e

. L definitional problems, &nd we could clearly
N define both éerms in such a,way that machines
. Could obviously think or could obviously not L . v
think as the case may be. 8 N .

N

* The next section of our paper will present a brief analysis of

L " the vork which has been done in seeking to link the brain, thought
processes, and artificial i;ntell.ige;z;:cg. . ) - ‘ ’— o ,

’ - L4 - A

‘ : : ‘.
N Lo f ‘
. { /
& " ¢ B -
H p; N
~ il -
- Y
’ . ¢
4 LR 4 “I
4 ! s
8. George, Frank. "What Is Artificial Intelligence?" Data ~
Precessing, September-October 1972, p. 328,




THE BRAIN AND THINKING

- g

In his very penetrating articleg "The Brain Considered As

. a Thinking Hac"u.ne," Dr. William Feindel wrote: | l o s
4 v
ees the ﬁuman brain has certain critical ad- )
~ / vantages over these electronic devices. .o .
“‘ is far more compact. An electronic brain 2 )
. " having as many as twelve thousand million
: thinking units would take up an enormous -
) volume, -Even if mnlatur:x.zec{, at the very i T
best an electronic brain would ‘be comparable c v
in size to a very large government grain _ . - )
o elevator. The lman brain uses a very small .. - . —_—
e "~ amount of electrical energy, something betw ] .
' ween ten and twenty~-five watts. Furthermore, . :
it is portable and ccmes with a llfet:n.me
arantee! -9 i : ' ;
K gu eet . Co . “
,Concern w1th the bwaq.n and thin.-c:l.ng goes back to’ anthuz.ty, but
o 3
it is only in recent: t.unes that scient:.sts hve beg'un to attempt to

-\

develop a theory which mght he applicable to computers. The most

=
Famous thborem in this area is called the Mg:(.‘c.\lloch-Pitts Theory of-

. S e,

- »

Formal Neural Networks, and 1s explained by John von Neumanh in (}}15

"The General and Logical Theory of Automata in,'the following terms:
The functioning of a formal neural network

may be defined by singling out scme of the

inputs of the entire system and some of its |

- Lo outputs, and then describing what -original

stimili on the former are to cause what ul-

timate stimuli on the latter... Any function-

ing which'can be defined at all logically,
strictly, and unambiguously in a finite number

of words can also be redlized py such a Formal -
neural network. 10

. 1
. -
- .

~ -
4 »

9. Feindel, William. "Thes Brain Consjdered As'a Thinking Machine."
" in Memory, Learning, and Language, p. 22.

10. '.von Neumann, “John. "The General and Logical Theory of Automata.
in The Vorld of Mathematics, Pp-. 2089-2090.

~

\?@
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Mortimer Taube l?' quoées Warren Weaver s explanatlon of the

"

theorem by stat.mg that it is theoretlcally possible to construct a
robot which éould deduce any Jegitimate conclusz.on from a flnite set
of premises, provideq that the construction included a set of: regene-

rative loops. : e

¢ Iu:'bib,,\l2 who has been strongly influenced b{ the ideas of Warren e

McCulloch, analyzes the problem from two distinct ‘angles: what he has

termed’ the artiflg::l:al :mtell:Lgence approach and what he c:alls the
brain theory approach.A He dlstlngulshes between the two approaches “
by stating that the fdrmer 1s based on carrying out operations on data
Whlch J.S passively stored, while the latter emp size o p'arallel
activity of a multitude of operations. This second approach is
referred 'to as "... dlstrlbuted action-oriented compu’cat:non in layered
somatotopically organiz?ed machines,n 13 ' -

Nicolai M. Asomov, of the Thstitute of Cybernetics >of the \
Academy :of seiences of the USSR is the author of an’article entitled

bl !

"SJ.mulatlon of Thinking Processes," which appeared in the book

sive Systenms. 14 Asocmov belleves that simulation or model:m of
Purpo g

“(‘J’ﬁ.m:ing is necessary for studylng human cogm.ta.on, for creating

artificial intelligence, and for developmg models of human interaction.

A
h '

)

' -ll. Taube, Mortimer Computers and Common Sense, p. 19

"12. Arbib, Michael A. The Metaphorical Brain. New York, Wiley-
Intersc;Lence, 1972 P AL ) '

13. Arbib, op. cit'.‘, p. 5.

14.° Asomov, Nicolai M. *Simulation of Thinking Processes." In
Purposive Systems. New York, Spartan Books, 1968.

11 ,




8
He proposes a general model of a human being which can be represented

by an automaton having three types of programs ‘one for himself ~
for self-preservatlon; one for stock - the reproductive instinct, and
<

* one for spedies -~ the programs of social behavior. He goes on to

state that six programs determine human behavior. They are. <.

1. 'Program of bodlly feeling - long perception and :
. proce551ng of information from the body. oL

2. Perceptlon of cuter 1nfluence and recognltion

of models of meaning and qualities of the sur-

' : - rounding world. r‘\\

Program of actien - 1mpart1ng of energy and infor- |
matlon to the surrounding world. : )

Fd 3 ) !

4. Program of speech.

) 3.

L 2

"5, Program of consciousness.,
N L4
6. Program of creativity and work. ‘15
', P
Clearlyy if an autcmaton could be constructed and programmed with

the above list of attrlbutes, we could categorlcally state that we have

Unfortunately, we are far from“

*

achieved 'artificial 1ntelllgence.
having arrdved at that point.
T In. his principle of compllcatlon in reproduction, von Newmann
' felt that beIOﬁ\a certain point, if automata'could reproduce, they
: would only be able’;o nake less complicated machines than themselves.
Above that p01nt, and at least conceptually, it would be possible for

automata to treate higher entitijes. 16 : .

s, Asomov, op. cit., p.41.

a

1s. von Neumann, op. cit>, p. 2098.

4

- \ g
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Herbert: .f\nscnutz, in an article entitled "Prospects for the

¢ ]

Development of the Psychocyoemetics of Intelllgent Behavior, " also

found in Purpos:.ve Systems, writes that- cyoernetlc:Lsts make use of

three basic disciplines:’ mformata.on theory, the theory of control,
and automaton theory, and that kpo-vledge about structure can be
largely replaced by }cnowledge absut functlon, .. agput the behav.lor

of the black box over an abstrac" set of states. 17 % - ”

"He further states, oo wWer have found that every data:%bocessing )

~

system, ::.nclud.mg theé human brain, is subject to a generalized

-
’ *

combination of ’ Information theor-y and the theorx&of automata." ; w«@

'We have dlscerned two pr::.nc::.pal pXoblems connecte¢ with the

RS RS

.

area of the brain and thougbt processes. FJ.rst, despz.te in{;ensive
reseaxch, little is known of the way :Ln which the brain func:tJ.ons in

<

physical terms. Second, although it is poss:.ble to postulate a

Sopte e gAY A VY

et

series of requirements for the creation of artJ.f:Lcs.al intell:.genc;e,

}\‘
‘-

NS
IS

the brldge between concept and construction has not been established,
e T
exc:eptt for some minimal examples wh:Lch we will examine beldw. L

C "In our next sect:.on we will consider a series of arg-uré.nts

-
-

.

presented by- AM. “furing in nega._.we response to the guestion "Can

. Machines Think?" o N ' )

-

T 17. Anschutz, Herbert, in Purposive Systems, p. 113.

18. Anschutz, op. cit., p. 117.
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‘.

x

. of the players except through their printed r@%ponses. Turlng .

against the possibility of such an occurrence. We have chosen to

CAN MACHINZS THINK ?

A. M. Taring, the British mathematician and logician, must
V4

be credited with two significané contributions to our field, both of
19

.

which are found in his article "Can A Machine Think?2"
The first contribution, which has come to be known as 'Turing's

test,! is a"positive one. The author suggests that one way in which

Fa

artificial intelligence could be tested world be through what he calls

o,

"The Imitation Game.' The abject of the game, which is played by .
three indfviduals: a man (a); a weman (b), and an interrogator (c}
who may be of either sex, is to eneble the'in?errogator to determine

the sex of either of the other two players.' The rules of the game

call for (a) to try to get (c) to make a wrong identification, and

for (b) to try to get (c) to make a rlght 1dent1f1cation. (a) is
free to lle, but (b) must always tell the truth. 'The players are

physlcally separated, so (c) .cannot gé&n any in51ghts into the sex
4

’

~

suggests that if a machine could be designed and programmoﬁito success-

¢

fully'play the role of (a), it could be credited with possessing what

v

he defines as art1fic1al intelligence.

Turing's secohd contribution, although coucbed in. negatlve terms,
~ > %

is also a positive one. As a bbl;ever in art1f1c1al intelllgence,

- . {

L

Turing sought to marshall the,arguments which had been put forth

" summarize these arguments.

.__L ' B
A3 .

.19. Turlng,[A. M, "Can a'Machine’ Think?" in The Viorld of Mathematics,

pp. 2099-2123.

5
, ‘e
.14 :
. . .

4
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machine cannot be said to think until it composes a sonnet or writes

11 )

'

The theological ebjectior. This argument states that thinking
is a function of man's” immortal soul, glven to him by God. Therefore, .

no animal or inanimate object can think,

The 'heads in the sand’ abjecta.on. Inasmuch as the consequences

of machnnes thmklng are too dreadful Tet us not conSJ.dar the poss::--‘L

s
. )

bility and fervently hope that they never w:r.ll. o

The mathematz.cal object:.on. 'I'hare are a number of res.ults of
mathematical logic th.ch can be used to show that there are limta-
tions to the powers of discrete-state mad'u.nesn The best known of
these objections is known as Go»del s theorem,zg and it shows that
in any sufficiently pow\azful logital system sta’igments can be formu-
lat *d which can peithar be proved not disproved within the systen,
unl -ss it can be shown that. the systen'l itself is inconsistent.’

The argument from ‘consciousness. This argument states that a°

@ plece of music and is conscious of the fact that it has done se.
The argiment from various disabilities. 'I’he form of this argue
ment a.llows for machines to perform a mumber of 'thinking' tasks but”’

suggests that thare ¥s one or. more tasks that a machine could not - " -

possibly perform. |
' LN
Lady Lovelace's argument. The most detailed Information available

about Babbage's Analytical . 'Engine comes from a memoir written by Lagy -

Lovelace, In this memoir, a classic in the field, Lady Lovclace states

.

20. Magel, Erriest and Newman, James, R. "Goedel's Proof.“ in The
World of Hathematics, Pp. 1668-1695,




p . . . N 12 -
that the machine.can do whatever we know how to ordar it to perform,
no more, no less.

\ . ) - ' .
The argument from continuity in the nervous system. Tbis

argument states that the nervous system is a continuous-, | rather than

a discrete-stata machine, \Therefere, no machine could hope to repro-

-

_ duce the worklngs of the nervous system. : .
The argument fnaa informality of behavior. It is not possible
to predict each and everyone of man s activities. Therefore, it is

" Inconceivable to-create a machine which could faithfiully reproduce
man;s.behaviot. ¢ i- ',4 %'-’
Tha argument from extra»sensory perception. Since we must acknow-
ledge the existence of such unexplained phenomena as telepathy, clalr-.

voyance, precognltion, and psycho-kines:.sz ve cannot’ poss1bly expect

.o -
PR

' . machines to account for these things.® ] I

-

»

Clearly, the arguments preSented by;Turing constltute a powerful
. array of logic against the possibility of artificial intelligence;
The reader is urged to seek out the reférence article to see how '
the author demolishes each, ahd every one of the arguments described

¢
above., ) . L

16 : s




P

Donald Michie is a member of the faculty of the Department
Qf Machine Intelligence and Perception at the University of Ii:d.i.nl:».z.rvgh,/~

one of the three leading places in the field of artificial 1ntelligence.

\
At a meeting of the Mathematical Society of the Univer31ty in 1970

P

Michie explained the development of a new technology, such as artifi- "

R T e

cial intelligence, in terms of three evolutionary stages, each of -

wnich overlaps or merges wzth the others over time. _“f

. .

- 5 + The first stageff technological development is the phase of ad o

- hoc innovation, ex ed by the wright brothers in the field of

aeronautics or Hatt in the development of steamépower The second
- ¥y o ]
‘ phase is the phase of formalization, that phase at which a new science
. - )

is born, thermodynamics in_the wake of the steam engineers, or aero-

‘.b dynamics in the wake of the fliers, or information and switching
; .

" theories in the wake of Marconi and Bell. The final phase is one of
stabilization\and.systematic development,.when.the researchers have
moved on to newer fields and the practitioners have arrived. |

Micliie believed that machine intelligence, as a whole’was in

headlong transit between phase one and phase two.

In the same article, Michie describes a class of problems which

are‘defined in the following terms:

Given: an initial state
a definition of a desired state
a repertoir of actions,

Find: a seéuence of actions which will transform the
' initial state into a desired state

~

21. Michie, Donald.. "Heuristic Search." The Computer Journal,
Februaryﬁ%??l, pp. 96- 102 .o

«

17

‘
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’ ~

: ) Michie believes tfrat in the future, heuristic search studies, at

1east w.i.th;m themonte.xt ?f artificial J.ntell::.gence, are likely to

+
> .

~ {’ <
,pay increased atte.ntion to dmsing automat:.c rethods of imposing .
classifica’clons on problem spaces. » The ob_]ect of thJ.s activity would
be to subdivide the spaces into region.s and to have a d:Lffe.rcnt :‘
- - SR
N - ,; - . a R /_‘ '
. . ) : S . S Tl
. - . i ‘ - -{':’ .
_ . ° ‘e
) ) ; R |
: , e ‘ . ",,,; \ N
:
v - f. .;,
. - '
22, Ibid. ’ -
s l ’
.
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PROGRAMMING LANGUAGES TN AL RESEARCH . .-

For more than a decade, the list processmg T

and svmbol-manipulatlon languages -~ such - 3
! . as COMIT, IPL,-LISP, SLIP (Bobrow and - % - - °7 e
: °  Raphael 1964) -~ have been the media for BT
alnost all AT achievesents.. Although the ol CTEe
effectiveness of, research with these langua- . 7} DT
__ges has improved dramatically due primarily - . &= o faT Ry
. to greatly expanded memory sizes and new TR DL sy
-, - interactive debugging facilities, the langua- - - =
- ges themselves have rema:me(i remax:kably T R 5:,.;_'e
ustable. 23-ka. oL s siee B T
The artlcle from which the above quote was extracted provides - -_",:,
VAT g eyl weha ST R Y
' a very useful Summary of some of the computer languages which have e
been utilized in AI resea.rch ﬁre have reproduced capsule descript:.ons -_ .

of these langqages for the sake of increasing reader awareness :m a ‘_ -

e~ . e

- . not-very-conmon field, Ceee T = LT -,
) ABSET is a programm.pg {anguage based on seU‘wh;c}; was developed“ BRI
] at the Um.vers:.ty of Aberdeen, dur.mg 1971. K _- «.' ) r ) '._ -
ECL is an extensible J,anguage system developed at Harvard in o
1972 for use with automatic programing. It offers }I combinatior; of
agreeable language sources, an :mterpreter for lJ.st é’tru.cture program o
) representatlon and various levels of comoiler. - * - ;._ ; :-' A_f'_;
i LISP~70 was developed in 1973, and is pased on the 'LISP system. | “

(Although the full system is not yet available, a prototype called
l:;:.ISPZ has been used in pattern matching and automatic rule maintenance.

PLANNER and MICRO-PLANNER, a subset, were written in LISP in 1972,
. . . ’ /
at the MIT AT laboratory. MICRO-PLANNER runs only onﬁthe,PDP-lO at -
0 > N ' M [} - . I

.' MIT, but transfer to other LISP systems for expérimental use is belng

accomplighed.
. J
y ‘23. Bobrow, Daniel and Raphael, Bertram. "New i>rogramning Languages
’ for Artificial In*elllgenc~ Research." Computing Surveys, ’

September 1974, pp. 153-174.




. 16

POPLER 1.5 is a prograrmatic language implemented as an e.xtensiou
. . - :

of POP~2, a system developed at the University of Edinburgb for . -.
resgarch in artificial intelligence..

~ o

QIISP/J.NTBRLISP are languages which were developed dJ.rectly from
Qad,

They elJ.m.mate the slow utility functions and la?j of debugging I

/. S
tools of that language. QLISP was plggy-backed unto, IN’I‘ERLISP and T T

both Were developed at the stamord Research Institute.

SAIL is a language pro_]ect of the Stanford Research Institute AI

Pro_}ect.

It is cons:.dered to be one of the most stable, debugged, and

. heav:.ly used of the languages in the article. It runs on a PDP-lO -
‘under the DEC 10-50 monitor. d e

.
. . - s )
- . -— -

> e

| SMALLTAIK is a language developed in 1973 which uses the notion

of classes as an interrogat:.ve mechanism The language enables a )
er to obtain™an answer from an J.nstance of a class w:Lthout know:.ng ’ i

vhether the’ data 13 stored or procedurally, developed.

¥ . The languages described in the article are characterized by their 't
ability to do list processing and/or symbol manipulation, and have

i been developed to 2aid AT researchers in their efforts to enable

computers to perform more and more complex tasks. o

\ . ot




This section refers the reader to a number of written

descriptions of experiments in which computers vwere made to play

.games, solve problems, translate sentences, or recognize patterns

o However, it must be understood that.the written word is a poor subs-

e

. titute for the excitement which pervades a computer installation when e

a program d.signed to accomnlish one or another”%f the above tasks is

[

. being tested for the first time or when it finally accompiishes the

%,

! : task it was deSigned to carry out

- . ~'. J

A general type of problem which AL researchers have attempted to K

solve is the situation-space problem. Briefly described a problem of

e

this type v... consists of an initial situation, a set of possible

. ’ situations, and a set of possible actions, together w1th a spec1fica~

»
.
é

tion of how the various situations can be produced from each other by

different actions, and the s pecification of a final, des1red situation,

or goal.% 24 . . - e

One of the best programs for solving Situation-space problems is

the General Problem Solver (GPS) program of Newell, Shaw, Simon, and

Ernst. The program uses descriptions of objects and operators -

sitdations and actions -~ and using a means—ends analysis technique:

P

—_— (a name given by the authors) proceeds as follows:

, 1. Evaluate the difference between the current
— situation and the goal.

2. Find an operator that typically lowers .the - 4
type of difference found in step 1. .

24, Jackson, cp,'cit., pe 72.

~

21
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3. Check to see if-the o operator found in step 2
' -€an be applied to tane current situation; if-
- it can, then apply it, else determine a
situation required for the application of T
- that operator, and establish it as a new L -
(sub) goal; they go to step 1. 25 RN

-

The program has been applied to many different simple problems, o

such as the Missionary-cannibals Problem, the Three-Co:Lns Problem, _“.-'-. ~~ .

e

.-

el Cmed meme o

. and the Tower of Hanoi Problem. ﬁowever, when the program was given -
the Seven Bridges of Konigsberg Problem, shown to be unsolvaole by -_ T "
E.uler in 1736, it tried 2g3in and again until it gave up. =

. Another computer progra:a which has achieved a mod::.cum of fame is
the checker-playing program written by Dr. A. L. Samuels, of the ) IR _
JInternational Business Mach..nes Corporat.lon. ,,Samuels taught the -_ 1.
computer how' to play checkers and to continually improve its game -
until "eee In August 1962, the computer took on Mr. Robert._i_v.\ Nealy, -
'a former Connecticut checkers champion, and one of’ the nation's ‘
foremost players,? anE’i Mr. Nealy lost. % . ‘ .‘

Other games for th.ch programs have been Written, with varying

degrees of success, are C‘ness, Nim, Go, Tic~Tac-Toe, _and BrJ.dg-It

Many of these games are available czommercially, and it J.S WOrthwhile

s o

for the interested reader who wants to explore the program implica-

tions to acquire a manual version and to seek to plot the proba)?il‘ S~

D ® -

tic alternatives of the various Zr.oves.

. Nilsson suggests that problem solving has two basic elements:

) ‘ A

.

25. ~Jackson, op. cit., p. 76.

26. Cot‘cl, Jr., Alfred J. The Search for the Robots, p. 199,

) ; /
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representétion and search. The first.element deals with the way in
which a problem is formulated, and Nilsson states -

The problem of representation is ccmmon to . .
any problem-solying approach, but unfortu- S
nately research in arta.flcial intelligence - - )
~ has not yet produced any general automatic . .¢ o
- method for skillfully formulating problens, . 27 ~..,‘ .,
The second element - search - deals with the steps used in : s 3

\S

'_. T e s

_En:riving at the solution of a glven problem. - T A

The poss:.blllty that a mach:me mght e able to perce.we its

surrotmdlngs ha.s interested AT reseanchers for some t..me One of the

"consideratlons in constructing a robot capable of surviving in the R .

real world 4 that 1t must have the capab:Llity to analyze 1ts envi- e

.ronment and to take the necessary steps to avoid mishaps. The ) '~ _‘ kS

field of pattern perception encompasses VJ.sual pattems, sound patterns, o

symbol patterns, and even reasoning patterns However, not all of - -

these segments have been explored '. o
Among the exercises which computersw %sually wa.th a television
. m ]

camera hook-up, have begn able to perform, ‘we find one in which the

computer is shown a series of a&rial photographs of brldges running

“over rivers and bridges n.tnm...g over roads, and each type is ident-

ified for the computer. Upon *ecall the computer has scored b-tter
than 80% in properly identifying the subtle dlfferences. -
One of the classical efforts in the area of perceptior} was under-

taken by Frank Rosenblatt, of the Cornell Universlty Aeronautical

-

» : \ , “
27. Nilsson, Nils J. Problem-Solving Methods in Artificial’
Intelligence, P+ 8.
7

r L v
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In his book'Semahtic Information Process.mg, Marv:.n Minsky provides

. developed in the field - - - '_' - *

» Waich 7,,, acc

20 ,

Laboratory, was a machine called the Peri:eptron. The first Percep-

tron was designed with the ability to recogm.ze the letters of the

alphabet The cczm::ercial aoo.ication of tne idea in ‘the form of

~”

OCR (optical cha.racter recogm.t:.on) will not esr‘ape the | reader. -'

[
~a

Semantic in.formation p:ocess:.ng is pnobably the a.rea of a.rtifi- -,;-_j. Se

detailed analyses of a number of prog:ams wh:.ch have been successfully v

t e Tuide Z -
b

IR ST mee

The first program disazssed in Iimky's wor‘c is Ber:tram Raphael'

octoral thesis, It describes tne development of a program named *—_ -

SIRASemantic Informatlon Retrieval in which "... an attempt (was
made) to bu:x.ld a memory struch:e that converts the in...ormat:.on 1t

'receives into a systematic, efficient representatlon ohe The system

.-.f.-__._.

-+sWorks by understand:mg the statements when they axe made, consol:.-n )

dating this understanding by adding to or modi...ying the network. 28

Danlel G. Bobrow is the author of a program called S’IUDENT, '

pts asg input a coc&:‘ortable but restricted subset of

0

English which dan be used to express a wide va.riety of algeora story

%
problems.h 2 . K

Space limitations preclude a more extensive analyses of the

-

myriad of Hrograms vhich have been! written in support of AI efforts.

28, Minsky, %—vin, ed. Semantic Information Processing, p. 4,

29, Minsky, Oop. cit, p. 135,

-
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) ( CONCLUSIONS

-

\

In his evaluat:x.on of conputer appl:.catlons in the fleld of -

- -

artiflc:Lal mtelh.gence, Donaid G. PJ.nk writes

S

Ve find that almest all the ‘qomputer appl:.catlons B .

. ) fail to qualify as "intelligent’” under (a) or (b)’
. S of the definition (see p. 3) - useful, yes, A
P : beyond fondest dreams of Eckert and Mauchly..:-.~ LT
- . Computers save time and tedium almost beyond -e.xi L e
comprehension, but mtelllgent in the sense of - B
- being able to answer questions not explicitly T i
v foreseen? Not proved for the great majority of - - ’ «
N them. 30 S — '_ ~ )

P Y

[

, Mind and Ccraputers, states

ship betmen B
/

«
e

cial

‘

)

And then. there was HAL, the computer in 2001l: A Space Odyssey ...

/

/
/

The/stage has been reached where the question
Can machines think?” is viewed as a projecti- - .
ve/test of perscnality. Those answering "yes" -
e described as ¥self-confident humanists...”
ose who refuse to admit the possibility of = -
inking machines are called "doubters, pess:.-‘
ts... 31 N - s

Hube/k-t L. Dreyfus the most outspoken of the crit:x.cs of artJ.fJ.-

-

:mt#lllgente says

ee. My general ti@sis will be that the field of
artificial intellfgence exhibits a recurring
pattern: early, dramatic success followed by

/ sudden unexpected dzfriculties. 32 - T

3. Jak_l, Stanley L.
32. Dreyfus, op. cit., p. ,cxx:.*i.'

F;mk, op. c:L’c., pp- 225 225.

"Brain, Mind and Camputers, PpP- 255 256. ,

-

C2y

] Stanley Jalé:. ip his very pen=-trating analys:.s of the relation-_ -

. Y
N
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'On a more positive vein, Jackson writes , -

e+ it may be possible for artificial intel-
ligence to greatly reduce the amount of human
. labor necessary to, oparate the economy of the
‘world ... Computers and AL research may play o
. an important part in helping to overcome the I,
‘ food, population, housing, and other crises ’
- that currently grip the earth ... 33

1 .

‘" The following lines from Locksley Hall, by Alfred, Lord

Tenr,xyﬁon, are representative of this author's feelings towards his

.. Subject:

-
- . AR

o ‘ﬂ% For I dipt into the.f&tzxre, far as human eye could see
. Saw the Vision of the world, and all the wonder that °
would be. o ' . - L meers

B S
e S

. ! - - A

"y

33. Jackson, op. cit., p. 398. - '

]
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Referénce Section, Science and TecHnology Divisien
Library of Congress, IO FH’St Street, S.E., Washmgton D C 20540 ‘
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ARTIFICIAL I\TELLIGEVCE .
. . quplled by B. I. Krgvitt _ L
B 73-4 ' . . o v «
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. SCOPE: Includes material on the technital and philosophical

January 1973

%

’

aspects of the question: Can a machine think?
_disciplinary nature of the topic is reflected by its

The inter-

'_appearance in the literature of the engineering sciences,

mathematics,

linguistics,
sciences. .

psychology and the biological
‘ - ‘

c-:9

" An introduction to the topic appears in:

Davis, Ruth M. Artificial intelligence,
11brary and 1nformat10n'sc1e1cn v. 1.
". 1968.¢ p 627-632. ~21006. E57’ Vertital file*

In,Encyclopedia of
" New York, ‘M. Dekker, .

SUBJECT HEADINGS under which books on artificial intelligence can be

located in the LC card catalogs include the follow1na

ARTIFICIA&;INTELLIGENCE (Highly relevant)
CYBERNETICS (Highly relevant) :
BIONICS. (Relevant)
CONSCIOUS AUTOMATA® (Relevant)
.. SELF-ORGANIZING SYSTEMS (Relevant)
. INFORMATTON THEORY"(More general)
MACHINE TRANSLATING (Related)
PATTERN RECOGNITION (Related)
' PERCEPTRONS (Related)

RS
D

BASIC TEXTS: .
S “ ‘M
Dreyfus, Huﬁgrt L.
artificial reason. New York, ‘Harper and Row, 1972.
Q335.D74 1972* , ¢
*
Flndler, N, V., and Bernard Meltzer, eds,.
and heuristic programming.
327 p. Q335.A787

4
-

*Avallable in the Sc1ence Reading Room Collection

" **Available in the Science Reading Room Microform Collection

3

!

What computers can't do: a critique of

259 p.

s
S

Artificial intelligence
New York, American Elsevier, 1971,




N L .
’ . .
[
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., \Q “
eigenbaum, .Edward, and Julian Feldman. Computers and thougﬁt
New York, McGraw-Hill, 1963. 535 p. Q335.5.F4=
! Jaki, Stanley L. Brain, mind and computers.® «New York, Herder
and Herder, 1969. 267 p. Q335.J3%
New York, Columbia

Taube, Mortimer. Computers and common sense.
Unlver51ty Press, 1961. 136 p. Q310.T33

ADDITIONAL TEXTS:

Yiener, Norbert. Cybernetics, or control and communication in'

the animal and.the machine. New York, J. Wiley, 1948. 194 p.
Q175.W6516* :
r . The human use of human beings; cybernetics’

and society. Boston, Houghton Mifflin Co., 1950.. 241 p.
Q175.W6517* -

v

Other books including material on engineéring cybernetics are shelved
under the following LC call numbers: TA166-168 and TJ212-225.

- HANDBOOKS, ENCYCLOPEDIAS and DICTIONARIES which contain information on
artificial intelligence include:

.

Translated from the German Lexikon
Manchester, Manchester U. P:;
Q310.L413 1968*

Encyclopaedia of c}bernetics.
der Kybernetik by G. Gilbertson.
New York, Barnes and Noble, 1968.

i

¢ Meetham, A. R. Encyclopaedia of lingﬁistics, information, and.
control. Oxford, New York, Pergamon Press, 1969. 718 p. ’
Q360.M35 1969* .

BIBLIOGRAPHIES:

Alum, Fazlul. Cybernefacs automaLlon, computers, control,
ergonomics, information’ theory, and machine: translatlon'
'a subject guide! Provisional ed. London, New Science
Publications, 1968. 110 p. .Z7405.C9A4*

Washington, Aesro-

Campbell, Alan. Bionics and bioc&be*netics
366 p.

space Technology Division, Library of Congress, 1968.
) (ATD report 68-77- 108-4)  2664.23.A2

Dutton,- John M., and William H. Starbuck. Computer simulation
models of human behavior: a history of an intellectual tech- .
nology. 1In Institute of Electrical and Electronics Engineers.,

Systems, Man and Cybernetics Group. IEEE transactions on systems,

man and cybernetics, v..SMC-1, Apr. 1971: 128-171. Q300.143

. .
. . N . .
v B
’ e
N ’
.




Gibbs, Katye M. - Bionics and related research; a report biblio-
graphy. Arlington, Va., Armed Services Technical Information
Agency, 1963. 177 p.. AD 294 150 Vertical file*
' 'J'Sweitzer, Dorothy I. Biological and artificial intelligence.
Pasadena, Jet Propulsion Laboratory, California Institute of ’
Technology, 1960. 185 p. (Astronautics information literature
search, no. 254) 27405.A7S9 Vertical file* ‘ ‘
’ . - Supplement. Pasadena, Jet Propulsion
Laboratgry, California Institute of Technology, 1961. 160 p.
Z7405.A789 Suppl.  Vertical file*™ ) R

> -

-

SELéCTED TECHNICAL.REPORTS:°

¢ . )
Illinois. University. Biological Computer Laboratory. Accomplish-
. Went summary, 1971-1972. Urbana, 1972, 275 p. AD 744 009**

’

Massachusetts Institute of Technology. Artificial Intelligence
Laboratory. Description and theoretical analysis (using
schemata) of planner: a language for proving theorédms and. _
manipulating models in a robot. Cambridge, Mass., 1972.

403 p., AD 744 620** :

’ Stanford University. Computer Science Department., Artificial
Intelligence Project. Project technical report. Stanford,

Calif., 1971. 1 v. AD 724 867** 1{/// . ‘
System Development Corporation, Santa Monica, Calif. Problem

solving and learning by man-machine teams. Santa Monica,

1971. 229 p. AD 729 070fi;///“*

STATE-OF-THE-ART REVIEWS and CONFERENCE PROCEEDINGS: ‘b
’ X / Hy,
American Society for Cybernetics. Purposive systems; proceedings
of the first annual symposium of the American Society for ’
Cybernetics. New York, Spartan Books, 1969, cl1968. 179. p.

Q300.A45 #

American Society for Cybernetics. Cybernetics and the management
of large systems; proceedings of the second annual symposiwumn /
of the American Society for Cybernetics. New York, Spartan
'Bogks, 1969. 264 p. Q295.A45 : .

¢

Awperican Society for Cybernetics. Cybernetics, simulation, and
' conflict resolution; proceedings of the third annual symposium
of the American Society for Cybernetics. New.York, Spartan
Books, 1971. 249 p.- HM136.AS8




T American Society for Cybernetics. Cybernetics, artificial S
intelligence, and ecology; proceedings of the fourth annual

symposium of the American Society for Cybgrnetics. New York,
Spartan Books, 1972. 333 P: Q335.A444 :

Internatidnal'Joint_Conference on Artificial Intelligence, 1st,
Washington, D.C., 1969. Proceedings. Bedfords - Mass,, 1969,
715 p.. Q335.5.155 1969 - S L AT T .

0y P . PR

e

Machine intelligence.. Proceedings of the Machine Intelligence .
Workshop. 1st, 1967--"- New York, American Elsevier. _Q335.M27

JOURNAL ARTICLES and other 1iteraturs on artificiil intélligenté are
. indexed primarily in the following abstractipg and indexing_se;vicesi 3

PR

" Computer Abstracts (1957-) Z6654.C17C64* -
- See: Artificial Intelligence (Section 4) and index -. - :°

I
o ..

Computer.G Control Abstracts (1356—)*
See{ Artif@c;gl Intelligence (Section 61.40). --. SRR

AR

Con - - .

- . .3 . ST, 3
Computer and Information Systems (1962-) QA76.I46*% ~ .
See: Artificial Intelligence (Section CA2)+and:index: .-

Engineering Index (1884-) Z5851.E62* ct
See: Cybernmetics - . .

QuarterI; Bibliograpﬁyjaf Compufers and DétaAP}oceséiﬁé (1971-)

QA76.Q3* ] _
. See: Artificial Intelligence . - - LT L ¢ e
Science Citation Index (1961-) Z74bl.287*: : 2 e
See especially Permuterm Subject Index (1966-) for entries
under Artificial Intelligence T

~

. .
Other indexes, listed here, should be used for an eéxhaustive search.
Only 2 limited return can be expected for the time spent. Directions
are generally given in the front of each issue. PR

Computing Reviews (1960-) QA76.C5854 % : .
Cybernetics Abstracts (1964-) Q300.R413* ‘

REPORTS and other types of literature are indexed in the following
guides: - R

Scientific and Technical Aerospace Reports (1963-) TL500.835* -
See: Artificial Intelligence . :
Cybernetics

.
. b4 7 .

Note: Consult reference librarian for location of abstracting and
indexing services in the Science Reading Room.
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overnment Reports Index (formerly U.S. Government Research
and Development Reports Index) (1946-) 27405.R4q513*
See: Artificial Intelligence .
Cybernetics

Rand Corporaiion. Selected Rand Abstracts (1963-) AS36.R284*
See: Artificial Intelligence .
Cybernetics /

PRIMARY JOURNALS that oftép coﬁtain(articles Trelevant to artificial
intelligence are:-

Artificial intelligence Q335.A785 ,
Association for Computing Machinery. Journal QA76.A77
IEEE transactions on information theory Q350.12
Institute of Electrical and Electronics Engineers. IEEE
transactions on computers TK7885.A1F2 g
Institute of Electrical and Electronics Engineers. IEEE
transactions on systems science and cybernetics (1965-1970)
' TA168.122 -
’ Institute of Electrical and Electroni¢s Engineers. Systems, .
' Man and Cybernetics Group. IEEE transactions on systems,
. man and cybernetics (1971-) Q300.I43_ '

~ .  SELECTED MATERIALS available in the Science Reading Room_vertical
file include: ‘ )

The age of thinking machines. Business week, no. 2200, Oct. 30,
1971: 90-92+ . .

Hamming, Richard W. The computer and the inteilectual frontier.
Computers and automation, v. 21, June 1972: 25.29+ g

, Kugel, Herbert C., Computer intelligence and general software
development. Software ‘age, v. 4, Oct./Nov. 1970: 14-15. )

Thring, M. R.- Robots in home and industry. In ‘American Society
for Cybernetics. Cybernetics, artificial Tﬁ%elligence, and
ecology; proceedings of the fourth annual symposium of the
American Society for'Cybernetics. New York, Spartan Books,
1972. p. 253-268. s

.~

’

Turing, A. M. Intelligent méchinery. In Machine intelligence 5;
proceedings of the machine intelligence workshop.  New Ydrk,
American Elsevier, 1970. p. 3-23. Q335.M27 Lo
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