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the app]ica’iion of a mnemonic t)echnique called the keywcrd method. Expeﬁtﬁents
with Spanish and Russian items showed that the method could be a powerful afd

in building and retaining a large vocabulary of foreign words. WY

Two CAI courses -in computer programming wére developed. The first pro-|
vided instruction and practice in the Algebraic Interpretive Dialogue (AID) |
language, and was used to investigate varlous optimization and individualiza-',‘
tion technigues, on the level of single problemf'as well as over entire
lessons. The BASIC Instructional Program (BIP) was developed as a vehicle for,
CAT research in optimel selection of instructional materieal by means of an '
internally stored curpgfculum description and a model reflecting the student's’ ,
changing state of knowledge.
‘organization are used to select problems in a dynamic way, as each is @imcth

skills. . N

Each project is discussed briefly, with references to the.publications .
that describe tk}e research in detail. )
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.| related to the content of the course, described as sets of specific programming ?
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S - ~SUMMARY '
‘/.—\ N

,This report summarizes the resedrch conducted at the Institute for

Y T, - . ‘
kMaghematical Studies in the- Social Sciences by Professor’ Richard C.

“R%%inson and his staff on ONR .Contract No. NOOOlk-67-A-0012-0054, August

LY

1970 to Juiy 1975. The central theme of the research is the improvement

[

of instruction, with reference to a theoretical framework of optimizatioen

of the learning process, and specific applications in computer-assisted

instruction (CAIL).

A theory of instruction is measured agaiﬂs% the followihg criteria:

F)

(1) a model of the learning process; (2) specification qf admissible

instructional actions; (3) sbgcification of instructional objectives;
_(h) a measurement scale that permits costs to be assigned to each of the

instructional actions and payoffs to the achievement of instructional

objectives. To thé extent that these four criteria can be féfmulated

[

explicitly, optimal instructional strategkes can be derived.” Four

projects, in two distincg_sﬁbjéct areas, were carried out with the

_purpose of appl&i. .tendiA§ the concept of a theory of instruction.

- Two projects Theed e ;xhé‘acquisition of foreign-language vocabulary

\ 1 4
~N L

‘items. The first (using German vocabulary) concerned itself with opti-,

. ’

mizing the computer-controlled selection of ite@s for study; where the
’ w'.

P
P

optimization criterion was -the number of items retaired on a posttest.

The bptimal_strategy deyeloggg was based on a mathematic¢al model of

'

vocabulary learning; the model is used to compute,'on a 'trial-by-trial .

basis, an individual's current state of learning. Based on these ‘com-
. B .

putations, items were selected to optimize the‘;evel of 1eerping

achieved at the eng of the ihstructional session.




"“\and application of a mnemonicvtechnique called the keyword me
technique requires the studeng to construct a chain of two linhi.betweeﬁ

the foreign word and its English translation. 4An audio link connects

r 1
4 [y

5

the foreign word to an English word with a simila{\jound (the keyword);—
. : " .
an imagery link connects the keyword to the English translation by means

items showed thet the method could be a powerful aid both in building a

on delayed tests.

Considerable research effort was devoted to two CAI courses in
AN ) o
computer programming. The first course provided instruection and practice

in the Algebraic Interpretive Dialogue (AID) language. The AID course

waslapzéttempt to epply instructional theory to a full Bcale curricqum,.

"’,dgfopposed to small scale experlmegtal s1tuations. “of major interest
was the ability of the CAL program to provide instruct%on end at the
same time to record precise, extensive data on student behavior. These

ed. T analyze various c(ptimization and individualization
~ . -
techniques, on “the level <f single preblems as well as over entire

. lgssens. co . N~

[ - [N

The BASIC Instructional Program (BIP) wav“"developed as a vehicle
for CAT research in optimal seleciion of instructional matenial by means
of” an internally stored curriculum description and a model reflecting

s
the student s changing state ‘of knowledge and skill. BIP s design 1is

very &hfferent from that of the AID course, spec1fically in 1its decision-
making mechanisms that present material on the_basis of the student's ol
. . ‘ / . . ‘ e
. ' / - 2 ‘ .
Qo . _ ) , 1oy
ERIC S
e - Lo .
. ’ ts

of a strong visual image. Exyﬁiiments with Spanish and Russian vocabulary

large vocabulary in a short time and in retaining the material for recall _

e




) concept-orlépted history rather than in a series: “of ordered lessons. A
.§ . .

student’s. h1story in the’ ATD course consisted of & record of correct and
‘\ H ',

incorreet responses to the problems in each lesson. In BIvaoth the

student history and the, curriculum organization are used in a fmich moxre

. . ) A

S dynamic way, as each is more directly related’to the content of the

course, deggambed as sets of very specific programming skildst

-t dl
" Our work in these four areas is outlined and discussed briefly in

tﬁe'present report, with numerous references. to detailed discussions in °

4

our technical reports and other publications.

. . 9 "

/ \.. ’ . . '
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\ ' 'Marien Beard, Avron Barr, Dexter Fletcher, and Richard C. Atkinson

d ; ' ” \
~.The Institute for Mathematlcal Studies in the. SocialASciences was
‘ . .g t“"k -

given research support under Officzg::/§7val Research Contract No.

A Y
3 i

.

A 2 ‘
Nogolu 67 A-0012-0054 from August thrélgh July 1975, to investigate
§ ’

' =3
techniques in computer-assisted 1nstruct10n (CcAI), particularly aimed

tgward the optimization and iﬂdividualization of instruction. Against

the background of a theory of 1nstruct10n work was conducted in two

subject areas: computer-controlled programs in seqpnd-language voeabuléry
. . ‘\- .

acquisition and CAI in compute ’brogramming, élloﬁing‘comparison of thg

gquite different models of learhing &nd optimization prbcedures appro-

~
N .

‘priate to each. , - ‘ §
Atkinson (1972a, 1975a) discusdses the factors that need to be
examined. in deriving‘optfhal instructional strategies, and identifies

the key elements of a theqry of instruction. The derivation of an
optimal strétegy requires that the instructional problem be stated in
. 0 :

e . - L) ‘ -
a form amendble to a decision-theprPfic analysis. Analyses based on

\ decision theory vary somewhat from field to field, buf the same formal

P d

ements can be found in most of them. Stated in a' general way, these .

» - L ]
The possible states of nature. -
hé actions that the decision makercan tske to transform the
s ate of nature. ‘

Ny

ansformation of the st%&e of nature that results from
tiono A ‘-, 4 .y

&




kL, The coét of each éption.

‘ 5; The return resulting from each state of natﬁre. o .
In tA; context of instruction, thege elements divide naturally\ nto .
threeigrdups. Elements 1 aﬁd 3 are concerned with é«descriptij;:of the ’

| 1earniné process; elements A and 5 specify the cost-benefit dimeqfions

of the problen; and elemeﬁﬁ 2 requires that the ingtructional aﬁlions

from which the- decision maker is free to choose be precisely specified.

For the decision problems that arise in instruction, elements.1

and 3 requife‘that a model of the learhing proceséﬂe ¥st. It is usually
!

- . , . .
natural to identify the states of nature with the learning states of the

L . . S

student.' Specifying the transformation of the,%thtes of nature caused
i . . . : { . X L oy R ) ) '
by .the’ actions of the decisgogbmaﬁe; is tantamoint to constructing a

4

-model of learning for the-situation under cons{,erati5n. The- learning

model will be-probabilistic to the extent that‘%he state of learning is
.o LTS p ' ) - 5

imperfectlylébsefvabie %r the transformation or the stdte of learning
. NCR O . . . . ) B N

‘that a given i hctiohal action will cause is not completely predictable.

. . The speciiy :tion}df costs and ‘returns in an instructional situation

tends teo be straightforward when examined on a shor{s- fs

[y

(eléments 4 and

<. '
—

term basis, Bﬁf‘virtﬁally intractable over the long term. For the short

4

. term‘one can assign costs andyreturns for the mastery of, say, certain T
. ) : o
L3

basic reading skills, but sophisticated éetgrﬁinations for the long-term

value of these 5kills to the individual and society are.difficult to

.

/.

!
make. There is amimportant role for detailed economic analyses of the

long~term infpact of education,\bdt such studies deal with issues at a
* ~ n. N N

. more globai level than we shall consider here. The present analysis

.
N -
N - . %

N

> > ' . * ) '




1 ’ ' L<\ LI ) . .
\ . ! . "_Vﬁ' . (
N 4 . [ ’
will be‘limited to those costs.and returns directly related to a specific
instructional stask.
'§> Element 2 is critical in determining the effectiveness of a decision-
theory analysis; the nature of fhis element can be indicated by an exémple.
e Suppose we want to design a supplementary set of exercises for/gp/;%itial .

reading program that involves both sight-word identification and phonics.

- Let us assume that two exercise formats have been developed,’one for

training on sight words, the other for phonics. Given these forﬁats, )
there are many ways to design an Qyérali program.z/A variety of optimi- ‘

zation problems can be génerated by fixing some features‘'of the curriculum K

> .

' and leaving others to be determined in a theoretically optimal manner. -/

/ ’
v, .

For -example, it may be deéirable}ﬁo determine how the time available for . ‘
.- instruction should be divided between phoniés and sight-word recognition,
* * A ) :
with all cther featuyres of the curriculum fixed. A more complicated

question would be to determine the optimal“ordering of the two types_éf
exercis§§ in additiocn to the optimal allocation of time. It would be
.easy 1o continue generating different optimization problems in this

. manner. The mais point is that varying the set of actions from which
¢ 4 . . 5
; the decision maker is freé tu choose changes the dec%giBn,problem, even :
'~ v ! . . ! //
though the other elements remain the same. -

~

7
.

Once these five elements have been specified, the next task/is ts,
derive thé opt%mal strategy for the lé@;ning model that beséidescribes
the sit@ation. If more than one learning model seems reasonable & priori,
then competing candidates for the optimal §trategy’can be deéﬁced. ‘Whén .
A theseitésks have been acchgiished, an experiment ‘can be desigﬁed to -

-

,determiﬁe which strategy is best, There are several possible directions




i

/ N

in which to proceed after the initial compérison of strategies, depending

/

" on the results of the experiment.

CRITERIA FOR A THESRY OF INSTRUCTION S

¢ ' P <

.'Our discusE;onrto this point ecan 5@ sum@arized'by‘list;néﬁfour
g Toe S »
criteria that must be 'satisfied prior to the\derivatxon of an optimal.. -

instructional strategy:
1. _Spécification of admissible instructional actions. |,
\ E \ 2. Specification of instructional objécfives.
3. A measurgment scgle that permits costs to be agﬁiéned_to each

' v Of the instructional actions and payoffs to the achievement
of iqiiructional objectives. - 5 g .

4. A model of the learning prffocess. . . oL -
If these four elements can be given a precise interpretation, then-it is

- ' . - |
generally possible to derive an optimal instrftional policy. The sblu-

tion for an optimal policy is not guaranteed, but in recent years some

powerful tools have been developed, for discq&ering optimal or near

optimal procedures if they exist. *&\’) : ' ,f
- '/

The four criteria listed above, taken in conjunction with methogs
for deriving optimal strategies, definé;eith;r a model of instrucgign or
// a theory of instruction.¢§WRether the term theory or model is used

depends on the generality of the applicg/; s that can be m;de. Much. of ‘
. - ~
‘thg work supborpgd by the contract hgs b:;zﬁconcerﬁed with the develoj—

. o Co . )
ment of speeific models for qpe01fic instructional tasks; hopefully, the
3 ‘ . v .

L , 14 ) - *
collection of such models w;lggprovidé the groundwork for a general theory
Pt . s> : s .
2 o . ¢/
- //ASf instruction. S ) . R
/ ., ot P ,

In terms of the criteria listed above, XY is clear that a model of

o .

theory of instructiqn/iéﬁin fact. a specigl case of what has come to bel

g :;/// T :
/‘ / ’ AN L.
= D2 T 4. A .
/ ' . Aaw . hd

)




7y

v
. . A
3 (/
-

»

2
% known in the mathematical and engineering literature as offtimél control

theory or, more simply, control thaA;;T:>Fhe development of control
ihebry has progressed at a rapi% rate both in the United States and

\abroad, but most of the applications involve engineering or economic
’ 4\ . .‘ - . - .
systems of one type or another. Precisely, the same problems are posed \

in the area of instruction except that the system to be controlled is

——
< I ) - L

the human learné}, rather than a machine or group ofJindustries;““To‘the~~v

v

extent tha{ the above four elements can bg formulgted explicitly, nethods

of contrcl theory ean.becused in de}iving optimel instructional strategiea.
o Lo ’ * ' .

’ . SECOND-LANGUAGE\MQCABULARY ACQUISITION >

c T P

Two projects involving second-language vocapulary were carried out R

under the contract. ghe first programs discussed here are based on

solid mathematicalifneor*es of simple learning %asks. 'In'pafticﬁlaf, "o

, ‘e ~
they attempt to optimize’ the memoriLation of translations of foreign N
language vocabulary icems by 1ndiwiduali21ng the sequence of item pre-
) " ~ Q c ~ - ., - /,’I
sentation. A dex uriptlou of ++uls 4nsrnu\tional situation as ‘a probabil-, _//

©
— .
L A Y

istic Markov process is used to derive an item sequencing algorithm that
R . . 'y
facilitates significant improVementﬁin acquisition rates. We also

‘

describe a mnemrnic mem.rizatrion technigue that we are currently explor-

. N . ) 1
. ing in copjunctic: wi*h ,tne second-language vocabulary studies.
~ O

An Experiment on Gptimal Saqugn01ng Schemes , - e t T

In this study & darge set of German-English 1tems are to be learned

~ 4 ~ A...-' o’

during an instructional session that inﬁolvea'a series of trials. On
: ‘ T, : BN :
each trial one of the Gennan words 1is preaented and the student atte

¢

to give the English traqala+1on the correct translation ig

~

sented for a brief otudy period. A.predetermined numb

¢ - ]
* . -

a | 8

.-t
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&

allocgted for'the instructional session, and after,some intervening
i ¢ Foe ;
period a test is administered ofer the entire vécabulary. The problem

. v,
is t6 specify a strategy for presenting items during the instructiongl
. N L4 ; 17 RN
session so that performance on the delayed testfwill be maximized.

Four strategies fé?ésequencing the instructionallmaterial will be

. . N o .
\considered. One strategy, designased RO for randon order, is™to cycle

through the set of items randomly, this strategy is not expected to %e N

particularly effective, but 1t provides a benchmaﬁk ‘against which to . o
evaluatesother procedures. A secoBd strategy, designated SS for self
selection, is to let ‘the student determine for'himself how best to . -

seQuence the material. In this mode, the student decldes on eacn;trial

: + < -

which item 1s to be presented. ) . N
¢z T R

The third.and fourth schemeslare'based onia decision-theoretic %
N ~ (' -

-analysis.of the task. 'A.matﬁematical model that provides an accurate’

- L

gccount of vocabulary acquisition is assumed to hold in the present

»

situatign; The4mode' is used to compute, on a trial-by-trial basis, an
'
individual student's cur;;nt state of learning. Based on these compu-
. :

tations, items are se’ted for test and St% 0 as to optimize the
.level of learning achieved at the termination of the in®tmrctional . |
session. Two optimization strategies derived from this type of analysis
. will pe examined. In one'case, the computations for determinlng an
:optimal strategy are car;ied out assuming that'all vocabulary items ar%
of equal difficulty, this'strategy is designated CE (i e., optimel under
th@raéghmption of equal item difficulty) In‘%he other case, the.compu-

.tations‘taKe into account variations in difficulty level among items,

« 2 - 9 -44

2




fna

" known but -on a “temporary" basis; in State R the learnin of-other.items
g -

this strategy is called oU (i.e., optlmal under the absumption of unequal

item difficulty). The details of. these twd strategies will be described .

>

later. N

Y

A

~

Both the OU &and CE ¢

-~

(Schemes assume that vocabulary learning can be

described by a fairly simﬁle model. We postulatée that a given item is
14 -
1 - A Y

in one’'of three states (P, T, and U) at any moment in time. 'If the iteh

is in State P, thren its Ezanslation 1s known and this knowledge is —
“ ' 3 )
. i , .. ¥
“relatively" permanent in the sense that the 'learning of other items k
) ' . 0

will.not.lnterfere with it. If the item is 1in State, T, then it is also

. . { .

can give rise to interference effects that cause the item to be for-

48
gotten.
. \ - .

give a translation.

'

In State U the item is not'known, @nd the stpdent is unable to

. . [N

‘some other item 1s preseated fg{ test and study, transitiony in the
' - b e < . ~

. ) ~

When Item 1 is presentea tne following|transition matrix describes :

the possible change in.its state: . - - - t
. . . . - - A
. P T U,
. P 1 0, 0 N
L) - Tox{(1)  1-x{ ) . 0 .
. §oy( d) Ley{E)-2(1)

12

Rows cf the ma'rx repr-:ent the %ate of the item at the start of the . e

trial,eand,colukub the state at the end of the trial.

On a trial when

Y

etate of ITtem l also mey take‘bl3ce. Such, transitions can\;:EﬁT:S§ly
N

if the student makes an efrror on the other item; in that case: the tran-

sition matrix applied to Ttem i is as follows:

. : . [ SREEE




5 F(1i) 0. 1-£(1) . £(4) . ’
‘ U o 0 1 .

i ’
BaBically, the idea is that when\Some ofher item is presented that the

- \
student does not know, forgetting may occur for It if it is in State T.

. Prior to conducting the experiment lreported here, a pilot study™was
t ' kY bl o

{
- from. the pilot study were employed“to estimate the: parameters of the-

™~ . [ %
run using the @e word lists and‘, the RO procedure described above. Data

model the estimates were obtained using the minimum ‘chi-square procedures

desgribed in Atkinson (1972b). J{wo separate estimates of parameters were _

) _made. ‘In\one‘case it was assumed that the items.were all equaily diffi-
- . cult] and data ;rom all 8k itemé werellumped together to obtain a single
estimate of the. parameter vector, this eStimation procedure will be
called\th_ equal-parameter case (E case). In the second case data were
separated by'items, and an estimate of the parameter vector was made for
each of the 84 items: this procedure will be called‘the unequal:parameter
+ case (U case). The two sets of parameter estimates weré then used to
generate the optimization schemes'previousiy referred to as the OE and
OU-procedures. " . |
In order to formulate an optimal" instructional strategy, it is
necessary to be precise about the quantity to be maximized. For the
present experiment the goal is to maximize the total number of\items ) j
* -the student'correctly translates on the delayed “test. _To do this,'We ’
need to specify the relatlonship between the state of 1earniné at the

end of the instructional session ‘and performance on the delayed test.

The a3sumption made here is that only those items in State P at the end

\ . .
2 S
55 .
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v

1‘\
_of the instructional session will be translated correctly on the delayed .

_test; an item in State T is presumed to be forgotten during the ‘inter-

-

vening week. Thus, the problem of maximizing delayed-tqst performance
: © 1

¢ - ~ ‘ ’z

involves maximizing the numbe¥ of items in State P .at the end of the

M

instructional session. ] ' - , / ’ ‘
The learning model can be .used to derive equations and, in turn,

" compute the probabilities of being in States P, T, apd U

at the start of any trial, conditionalized on the

history up to that trial' Given numerical estimafes of these proba-

biligies, a straiegy for optimizing performance fi§ to select that item o ™S

'for presentation hat has tne greatest probabf it& of moving into State
P. -Thls strategy as been termed the "one- stage optimization procedure
_ because it looks a ad one trial in making decis1ons.

The experiment \was carried out under computer control. The “students

participated in two gessiuns: an -"instructional session" of approximately

. %

twd hours and a‘briefer "Jelayed-test session" administered one week

~ [} "

latef. Tre dglayed test was the same for all students and involved a

¢

“égsm over the entire vocabulary. The’ instructional session #as more

“complioated; fné vocabulary items were divided into seven'lists, each .
. ; . N ; R

>

containing 12, German w.ras; the lists we re arranged in a round-robin \
\
order. . f each trial of the insﬁfuctional session a list was displayed, \
?‘. il .
t . ”"-n‘!a ‘
‘and the student inspected it for a brief period of timés = Then one of
$. x ‘ .

the items on the liot was selecte¥ for test and study. In the RO, OE, -

and OU conditions the item was selected by the computer; in-the SS

condi&ion ‘the’ item was chosen by the student. After an item was selected

i for~test the student actempted. to provide a translation° then feedback

A -' - “ - H ' ].é
| ‘." ~
° . !
‘ ..'*"v, . ’ T .’:\- ? J"
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_regarding~the correct zranslatiol was given. The next trial began wih
the computer displaying the next ligt in tﬁe round robin, and the same i
procedure was repeated. The instructional session continued in this

*

fashion for 336 trials. . /

"

The results of the experiment can/te summarized as follows

»
I3

mance during the instructional sessionfis best for the RO condition, next
Jest for the OE condition which is slightly better t&fn the 85 condition,
and poorestvfor'the OU condition. The order of the groups is reversed

on the delayed Test. The OU condition is best with a cor%ect response
probability ofe.79; the SS condition is next with .58; the OE conditidn
foliows ciosely at .S4; and. the RO condition is poorest at" .38. * The s
observed pattern of results is what one would expect. En the SS condition, ;
the students are trying to test themselves on items they do not know; ;
conseguently, during the instructional session, they should have a lower’ o .

*3‘ e <

proportion of correct responses than srudents run on the BO procedure,

%
. where items are tested at random<\\§imilarly. the OE and OU gpnditions

involve a orccedure that a**eﬁpts tc 1dsntify gnd test those ditems that ) -

have not yet been mastered and should p*:;\ce high error rates during

Y

the instructional session/ The urdering of groups on the delayed test

:'l*"'»o

A, . N
is reversed -ince 3ll words are tested in a non-selective fashicn; under

n - .

these conditions tne proportion of c0rrect responses provides a megsure

of a student s mastery of tre toral.set of vocabulary items. 1

[y

The magnitude of the effects observed on the delayed test is of" H

practical significance. The SS condition (when compared to the RO
. condition) leads to a relative gain of 53%, whereas the "OU condition

yields a relative gain of 108%°‘ Itvis interesting that students were
- "tu. .

13 038 ' - v {
)



-

- ‘..4

re, however, is almost as effeétive,as having

procedure. The OE proce

the student meke his o instructional decisions and far superior to a

&

random presentation sghetne.

. ¥ . . Lo
‘This investigafyion -and similar studies are reported in detall in

Mnemonic Methods; and Vocabulary Learning

When condyéting vocabulary studies of the sort reported above, one . -

-

4

itieg, Yut they are alsc influenced by the strateéies that each student

. L]

are finable to describe what %hey are doing except possibly to commentnl

thgt they réhearse tu themselves. The poor learners might well: perfo

a
<

kY

a much higher level if they were aware of the techniques that good

>
1 .
learners report using. Witn this in mind, we conducted a series of

4

experiments on .mnemonic metnods,@qr vocabulary learning. In this summary

’report we will only describe tﬂé fature of one of these procedures that
: . S

we have called the keyword method; for a more detalled account of this

' reiquﬁh see Raugh ‘and Atkinson (1975) and Atkinson {1975b).

.1k




g%e keyword arethod divides-the study -of a vocabulary item into two,
i 4

stages. The first stage involves associating the spoken foreign word to

"an English yord that sounds approximately like some part of the foreign-
* /
word. As an example, the Spanish word caballo (pronounced somewhat 1like

"cqob-eye-yo") contéins a sound that resembles the spoken English word

.
°

"eye"; we call such a.similar sounding English word a keyword. The °
second stage involves mental imagery in which a synﬁolic image of the

keyword interacts in a graphio way with a symbolic image of the English

~ »

translation. In the .case of caballo (meaning horse), one could form a

4

mental image of someth ing like a cyclopean eye winking ih the forehead
of a horse or a horse kicking a giant eye. As another example, the

Spanish word for duck is pato~(pronounced somewhat like "pot-o").

I

Employing the English word "pot" as the keyword one could imagine a

-

duck hiding under an overturned pot with its webbed feet and tufted

tail sticking out below. The method, can be thought of as a bhain ‘of
SR D SRS - ~
two links connecting a foreign wo*d to iqs English translation through

the mediatids cf a keyword. The fereigrn word is’ linked to the keyword
I ‘ ‘ . ’
by & similarivy in sound (*tre acoustie link); the keyword is in turn

- Tinked to the English translation by a lzamer-generstsd mental image
gLL5 Y g 24

(the mnemonic or imagory link).
The experiments evaluating the effect of the keyword method with

oay .
Spanish vocabulary “tems are. repcrted in Raugh and Atkinson (l975) Ve,

1 .
have &lsou completed a series of similar studies using a Russian vocabulary

(Atkincon & Reugh, 1975). In one such experiment, two treatments were.

»

. ' re : s e
compared: subjgets in the "keyword” group werc supplied’with an English
_keyword to facilitate their learning, -while subjects in. the control

£ l=

7 0
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R

group were given no mnemonic aid. For all subjeets, the Russian/item

was pronounced (through,a cOmputer-controlled audio facility) as the
} r
~Lkeyword and tran%lation, or the»translation alone, were disp,ayed ona

CRT terminal screen. ; ' . . S
' N : 6,
Instructign sessions, lasting approximately 45 minutes per day for

three days  presented a l20-word Russian vocabulary, one ho—word sub-

r‘*l

vocabulary on each day. A daily session consisted of three study-test

cycles through the 40 words. During,the study phase, each Russian word
. . ‘3, "

-was pronpunced as the appropriate material wasndisplayedv(either keyword

and translation or translation alone) for 10 seconds. »In the test phasé@b

- -

the Russian word was pronounced and the program waited 10 seconds for
1

‘the subjeqt to initdate his typing of ¥he English translationtj

1.'

A comprehensive test of all 120 words wes give@ on the fourth.day,
‘%
Qand a delayed comprehensive test was given 30 to 60-aays later% The

results of all the tests, durinéi}he three instruction days and for both
g;.

~ comprehensive tests, favored the keyword copdition. On edch day the

keyword group learned more words in two study-test trials than the
control group 1earned in all three trials. On the comﬁrehensive test
(Day KT the mean pr bability of a correct rbsponse was 72 for the

keyword condition, .48 f£or the control. Finally, on. the delayed compre~

-
.

for the control group, .28. . :

‘\“‘.

It appears ggitnth size of* e keyword effect for Russia is even

Spanish experiments had studied at least one‘Romance language and con-

} ~ (: ¢ O (
sequently.were able to learn\sogs\ofAtﬁk Spanish words by using cognates
f . ¢ 4 4 a’y' i1 ¢
5 ’o“» . ?* * &-’”
161_:* 1 T . . //

-
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courijl’which teaches the AID language,

as - memory aids. In Russian there are few cognates, and the,keyword

method appears td be even moxe useful. 'During the'last yeer a large
A .

computer-based vocabulapy dri1l supplement using the keyword method was
1 L

offered to second-year ?ussian stﬁdents at Stanford (see Raugh, Schupbach ‘

3

& Atkinson, 1975). N

) . N

- { ’
INSTRUCTION IN- COMPUTER, PROGRAMMING

i ¢ / . o % ,1‘-’
N / - ' "
This sec*ion desg¢ribves Two CAI courwes in computer programmlng,

|
both intended for college or junior cdllege level students. Thehfirst:

.

as orlglnally developed with

‘ﬁ"‘& !
fgnds from the National Aeronautics and Sp Admlnlstration, this

development is described by Friend and Atkins (1971) and Friend'(1971).

Continued development under ONR support used thgj AID course ae a research

wvehicle fcr studies ir optimizatlon precedures apprggriate in complex
R - . : ) Pl

.technical areas. IPthopment ¢T the second course called the BASIC

Tnstructlonal Program, has been eupburtea Joi\tly by ONR and the Advanced

\ Vd
RN R

: N

\ ‘.
rer-arsivied Inst>§etion in Prqg}amming.

H

The course

complytely self-contallsd ana rejuires no s&éervisgbn fr

in the student manual. N /

17
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.y as INST. This progfam, which is the major component of the INSTRUCT -

system, interprets codedllessonsmprOViding individualized, tutqrial
! ' instruction to theé student. Tﬁis‘inetructional system and theimethod
of programming lessons for 1t aie describe%Lfy Friend (1971). '. ‘
Tne AID course‘uses most of the feaffires of the.iNSTRUGT.system. e
The course contains 50 lessons e;ganized intcf seven "1esson’blocks.“
A

Each block contains five tutorial lessons,\followed by "a sélfntest and . !

o

a general review. The 50th 1esson is a eonc uding lesson independent

: of the blocks. The lessons vary in length from\10 to 60 exercises de-

.

- = pending upon the content. Lessous of average length require about one ’ :
- - hour to‘completel Lesson length is completely under student control, N

- and a student may take a few exercises or several lessens in one sitting. -,

- One of the primary toaching strategies used in the course is the

.~ - N .
provisioh fer studert cuutrol ¢f tho sequence of iffstruction. Students,

.

“

/ . may skip from any exercise tfzth§kcource tc any - uther exercise at any
-. time, retracing their 'steps Np thy Wloh, or okipping lesson* entirely

oo This sirat=gy is i:g ded tu enecurag> tne otudent 1o take respongsifbility ‘
. ; ‘ ‘
_ for learnicg tho conecpis, not uimply rfor pregresslig tnrough 'a given

2

. L] - ~
_“l\\:<i\\\\ set of exprrcises. Most cullege :tucenls are capable, ana'deéirqgs, of '

- assaming A4his pespousdbility, ana tho provision’ of student control of .
I inytruction is -assumed *¢, provide metivation.
3 \. v sr
ayse of this allowarce for student control, the 50 lesscns may
a hl

4 -
~—

. be taken 1n any wequence., If the student dces not exe his pre- N

_ rogative for chousing the sequence, 3 lessons are auzum&*irally-va \\
. *
~ . -
. P .
sequenced fqr him; and it 1s "fumed trat mwot e tents w¢11 compléte

P the ieééons in the order indicated.

' .
o -y
ERIC - o 3

.
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N / -
Besides the main strand of lessons, the course also contains review
N ’ ¥

~ -

blessens, one for each o% the tutorial lessons in the seven lesson blocks.
‘These review lessons are also tutorial and cover the same concepts as do
the }esséns they are as ciate&rﬁith. Rowevar, they‘present each concepf‘
frbm a slightly'diff nt vied?bint, providing additional practice in the
skills to be'learned.‘ In generai,;ééch lesson covers five or six related
concepts. In review leséons, the student may review whichever concepts

he w@éhes, ih'any order he chooses. 1In fact, he must choose éhe order;
there is no automatic sequéﬁcing provided by the program. At the end

of eagh tutorial lesson, the student is asked if he wants to review any

of the ideg o;ered in the lesson Jjust comp}eted. The student’deea not

-~

wait for these reminders, of éoursé, since he can call for any reﬁiew,

or any exercise }n any review, whenever he wishes. .
- et b -
. . R [N
Also associatea witn each tutorial lesson is a summary of the lesson,
.

and the student is reminded at the eng/of each fesson that summaries’are

available at his option. In addition to the main stradh“of lessons,

J

-~

I > . \, v ) . ; '
the reviews, and the sunmaries, tnegﬁkgg a strand of "extr 4E?€é;t" P

problems' containing more dAifficult progiamminé/figg}ﬁms forbe solved by

the more capable students. P -

fhe inclusion of review. lessons is a gross method for providing
individdalized remediation. A more sensitive means of individualizing
" '
e

remediation is used within the lessons themselves, where non-opg}onal—

remedial seqiences, of exercises are'given‘autoﬁaticglly to students who

. demonstrate an inad;quate understanding of the materiall\being taught.
Because ‘of, this autohatic remedi@tion, different students may receive

| different numbers of exercises in' a given lesson.

\) .
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> - | \

A student who makes an incorrect response to an exgrcise may not

need an entire sg§nence of remedial exercises. He may Arofit from & L B
single specific dorrective message, pointing out the error and allowing {

him another try ‘at the same problem. This kind of specific correction

cor

is used for most exercises in the course. Messages are provided, not

~ > I

for all possible incorrect responses, but for those incorrect responses
w
1

-

Extensive &nalysis of students’ problem solving behavior; focussing on 1

A

« -

problem difficulty and diversity of student solutions to programming -
- . F 4 ‘ '
problems, is presehted in Friend (1975).

An important aspect of the research in individualization* involved

M 4

owing students to exercise a considerable degree of con- )

. -~ \

mechanisms

trol over the content~and sequencing of instructional material, as

_ - { \{*-, .
d by Beard,Lorton, Séarle, and Atkinson A

7

mentioned above. A study desb

.

él973) was cOnducted to compare a student selec

-

H~&QE§%§ against«two o
, . /
strategiea of computer ¢ontrsl., Cne major iinding of ;yis study was ,

-

that ' students do not hoose Yo exercise wuch ‘control Pver the material

)

\ &
* presented to thei, thowe students who were allowed their choice of lessons

k4

/ponsistently followed, the path Qf the ordered lessons. More significant

in light of the}direction taken since that time, was the conclusion that

the AID cou é//ltsplf was not ideally suited to {nvestigation of sophi *

’ ticated’individualizatidn’schemes. First, since the curriculum is cl early V‘*

.

laid out in a pedagégipally sound, lincar order, 1t'actuallx‘discourages

students from meking di%fe;ent choices. Second, the instructional program
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is not directly linked to the AID interpreter, through which the students

i

. ' write, théir own programs, and thus the course cannot prowide assistance

I
B L

or instruction during tbe problem-solving activity itself. As the

o~

, student writes his prOgram, his only sources of assistance .are the errdr

- 4

messages prowided by &ha non—instructional AID interpreter.

An inadequaEy of the AID course, especially for research purposes,7
1s its—limited ability to characteriZe individual students' knowledge {

.of specific skills, and 1ts inabi ity to relate students' skills to the
curriculum as anything more than a ratio of probkems correct to problems .

.

attempted. The prOgram cannot make fine distinctions between a student'

t

afrengths and wesknesses, and cannot present instructional matefial

o

specifically appropriate to that student beyond "harder" or easier"

<f lessons. Tn order to explore the effects of different curriculum selec~

'n

tion strategies in more detail, we deweloped a new introductory eourse 7 ya

in computer programming capable of representing both its subject matter

o . \

and student performance more adequately. s

-

L] .
contained course in BASIC programming at the high‘school/college level

»

(::-\:: - 'The BASIC Instruc tional Program is & stand-alone fully self-

developed over the past two years with the assistancerof over 300 under-

graduazifgého/nave‘taken the cdurse at DeAnza College, the University of
¢

-

.San Fraficisco, and Stanfo " Our classroom experiences devéloping BIP

As an instructional vehie ere described by Barr, Beard, Lorton, and

T e

S
\.,/ :’/ Atkinson (l97ha b). BIP's major. features are:

)

- A monitored BASIC interpreter, written by the project staff
which allows the instructional System maximal knowledge
. about student errors. . . //-~ N

-




/(

.~ A HINT system that gives both,graphic énd textual aid in~problem Lo )
“ solv1ng. . , é ‘ i

- Indiv1dualized\task selection based.on a Curriculum Informatipn
Network, which describes theyproblems in terms of fundamental
skills,” Problems are selec, ed using a model of" the student's
acquisition of the skills Tequlred by his earlier programming

’-problehs. [ _ )
. r,

- A curriculum consisting of approximately 100 well-written, |
interesting programming problemg at widely varying levels
of diffic ty. o . . )

The tutorial prOgrammlng laboratory environment supported by)EIP . ‘\\\

¢

is.described fully by Barr; Beard and Atkinson (1975a).° To~the student

[ .
el e "“t

seated at a terminal, BIP looks wery much like a typical timesharing
BASIC operating systei. The BASIC lnterpreter, yritten especially for
BIP analyzes each,program line after the’ student ;yﬁes it, ‘and notifies
the student of syntax errors. When the student runs{his program: it is

checked for structural illegalities, and~then, during runtime, 'execution" o

) ‘errors are indicated. A file storage system, & calculator, and utility
o -7 ‘/'I"V

comnands'are available.

BIP's Curriculum Infonnation Network . at - ~ Qtfxz'

e ;2 f
In much oé‘the eurrent research in tutorial CAI, generativ& Gﬁfy/ '
ﬁ?’

and mixed-initlatlve natural language dialogues,’the centralfproblem is

the ' representation ,of-the subgect domain, Whlch is %'} a fundamental

concern of® research in cognltive psychology and ax 'cial intelligéncef

The goal is to prov1de 'a representation of theyﬁﬁ%/ect matter that is

-

suff101ent for individualized tutoring an Talso has a realistic and

a2 N

instruction in these areas. / ,'
MR . i
22 _ - . ‘ P
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X T‘ne Curricul&xfounation Network (CIN) is intehded to provide the

. "i:;-ﬂ - ) . -
instructiona wz;jgrtm with ah-e ;eprspentatio £ the structure
Barr. \ . -
L

'of an author- tten curriculum Beard, & Atkinson,

have used-implicitly in determining his "branching schemes.
\ - ; .
meaningful quelling of the student's progress along the lines of his

developing skbils, not dust his history of right and wrong responses,

without sacrificing the motivational advantages of humah organization of

the curriculum ma+erial. Fbr example, in the EIP course, the CIN con-
L

sists of a complete description of each uf tﬂ% 100 prugramming problems

’

in tenns of the skills developed in solving the problems.’ Thus, ‘the o

-

B
« instructional program cen monitor the student's progress on these skills

T s .

and 9h00se the next task with an appropriate group of‘heuaskills. An

- . % ’ ’ . .
o &
intermediate step is introduced between recording the student s history - o

"+ und, electing his next problem' the network becemes. & model of the

student s state of krowledge sinﬁe it has an estimate of his ability ‘ L,

"4in the relevzrt skills, not Just his performance on the problems he has -

<

: completed. Sranching decisions are based on this model instead of being

determined simply by the student s success/failure hisgory on the problems

*
-

‘he has completed. _ . - ;

b ’ v
In this way, a problem can be presented for different purposes to
students with different historiqx. The flexfbility of the iurriculum
is of course multiplied as a result. 'More importantly, the individual
' a Yy » v
problems in the curriculum can be™more natural and meaningful; the? do .

not necessarily involve only one gkill' or technique. In frame-type

curriculums'this‘one—dimensionality of the problems has a constricting :




hd ‘

.

‘ e%feét‘ ‘In essence, the network as implemented in BIP is a method of

descrihing .a "real" curriculum in terms of the specific skills that can
be.identified as a student’s problem areas.

- 'L
~

EEP's Instructional Environment -’ \

A
Computer programming, like most other technical subJects, is better

.;;arned through_experience than through direct struction, especially
if that exper‘l ence can be paced at“a speed suite to the ind:\ﬁridual ‘\"". .
ﬁstudent. Thronghout the BIP ¢ourse, the primary emphasis is placed on |
the solution of problems presented in‘the tasks. BIP does not present
s

_ ‘ S
a sequence of instructional statements followed by questions. Instead,

a problem is described and the student is expected to write his own

- r

BASIC program to solve it. As he develops his BASIC program for each

task, the student is directed to appropriate sections-of the student

° manual (Beard & Barr,'lQTh) for full explanations of BASIC statem

i

p?bgramming.structures) etc. He is glso encouraged toiuse

Atkinson (l975b)
When a student enters the course he finds himself in task "GREENF M

-

which requires a two-line program solution. The problem, as he'is told,
is worked out in éreat detail in the HIP student manual. Thus, the
‘trauma of being told to "write a program that..." in his first session
. is alleviated by following the model dialogue, in which many typical
“mistakes are illustrated,'yet his'hands-on programm g experience begins
i immediately When he has finished the task by success 3 ning his

program; the student proceeds by.requesting "MORE" . His progress is

. L]
. , S

. . -
- L
- <9
N ot
. =7 .
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\ AN
E
. s
evaluated after each task. In the "Post Task Interview" he is asked to
indicate whether or not he needs more work on the skills required by the . ]
task, which are listed separately for N - oo \\
Ac scon gs the student completes GREENFLAG therefore, the inztruc- ™

v e

N LN

tional program knows something about his &wn estimation of his abilities. N ‘
In addition, for all future tasks his solution 1s evalugted vy means of

comparing its cutput with that of tnéymodel solution run on the same test \3;?\
— e '
data) and the, results are stor?d with each skill requiréd by the task. N

then has two measuheggff the studentfs progress in each skill--

[

a program thft solves the problem nresented on his terminal. Virtuallv ﬁ~§\‘\

of lines 'h writes, the number of errors he ig allowed to meke, the

°

s to exebute the program, the changes he makes

~

number of Limes he ¢

<

within it, ete. The task on whidh he is working is stored on a stack- -
. | .
like structure, so that he may work on another task, for whatever reason,

-
~

and return to the previcus task automatically. The curriculum structure

can accommodate a wide variety of student aptitudes and skille. Mast of

“the curriculum-related options are designed with the less competent :

student in mind. A more independent student may simply ignore the options.

Thus, EIP gives students the opportunity to determine their owm "challenge

levels" by meking assistance available it not inevitable.
BIP offers the student considerable flexibility in meking his oim
: )

task-related decisions. He may ask for hints and subtasks to help him

get ﬁtarted in solving the given problem, or he may ponder the problem l .

. v
L -
. N




X

on his own, using only thegmanual for additional information. He may‘

y . request a different task !Sy“name, in the event that he wishes to work on
t" '., .
it immediately, either completlng the new task or not as he .chposes.

. o -~
~”,

On his return, BIP tells him tqt name of the again—current task, and

aldlows™ him to have.its text printed to remind him of the problem he is
*¥o solve. The student may request the model solution for any task at ///’“‘
any time, but EIP will not print the model for the current task unless

&%
the student ‘has exhausted the, available hints and subtasks. Taken to-

i .
gether, the curriculum cptions allow for & wide range of student prefer-

Q

ences and behaviors. . . ¢

Iy

The EIP program has been running successiully with both Junior
college and university students. However, the program is still very
much in am experimental stage. From a psychologicaI vieuﬁoint the
prin01pal research issues deal with (1) procedures for obtaining on-line

estimates uf student abllities as represented in the 1nfonnation network
% . 0
- .and (2) alternative methodS\for using the current estimates in the in-
. _ | ) .
formation netwark to make instructicsal decisions. For a more complete

-~

description'of our recent work on BIF and a.review of ‘our plans for )
continued resecarch see Barr, Beard)’ and Atkinson (1975d). . .
v - i g
) CONCLUDING REMARKS -

LN - The projects described in this paper have one theme in common, + ./ .

namely, developing computer-controlled procedures for optimizing the
instructional process. For several of the inst‘u fionaI tHSRS‘eonsiggred
_'~ here, mathematical models of the learning process were formulated which

‘ T
made it possible to use formal methods in Qeriving optimal policies.

»

P




In -othér cases the optimal schemes were-not o \\ai in a well defined
sense, but were based on our intuitions about learning and some relevant
expefiments.” In a sense, the diversity represented in thece examples

vérzfsponds to the -state of the art §n the field of instructionél design.
% o ’

) + :- * ‘ / y
EFor~ X ;,tasks we c¢an use psychological thecry to.-help define optimal
~ - AY - gé

procedures; for others our intuitions, modified by experiments, must

.guide the effort. Hopefully; our understanéinggof.these matters will

increase, as mcre proJects are\gnaertaken to develcyp’ sophisticated in- ~
. e .

. 9 #
strn;t;onal programs. ) -

L )

qome have argugﬁ that any attempt to dev1se optimal btrategies is

doomed to failure, and that the learn\r hims\lf is the best Jdﬁge of ¢

appropriate ‘instructional actions, - We are not sympathetic to,a learner-

oAyas,

*contrclled epproach to instru tion, beeaﬁke we believe its advocates are* ¢

trying to avoiﬁ_the difficult but challenging task of developing a v1able
. : S -

‘thegfy of instructlon, Thexre obviously i5 a place for the learner’s v

Jhdgn§pts in making instrﬁctinnal decisicnsy for exsmple, such Judgmerits

play ar IxqpuvTTant role "in several parts of cur EP coarse, Fowever,
AN ' . b . '
using the lea"ﬁer' Juderert as e of cever=1 item: of {nformalion in
.

making instructtonal deci.ions is ditferent from proposing that the

learner ‘should have corplete contrul. Resul resented i: thi~ paper
i B &P A

and those cited in Beard et al. {1973) indicate that the learner is not

»

a particularly effective decisicn meker in guiding the learning process.
At tge beginning of this . prOLL we defined the, tour cviteria *hat

must be satisfied bexore an optimal instrueticnal pr‘orﬁur -can be per

.rived using formal methsds. For the types of instracticnal situatione

©~dealt witn Juring tie-life of this con%rac* Lpedificati n can e uffero)




y i, ! T ’ »
for the first three eldments. ' However, the fourth element--the speci-

.
3

fication of a model of the learning process--represents 'a _major obstacle¢'

Our theoretical underst%nding of learning is so limited that only in very

.

special cases can & model be specified in enough detail to enable the

derivation of optimal procedures,’ Until we have a much deeper under-

\

standing of the learning\process, the identificatioh of truly effective .

strategies will not be possible. 8

.

However, an all-inclusive %heory of learning is-not aoprerequisite
for the development of optimal procedures. What is needed is a model
that captures the essential features of that part of the learning process

being tapped by .a given instructional task. Even models tHat have been
& K .
rejected on thF basis of laboratory investigations may. be useful in

deriving instructional‘strategies. Several of the learning models con-
E

sidered in this paper have proven unsatisfactory when tested in the

laboratory and evaluated using standard goodness-of-fit criteria never-'

4

theless, the optim#l strategies they generate are- often quite effective.

L

~ Our own preferenée(is to formulate.as complete a learning model as
' L
intuition . and data will permit and then use that model to invesd.gate

,optimal procedures. When possible the learning model should be repre- z

‘sented in- the fcmm ‘!nathematical equations, but otheIW1se as a set of,
statements in a computer-simulation program. The main point is that tne

development of & theory of instruction cannot progress if one holds the

¢ view that a comprehensive theory of learning ds a prerequisite. Rathgr,
advances in learning theory will affect the developmenit of a theory of '/

instruction, and conversely “the development of & theory of 1nstruction
\ ¢
- will influence the direction of research on learging.

28 . e
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