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.

A11 literature references in’ this book are nupbered and
each’ work is referred to-by its appropriate number in paren-
thesis, e.g. "Anderson (59) contends...". If several refe-
rences are listed, the numbers are separated by comma oOr
ampersand, e.g. uSeveral authors (3, 8, 27 & 39) report.s.".
When page numbers are given, they are separated from the
reference humber by colon, e.g. “The duthors's discussion
- of this point (45:12f)...". Thus, (1:2) refers to reference
ho. 1, page 2, whereas (1,2) refers to references no, 1 and
2. : -

o4 . -

The appendices found in this book ‘are gjven in Swedish, be-
cause LDconsider‘ig very important that the exact, wording
of .tests, instructions, program frames etc. ‘is made avail-
able tg the reader. This will, of course, be somewhat in-
convenient to the reader who has no Swedish. I will, how-
ever, be happy te provide any non-Swedish-speaking reader
3 ggquesting‘it with an English translation of these appen-
ices. :

. v
oy . L

The study presented here originated in the then National
School for Educational Research in Linképing, which was al- |
so the institution where I started my work in the field of
educational research. For this study as well as for a great
part of my .professional development 1 am, then, very much .
indebted to the National-school for Educattonal Research, «
which for.a ten year period, under the efthusiastic leader-
ship of professor Eve Malmquist, constitutéd a highly vital

centre of research and development withih-Swedish education.

.

Fortunately, I have enjoyed, eyen-after the closing down of -
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the National School f5r.Educétiona1~Research. the encoura-
quist, as a qo]lgague, super=

gement and support of Eve Malm
visor and friend: :

L.am much indebted ta Mrs. Noomi Swedberg for her conscien-'
tious typing and observant proof-reading.

~. 'd

To all cthers, no one mentioned and no one for
helped in carrying out the work reported here,

grateful.’”

Linkdping, July, 1975.
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" Introduction Y h

- »

-, '

‘Programmed instruction (PI) has attracted considerable in-
terest in the field ofe education for some twenty years now.
The literature is rich in theoretigal discussions and inves-
- tigation results as well as in practical-guidance for pro-
~ . gram cohstruction. Several different P1 models have been
proposed, discussed and tested, but by and large the Skin-
_périan model seems to be the one most commonly” accépted and
adopted. In facy, many seem to believe that the rationale
’ proposed. by Skinner is the only sound basis for PI. C

z

-

Variations of the Skinner model have been”siggésted, some
+ of them by Skinner himself, but it is nevertheless possible
to discern some basic features of what we today might call
. traditional PI. The instructional unit, the ‘frame', in a
LI Skinnerian program is characterized by oo
. - the demand for overt, student-constructed response; and
* - - information about the correct response immediately after
: t)each unit (cf. 120 and 121).- .

! Numerous attempts have been made to evaluate the learning
“ieffect of tflese features. Several alternative response mo-
des have béen tested and compared, and the differential ef-
' fects of various amounts or types of information about the™
_ correct responses have alsp been “nvestigated. However,.so
’ ‘far none of the many proposed alternative PI models has
been proven-generally and unamhiguously superior to the’
others. It has eyen been argued that such comparisons are
-rather futile. As one researcher claims, after having re-
viewed experimental results in-this field: t
"] am prepared to, stick out my neck and suggest that some
gains so.far obtained by the® use of teaching machines
and programmes have:been primarily due to the more, effi-
ciént use of pupil time." (62:435). ' ‘

On the other hand, many Studies have demonstrated, beyond

-




- any reasonable doubt,.that the Skinnerian response mode in
Pl is particularly time-consuming, which may make it less -
efficient than other models, not demanding overt, student-
conseructed responses. ‘

. [y
[}

It has also been aﬁbued‘tha{‘the response .mode effect in PI -

is dependent upon a number of different program and student
characteristics. And similar relationships may well hold
for variations in the information about the correct respon-
ses. . .

: . j B t
Skinner's PI model is based on a particular learning theory
Whether this theory is acceptable or not is a guestion far
beyond the scope of this'study: It should be noted, though,

~that this learning theory has been more and more intensely
-challenged in recent years, Regardless of how one judges

Skinner's learning theory, there are, however, practical
reasons for questioning the efficiency and viability of his
Pl model, particularly as far as its application in school
instruction is foncerned.

-

[
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Y Perminology

“An. adequate defjnitidn permits us a]waysatojtell‘when a
sentence containing the defined term is trge.;." (72:48).

“In general, definition in science'stops when all descrip-
“ tiye terms. in,the definition refer either to physical

objects op to some directly observable properties and re-
B lations of and among them." (72:51).

»

o

. Definitions of terms are often necessary in order to ensure

that propositions containing the.terms in question have a

&lear meaning, However, {such definitions ‘areno end in them-

selves. Their purpose is to clarify concepts which do not

already have a commonly accepted* denotation, and: this is a-

“chigved by relating them to’concepts which do have commonly - .
accépted denotations. Definition is aiso needed when’ the com=
monly,accepted denotation of aiterm can be regarded as ambi- '

gupus or misleading. -
Since'PI is a comparatively new and fast developing field,

it is only natural that we have not attained within it a

“ very high level of terminological stability and precision. -
It seems, therefore, necessary to start this study of respon-
se mode and response information issues in PI with a discus-
sion of certain terminological questions. The following dis-
cussion. concerns only terms which, in my opinion, are used
without sufficient clarity of concept. Teris not discussed
in this chapter are consequently assumed to have commonly
accepted - and “appropriate - denotations.

3

2.1 ' PROGRAM VARIABLES AND STUDENT BEHAVIOUR oo

A\

Pl investigatﬁons often have the aim of studying program vas &\;\_,,

S
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are of interest becausethey are expected to determine or -~
influence student behaviolr and, consequently, the effect
of programmed instruction. T~

; ' |
riables (or programming variables; see 90). Such variables o '<f-ﬂ
|

m"’”—» Rl

& .
Since student behaviour is not determined solely by program
variables, jt is important to make a clear distinction bet-
ween the concept 'program variable', i.e. & variable pro-
gram property, defined independently of student behaviour,
and what might be called 'PI variable', i.e.,a variable stu-
dent behaviour property, which assumedly. is a consequence of :

an interaction between program and student. It should be ¢
noted that the concept 'program' here inciiudes all instruc-
tions given with the program. S

Clearly, program variables as. defined above aré suitable .
independen't variables in PI studies, since such

variables can be direct]ly manipulated. PI variables, on the A
other hand, are in a sense always dependent variables, as

" they cannot be directly manipulated by the experimentator or
the programmer. With the definition of program variable pro-
posed here, it seems necessary to choose terms for various
program variables so that "they do not imply any assumptions
or expectations concerning stugdent behaviour. This is espe-
cially important, when the eyistence of a reldtionship - or
the degree of this re]ationgﬁlp - between a program charac-
teristic and student;behayiour cannot be controlled.

4!
e

. ! .
Examples of terminology tending to obscure the difference
between program charactéristics and what is here called PI
variables are not infrequent in the PI-literature. This was.
pointed out several years ago by.Tuel & Metfessel (51). One

‘of the main objectives of the present discussion of PI ter-
minology is to reveal and eliminate such sources of confu-
sion. .

2.2 RESPONSE INFORMATION ‘

§

Skinnerian Pl is charactérized by, among other things, the L
student's being informed, immédiately upon completion :




of eath program unit, about the correct response, which is
presented in the form of: a key answer (121:99). Such presen-
tation in full of the correct response can be Tabelled r e -
sporfse information (cf.56) or, more pre-
cisely, key answer presentat i o n. These
two terms are neutral in relation to different theories or
assumptions about the effect of the presentation of the
correct responses. In this respect they differ from such
commonly used terms as"confirmagion of responses', 'rein-
forcement' and 'feedback'. The térm 'response information'
denotes a program variable, since the type and frequency of
such information can vary independently of student charac-
teristics and behaviour. The terms 'confirmation’, ‘rein-
forcement' and 'feedback®', however, are not suitable fo¥

the dénotation of program variables.

Confirmation of response implies that
a correct student response has been given, otherwise only
corregtion is possibie: It also impiies that the student
comparés his own response with the correct response, and
that he is aware of the correctness of his own response.
There 'is, of course, the possibility of confirming an in-
correct response, if the student fails to notice some dif-
ference between his own response and the correct response.
In any case, the occurance of response confirmation is: de-
pendent upon the student's behaviour.’ o

Reinforcement implies, if it is takeﬁ(;o mean
positive reinforcement, that confirmation of response has
occurred and that, as a consequence of this confirmation,
the probability of the student's responding correctly the
next time is increased. Thus, reinforcement, even more S0
than confirmatior, is dependent upon factors 'within' the
student. It has been argued, for inctance by Kay (93), that
confirmation always implies reinfarcement. But Kay himself
emphasizes that ’ ‘
"we don o t know the conditions under which knowledge
of results attains and maintains reinforcing proper-
ties" (93:30). .

Feedback does not necessarily imply that thestudent
response is correct. But it does imply some comparison bet-
ween the student response and the correct response. Further-
more, as feedback in a literal sense presupposes an inter-

uy
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o )
action Between student behaviour and 'program behaviour’,
feedback is impossible in PI unless an advanced technical
equipment is used. Yhen programmed books, or simple machines
are used, one can, at most, expect some kind of auto-feed-
back, i.e. the student may use the response information to
adjust his response behaviour.

The program property k'ey ‘answer presenta -
t 1 0n can, in interaction with different kinds of student
behaviour, lead. to response confirmation, to reinforcement,
to feedback, or to neither of these alternatives. Obvious-

- 1y, our terminology should reflect.this fact and distinguish

clearly between the objective program property, 'on the one

hand, and its more or less probable effects in a PI situa-

tion, on the other. Basically the same point has been made

by Annet: ’ . : B
"It is suggested that ‘reinforcement'.. should not be
used arbitrarily as a substitute for other related terms
as 'knowledge of results'" (61:282),

and by Lumsdaine: ]
"..inmedtate~feedback providing confirmation or correc- °
tion .. cannot be equivalated theoretically to any
simple conception of reinforcement.." (100:86).

Summarizing this discussion we find that terms such as 're-
sponse information' and 'key answer presentation' are bet-
ter suited than the others discussed here to denote an in-
structional variable, which is to be the object of experi-
mental 'study. It should be noted, also, that any attempt to
assess reinforcement or feedback effects in PI is meaning-
ful only if the presentation of the correct response can be
shown to have an effect. 5

Key answer presentation can’ vary as to the proportion of ]
program units (frames) after which the key answers are given.
This propertion, expressed in per cent of the total number

of frames, will in the present study be labelled k e y an-
swer frequency. '

A response information schedule where key answers are given
aftéer some frames only, e.g. every second or third frame,
is sometimes called 'partial reinforcement' (e.g. in 3 &
30). This term is inappropriate, since it may,-wrongly, be
regarded as a counterpart in PI to the much investigated




- partial reinforcement paradigm in animal learning ‘experi-

"ments. An example of this misinterpretation is found in

' Krumboltz & Weisman (32), who avoid the term 'reinforcement’

" in their report title but nevertheless contend that °
"providing confirming answers on an intermittent scale
may increase retention in the same manner
(my italits) that interfittent feinforcement prolongs
extinction..". ’

As Holland (90:91) has pointed out, this is hardly so. The
crucjal difference is that in traditional.animal learning
expefiments one and t he same response is alternately.
reinforced and not reinforled, while in PI partial, or rath-
er intermittent, response ¥iformation means that, in a
group of d i f f e r e nt responses, some are followed by
key answers and some are not. Even those using the .term
‘partial reinforcement' in the sense criticised here some-
times show that they are aware of the inappropriateness of
the term. In a report entitled "The effect of partial re-*
inforcement” Berglund states: .

" . it is probably inaccurate to speak of partial rein-
forcement in the graditiondl $ense of the term in con-
nection with programmed instruction" (3:2).

As a general term denoting various key answer frequencies
less than 100 but greater than O per cent the term in -
termittent response information
will be used in this study.

2.3 RESPONSE, RESPONSE MODE AND RESPONSE REQUIREMENT

~

‘The term ‘response' is used in this study as a common Tabel
for student reactions that are answers to direct or indirect
questions, or solutions to problems given, or other analo-
gous student reactions. A response need not be observable

to anyone except the student himself.

Many studies of program variables published during the -
1960's are studies of what is usuaily called response mode.
The term 'response mode' does, however, not denote a program
variable; it is rather a PI variable. The corresponding pro-




gram variable is the feature of the progham (instiruction
etc.) intended to produce the desired student response mode,
f.e. thesresponse requirement of the pro-
gram. The distinction between response mode and response re-
quirement may. seem subtle. Where a specific response requi-

- rement produces, with great probability, the desired respon-

3 se mode, and where one carf continually control that this is
so, the distinction is in a way superfluous, and the two
terms can be regarded as practically interchangeable. This
~may be the case when an overt, observable response is expli-
citly required and means for recording the response are
| available. T

If, on the other hand, observable résponses are not requi-
red, there is no immediate way of controlling the corres-
pondence between response requirement and response mode. ‘
Also, the risk that the response is omitted is likely to
increase. In this case the distinction between required and
given response is important, since one and the same response
requirement may lead to different response modes, with small
possibility of telling which response mode each student uses
Generally speaking we can study the program variable respon-
se requirement, whereas the response mode sometimes must be
regarded as a hypothetical variable. In this study, the

term 'response mode', therefore denotes student behaviour,
and the term 'response requirement' is used to denote pro=
gram properties. , )

Several different terms are used in the PI literature to
label different response reqyirements or response modes. The
following terms will be discussed here: ‘

- 'active' versus ‘'passive' responsej

~ ‘overt' versus 'covert' pr 'no' response;

- 'explicit' versus 'implicit' response; and

- 'student constructed' versus 'multiple choice' response:

The terms 'a c tive' and 'pass’ive'responseare

good examples of terminological imprecisign. 'Active respon-

se' is in a sense a tautology, as a response always i% some

kind of action, physical or mental. From this point of view
'passive response' is an impossible term. The term 'active
response'' is sometimes used with the implication that the ¢
response activity in question is observable. Klaus, for in-

stance, contends that the first rule of programming is to

EM 16 © At




“require active responding” (95:43). 'Active responding' is
“then synonymous to the more common term 'overt responding',
and consequently superfluous. On the whole, the terms 'ac-
tive'~and 'passive' must be regarded as inappropriate for
the classification of responses in PI. )

8

The terms'over t'4/TE overt'and'n o' response*ob-
viously denote aspects of response mode. As has already
been mentioned, the correspondence between response requi=
rement and response mode can easily be checked when overt
responses are required, but not when covert, non-observable
responses -are required..For response modes labelled "'no re~"
sponse' this correspondence is also difficult to check, as
covert responses cannot be distinguished from 'no respon-
ses' through observation of student behaviour., Furthermore,
the 'no response' mode can be a natural consequence of se-
vefal different program properties: no question has been
asked and no problem posed; or no instruction to answer the
question has been given; or instruction has been given not -
to-answer the question. - ‘ ’
Empirical studies with the aim of comparing the effects of
overt versus covert responses etc. areé 1in most casés stu-
dies of the effects of the corresponding response require-
ments. It seems logical that the terminology ‘used in such
studies should make this clear.

The terms ‘e x p 11 c i t' and 'implicit'are gene-
rally used as attributes to 'response (mode)'. Lumsdaine,
for ipstance, says:

v .an explicit response means a‘ response given by the
student on some specific occasion identified to him
through instructions.. - - = ..imp1licit respon-
ses (of a covert sort) .. are responses for which the
occasion is less clearly identified, such as subvocal

. responses that occur in silent reading, in listening
' to a presentation, or in creative thinking" (98:486f).
Although both ‘explicit' and 'implicit' stand as attribute
to 'response', Lumsdaine's definition jmplies that 'expli-
cit' characterizes the response requirement, whereas 'im-
plicit' seems to characterize both response requirement and
response mode. The expression "an explicit response” must
obviously be taken to mean 'an explicitly required respon-
se'. Even Lumsdaine, who'is obviously trying to remedy the
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terminological confusion, fails to distinguish between re-
sponse m9de and‘ response requirement.

Response ‘requirements are always explicit, since an timpli-
cit! response 1s not required by the.progfam, but the re-
sult of some interaction between student and program. For
practical purposes it seems reasonable to let 'explicit re-
sponse requirement' denote any program feature that express-
edly and unequivocally instructs the student to respond.
This is also in agreement with Lumsdaine's definition (see
quotation above). As.Lumsdaine points out, it is essential
that the dimension ‘explicit - implicit' is not mixed up

" -with the dimension 'overt. - covert - no' response.

“..the term 'implicit response' has frequently been used
to embrace both explicit and implicit covert responses..
- = - Explicit responses may be either overt or covert..
= - - The further distinction to be made is that between
explici.t covert responses .. and implicit re-
sponses of a covert sort." (98:487)
In principle, it is possible that a 'no re@ponse' mode is
either explicit or implicit. The difference between the two
modes is most easily expressed as the difference between de-
mand=for n o response, on one hand, and n o demand for re-
" sponse, on the other. In spite of its subtleness the di-
. stinCtion is of interest, mainly due to the difficulty of
distinguishing, .in empirical studies, non-responses from.co-
vert responses.. Terminological confusion may arise here if
student responses are discussed one-sidedly«in terms of re-
.sponse m o d e, or if a proper distinction is .not made bet-
ween response requirement aspects and response mode aspects.

Lumsdaine (98) tabels 'implicit res;g%gewﬁgg;' a condition
knowm from many studies, which consists of letting the stu-
dents go through a program with the. correct responses writ-.
ten in all the blanks - a conditiop often called 'reading’.
The same condition:is called "covert or rather n o respond-
ing" b Wittrock (55; my italics). In many studies it is im-
possible to tell whichmo de of responding the students
have used, and the response r é quirement is often
incompletely described. An exact rendering of the instruc-
tion given to the students is, for exampie, seldom found in
the published reports.

!
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'+ In casesiWhere the original respogse requirement calls for
filling $n blanks.in the program frames, the 'reading' mode
has two main variants: ,
- response terms are not underlined or in any other way
emphasized; and v
- response terms are underlined or emphasized by means of
different colpur, etc. oo _ ‘
! In the first variant there will probably be no-responding,
whéreds- the second would be expected to yield what Lums- -
daine calls "implicit, covert responses". To label the con-
- dition 'reading' has the advantage of not presupposing any-
thing concerning student behaviour that casnot be checked.
In the terms discussed here, this condition can only be de~
fined negatively, as the absence of any kind of explicit
response requirement. $ince studies of response mode/requi-
rement mainly concern explicit response requirements, and
> since implicit response-requirement are so very elusive, if
’ they at all exist, the further discussion of response-re-
quirements will primarily be about explicit response requi-
* .rements. The term 'response requirement' will therefore,
throughout this book, mean 'explicit response requirement’.

Overt response requsdrement will
consequently mean an explicit demand for an observable act
of responding. Covert response requ ire-
ment will mean an explicit demand for a non-observable
(mental) act of responding. No 'response r e -
quiremeat, finally, will mean the absence of an ex-
plicit demand for a response, assuming also - unless other-
wise stated - that there is no response blanks in the pro-
gram nor any other space designated for the recording of
student responses. N ‘

L
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2.4 : PROMPTING

The term ‘prompting’ is often used in the PI Titerature..
Usually it is a label for all kinds of features or cues in
program frames, which have the objegtive of making the e
mission of the correct answer more likely", to use the.

. v g
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words of Meyer (107). The degree of prompting can vary from ’
mere hints to maximum or qhmpTete prompting, which means -
that the student is told what the response should be, before

he 15 asked to respond:

\! Prompt1ng' is often ‘used to ‘tabel the last-mentioned type
of complete prompting (e.g. in 82:134). This is particu]arlyA ‘ :
comman in studies of 'prompting versus confirmation' (e.q.
69). In order to aveoid vagueness and confusion, it is
suggested here that the term 'cueing' (see for dinstance 67:

— 13 & 82:134) should rep]ace prompt1ng in its Yeneral sen-
se, while the term 'prompting'.should ‘only be used to de-
note’ complete cueing as described abowe. .

Like sé@eraLJof the terms already discussed in this chapter,
.the term 'prompting' has the disadvantage of being 1jable to
Ymply assumptions concerning student behaviour, which may be .
difficult to control. In a program sequence of the prompting
type (key answer presented before the student responds) it
is possible that what is meant to be prompting, can in fact
beccme confirmation, namely if the student responds - pro-
bab1y covertly®s before the key answer is perceived (cf.

71). This vagueness can, however, be-aveided, if 'prompting’
is defined as the program property (key answer presentation
before student responding) that,is expected to have a promp~
ting function. A recent discussion of prompting can be found
in a paper by Richard Andersgn (60), who uses the term in a
very general sense.

'

) brd
2.5 -RESULT VARIABLES ETC.

An evaluation of an instructional process shou]d, in pr1n-
ciple, take-three main factors into account:
- the increase in student performance or ab111ty, re-
~ sulting from the process under study;
- the student working time needed for the process; and
- other costs of the process.
The term 'effect’ is often used to label the first of these
three factors, the increase in performance, while the term _
effic1ency is used 1n “the case of simu]taneous evaluation

RIC =2
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of the two first factors, e.d. performante'increase per unit
of student working time (cf. 101 & 118)., :

In the present study the terms ‘effect' and 'efficiency’
will be used in the above-mentioned way. Thus, 'l e-a r -
ning ef fect'will denote an increase in student
performance, which is assumed to be a result of the instruc-
tional process. Where there is no.risk of confusion only
‘learning' or only 'effect' will be used in the same sense.
Khen one and the same test, or parallel tests, are used to
"measure performance both before and after- the PI, the measu-
red effect may of course to some extent be due to a prac-
tice effect from the first testing. This can. however, be
taken into account in the definition of learning effect )
simply by considering the pretesting procedure as part-of
the instructional process studied. It should also be ob-
served that pretest effects do not necessarily .occur in PI.
Hartley (89) has studdied this problem rather extensively
and found no such effects. . . :

The term '1Tearning e fficiency'-or, where
sthere is no risk of confusion, only 'efficiency’ - will in
this study denote the learning effect in relation t§ P I

t 1 me. The term 'PI timMe' denotes the gross time spent by
the student on the program, i.e. the sum of the study pe-
riods devoted wholly to the program. The'term 'learning
time' is avoided primarily because this term should denote
the net or effective workih% time, and of this we genérally
know very little, except that it can safely be assumed to be
shorter than the PI time. .

“Efficiency could be more strictly defined by the- formula

Efficiency = Effect/PI time. T ‘
Jn practice it is, however, difficult to obtain reliable.
measures of this nature. Efficiency must, therefore, often
be estimated in other ways. More will be said about this

problem in section 3.3.2.4 below..

As defined here efficiency does not include any reference
to any aspect of the third of the factors listed above, the
costs of the process, other than student time. This could,
of course, easily be remedied by changing the definition so
that ‘efficiency' means 'effect per working time unit and

cost unit' (cf. 21:117)./The difficulties of measuring effi-

!
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clency defined in that way in the field of education would,
however, be almost insurmountable.

In many cases one tries to measure immediate learning effect
as well as retention some.time after the end of the instruc-
tional process. The term 'learning effect' will be used in .
this study to denote 'immediate learning effect'. The effect
remaining some time after the instruction has finished will
be labelled, as it generally 1s, 'reten ti o n' or '
"Tong-ternm learning effect'.




Previous Research

1
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¢3.1 OUTLINE OF THE REVIEW OF PREVIOUS’ RESEARCH

-

Research works and scientific discussionsﬁ%oncerning re-

- spodgETmpdﬁjrequirement and use of key answers in PI using
linear programs are reviewed here with an emphasis on the
results of practical educational research rather than on
learning research. A complete inventory of all that hgs
been written about these topics has nat been attempted. I
have regarded it as sufficient to identify the major trends
in the results of previous research.

Several research reviews covering the problems studied here
have been published (4, 59, 61, 70, 71, 90, 98, 99, 116 &
123). Most of these reviews have been of the traditional
type, that is they have consisted of short abstracts and
conments of a critical, evaluative or comparative character.
The review of Bernmalm (4) differs from the others in that
data concerfing the investigations are presented in tables,
which facilitates their use for the study of problems other
than those explicit]y treated by the reviewer. A thorough,
theoretical analysis of different aspects of response mode
and so called feedback is found in Goldbeck & Briggs (84).

Most of the studies I have come across in my literature re- .
view have been discussed in one or several of the reviews
1isted above, and I will therefore not present here another
review of the traditional type. Instead, I will try and give
a summary of a more objective-analytic kind. More than 50
studies of response mode/requirement or key-.answer frequency
in PI have been classified according to different program
ahd student variables, and according to the results of com-
gparisons between different experimental groups in terms of
learning effect and PI time. Those classifications have

i o,
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been made on the basis of data presented {n the reports re-
viewed, Summaries have been made \in the form of cross-tabi~
Jations, where the ufiit of observation is the-individual ‘
study. This procedure makes it possible to study the impor-
tance of certain program and student variables for learning
effect and PI time by means of statistical description.

The value of such summaries of groups of experimental stu-

"dies is 1imited-by {the followiny circumstances:

- Investigations with the same objective are not seldom

?o different in design as to diminish their comparabi- Y
ity. . : .

- Deficiencies in the reporting of data concerning experi-
ments sometimes make classification difficult or even
impossible. . .

= As all studies are given equal weight in <the summaries,
it is not possible to account for differences between
studies- in terms of subject sample size, scientific
‘quality etc. '

As regards the third factor listed above, it should be no=
ted, though, that if two comparisons have ylelded 'signifi-
cant differences using samples of different sizes, the gtu-
dy using the sma 13-er sample should be given the
greater weight, since the probability of obtaining signifi-
cantresults is smaller the smaller the sample. This has

_been pointed out by Bakan (64). When the sample {s large it

is even possible that a statistically significant differen-
ce is practically insignificant. As Nunnaily puts {t:
"..i; the null hypothesis is not rejected, it is usually
because the N is too small. If enough data are gathered
. the hypothesis will generally be rejected." (113:643)

Concerning scientific quality there-exists, as far as I
know, no measuring device or procedure of demonstrated re-
liability and validity. Nasatir & Elesh (112), for instance,
have devised ap instrument for that purpose, but analysing
their own vaTidation data one finds that the correlation
between raters is somewhat- 1 o w e r than could be expec-
ted if rating scores were totally randomly distributed!
Many other instruments have been proposed; a review by Bar-
tos (65) lists more than 20 items for the period 1962 -
1968. However, these instruments do not seem to have been
empiricaiiy investigated as to their reliability and

Q . .
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validity.

+ A11 three types of deficiencies listed above seem due to
lack of co-ordination of educational research and to in-
sufficient, standardisation of research methods, variable
definjtions, methods of presenting data, etc. Research re-
views of the type presented here car therefore, in addition
to fulfilling their main function, contribute to the demon-
stration of the co-ordination and standardisation problems
in educational research. The classifications of research
results made here constitute compromises ‘between what is
desirable and what is reasonable in view of the available
data. Deficiencies and uncertajnties in the classifications
will bediscussed im connection with the presentation of
each classification scpema below. ‘ ' .

3.2 CLASSIFICATION OF EXPERIMENTS

3.2.1 . Comparison resuits.

The results of comparisons between paired groups are-usu-
ally rendered in the form of gfoup means and t-values.- or
z-values-< for mean differences. But some studies only re-

part whether differences are significant or not, and wheth-

er they are positive or negative. And sometimes the signs
of nonsigmificant differences are not reported. In view of
these circumstances the following scale seems the most rea-
sonable basis for~the classification of the results of
group Mean comparisons: '

++ = positive significant difference
+ = positive nonsignificant aifference
0 =no difference or nonsignificant difference of

unknown sign
negative nonsignificant difference

negative significant difference.

Corcerning what is.significant or honsignificant the state-

ments ‘made in the reports studied have been accepted. If
the result of significance testing is reported for more




than one level of significance, the results at the 5 per
»cent Tevel are chosen.

Comparisons between groups as to learning effect in the pro
per sense (cf. definition in section 2.5 above) are rare in
the studies reviewed here. As a rule comparisons are made
in terms of posttest scores without correction for differen
ces in initial performance. For want of more precise data i
have chosen to accept pasttest differences as estimates of
the corresponding learning effect differences.

PI time is one of the very few variables in PI studies whic
1s normally measured in a quotient scale, namely number of
minutes o hours: The results of comparisons between experi
mental conditions can, therefore, be expressed as quotients
the PI time for each experimental condition divided by the
PI time for what can be regarded as the basic condition. As
basic condition in the computation of such a quotient is

chosen the experimental-condition which logically. should

lead to the shortest PI time. Such PI time quotients, .com-
puted from data reported for different experiments, can.be
considered directly comparable. :

a

«

3.2.2 Program 1ength

The most common, and usually the only, measure of program
length in the PI literature is number of program units, or
frames. The length of a program unit can, of course, vary
considerably between programs - and also within one and the
same program. Most research reports do not permit any reli-
able estimate of the length or 'size' of frames in the pro-
grams used., According to Yaeger (125) it seems very diffi-
cult to find a useful measure of program frame length.

In studies of the effects of different response requirements
and key answer frequencies, one of the most interesting a-
spects of program length is the number of responses demandec
in the program. If one response per frame is required, the
number of trames is a suitable measure, but in other.cases
this measure ‘can be misleading. Unfortunately, the number
of responses demanded in a program is rarely reported in the

x
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studjes reviewed here, Therefore, the number of frames is
the only generally available measure of [program length.

Taking the abserved variation in the number of frames per
program in the studies reviewed into consideration, the
following classification schema has been established for
the variable program length: .

Categor .Definition
Category . PETINILION

Long More than 200 frames

Medium : 100 - 199 frames

Short Less than 100 frames

Unknown - Number of frames not reported

'

3.2.3 Students' age or educational Tevel

Research reports usually indicate e jther the age of
the students o r their educational level ("college", “se-
condary modern", “grade 9", etc.). For the classification
of experiments in this respect I have defined the follow-
ing student categories: :

16 years or more,

i3 - 15 years,

10 - 12 years,

9 years or less, ) ' -

‘ age not reported and impossible to estimate. 3

Where only educational level is reported the students are
considered to be 6f the age which is novmal- for the educa-
tional level in guestion.

-

3.2.4 Learning task characteristics
o : K .

- v

A classification of experiiental studies according to the
degree of learning task difficulty would be of great inte-
_rest in this context, and 'so would a classification accor-
ding to the occurrence of unfamiliar response terms (cf. 59:
141), i.e. what is often labelled the degree of ‘response.

rd




learning' (e g. 35:504). Since suff1c1ent1y detailed pro-

- gram descriptions are not found in most of the reports re-

: viewed, I have not considered it possible to construct a

schema for objective classification of experiments accord-
ing to such Tearning task characteristics. The question of
possible interactions between response requirement or key
answer frequency, on one hand, and different learning task
characteristics, on the other, will therefore have .to be
discussed in more informal terms (see section 3.3.2.3.
below).

3.3 STUDIES OF RESPONSE REQUIREMENT

il

In view of what has been said about the terminology in this’
field (see section 2.3 above), it seems natural to classify
studies of response wmode or response requirement in PI
whoily on the basis of program properties. The following
main types of response requirement can be distinguished:
overt, student-constructed response required (OCR);
overt, multipie-choice response required (OMR);
covert, student-constructed response requived (CCR);
covert, multiple-choice response required (CMR). and
no response requ1red (NOR) R

The four first-mentioned types (OCR, OMR, CCR & CMR) may
occur with or without @ key answer, following the student
response, and they may also be combined with prompting or . -
cueing. In practice, prompting is, however, unusual when

- multiple-choice answers are required. '

.For obvious reasons key dnswers or other kinds of 1nforma-}
tion regarding the carrect responses do not occur in connec-
tion with no-response requirement (NOR). Cueing may, however,
occur in the NOR condition, when certain terms or concepts
are emphasized (cf, section 2.3 above). This NOR condition
comes quite close to the CCR condition combined with cueing,
the only ﬂaffcrence being that the CCR°condition presupposes
an explicit demand for student responses. The NOR condition
is often ca]]ed "reading", a term which seems most adequate
when cueing does not occur.

{;@ ‘\ |
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In the literature reviewed here several experimental studies
comparing two or more response requirements are reported.
The number of comparisons for each pair of requirements is
given in table 3 .1. As this table shous, a few
types of comparison dominate the literature, namely

- OCR requirement (overt constructed response) versus OMR
requirement (overt multiple-choice);

OCR requirement versus CCR requirement {covert construc-
ted response); : a

OCR requirement versus NOR requirement (no response re-
quired)} and

CCR requirement versus NOR requi

rement.

Table 3.1 Number of comparisons of pairs of response
requirement in the Titerature reviewed.

OCR  OMR * CCR  CMR  NOR

OCR - 6 23 0 24
OMR - 1~ 2 2
CCR ’ - 0 8
CMR - 0

NOR

Note: The total sum cf matrix values exceeds the
number of studies reviewed, since several
studies involve more than one comparison.

In the following survey only the four most frequent compari-
sons are discussed, i.e.. OCR-OMR, OCR-CCR, OCR-NOR, and
CCR-NOR. .

3.3.3 Constructed versus multiple-choice response re-
quirement

The literature reviewed contains five reports (12, 17, 26,
41, 53) of studies where student-constructed response is
compared to multiple-choice response. In the study by Fry
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(20) the two response requirements are compared under tuwo
different conditions of PI time, namely variable time and
fixed time, which gives in all six comparisons. In all the
$iX cases overturesponses are required, i.e. the require-
ments compared are those here labelldd QCR and OMR. The key -
answer frequency was 100 per cent throughout, {.e. key an-
swers were presented to students after each frame.

Some data regarding the six compar1sons are summarized in
table 3.2. As the table shows, the comparison re-
sults in terms of ‘learning effect are either neutral (3
cases; or positive, favouring the constricted response (3
cases). The positive differences are significant in two ca-
ses, but thaese are not fully independent, since they come
from experiments made by the same researcher, using the
same program (20). Comparisons as to retention have been
made in five cases, and the results agree, on the whole,
with the results shown in tabie 3.2,

Table 3.2 Data on sfudies comparing OCR with OMR-

Ref Effect P{i time  Student Program Program title
OCR-OMR OCR/OMR age  length

12 0 1.2 215 . '104/56! Elementary Psych.
17 + 1.1 216 - 72 Symbolic Logic
20 ++ 1.7 13-15 --?  Spanish Vocabulary
20 ++ 12 13-18 L
v 4 0 - >16 1152 Analysis of Be
53 0 1.3 216 192 haviour - ' f“*’

1) "Smai1" and "large" steps respectively

2) 16 items repeated "several" times .

3) Same time for both conditions, preset by the experi-
mentator :

The PX time is reported in four cases. and all four PI time
quotients J{OCR-time divided by Grx-time) are greaier than
1, i.e. the PI time increases when overt student-construc-
ted responses are required instead of overt multiple-choice
. responses. Apparently, the.size of this increase in PI time




can vary considerably. In the studies reviewed here the PI
time under the OCR condition is between 8 and 70 per cent
longer than the PI time under the QMR con8ition (see table
3.2). ! :

Learning efficiency is difficult to estimate on the basis
of the data in table 3.2, It is obvious, however, that a
demand for overt, student-constructed responses may in-
crease PI time with up to 27 per cent - compared to the PI
time using multiple-choice questions - without any signifi-
cant or even noticeable increase in learning effect (53).
There is, therefore, reason to suspect that QCR requirement
can lead tc lower learning efficiency than OMR requirement.
In a complete evalaation of the relative merits of these
two response requirements the fact that program production
costs increase when multiple-choice items must be provided,
should, however, also be taken into consideration. '

The outcome of comparisons between the OCR and the OMR con-
~ dition as to learning effect may also be influenced by the
‘nature of the learning task,.especially by the degres of
response learning calied for in the program [cf. Section
3.2.1.5 above). When a program has the aim of increasing
the student's response repertory, e.g. his active vocabula-
ry, it seems likely that the demand for student-constructed
responses should have a particularly good effett. It is,
therefore, interesting toc note that the significant positive
effects of OCR as compared to OMR, reported in table 3.2,
have been reached using a program with the objective of*
teaching Spanish vocabulary (20). -

The following tentative conclusions can be drawn from this
survey regarding the demand for student-constructed rgspon-
ses as compared to the demand for multiple-choice reSponses:
- Student~constructed responses lead to equal or better ’
learning effect.
- They may in some cases lead to lower learning efficiency.
~ They lead to higher effect the higher the degree of re-
sponse learning called f9r in the program.-
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3.3.2 Overt or covert or no response requirement
v ‘ . :

In the literature reviewed here more than 30 reporté‘haVe
been found, where two or more of the response requirements

OCR, CCR and NOR are compared as to their effect in PI using

Tinear programs. One study reports 3 experiments (1), three
report 2 experiments each (2, 21 & 35), and 32 studies re-
port 1 experiment each (6-8, 11, 13, 14, 16-18, 22-25, 29-
31, 33, 36-38, 40, 43, 44, 46, 47, 49-55 & 60). Since multi-
ple-choice responses are not at all discussed in this sec-
tion, the terms 'overt response' and 'covert response' are
used to denote 'overt student-constructed resporsc! and
'covert student-constructed response' respectively."

Overt versus covert response requirement is studied in 24
experiments (1, 2/2 exp:s/, 6-8, 13, 14, 17, 21/2 exp:s/,
33, 35/2 exp:s/, 36-38, 40, 46, 47, 50-52 & 60). In all the-

i

se cases the response requirements have been studied in com-  °-

bination with 100 per cent key answer frequency. '

Overt response versus no response requirement has been stu-
died in 24 experiments (1/3 exp:s/, ‘6, 8, 11, 16, 18, 21/2
exp:s/, 23-25, 29-31, 43, 44, 49/2 exp:s/, 50, 53-55). IR
thess cases, too, the OCR requirement has been studied un-
«der 100 per cent key answer frequency.

Covert reggénse versus no response requirement has been stu-
died in 8 experiments only (1, 6, 8; 21/2 expis/, 22, 31 &
50). In one of these (22) the covert response requirement is
studied only in comhination with O per cent %ey answer fre-
guency, while in all the other cases the key answer frequen-
cy 1s 100 per cent. Studies comparing the effects of diffe-
rent response requirements also under key answer frequencies
other than 100 per cent, are discussed'further’in section
3.4 below,

The results of the comparisons as to PI time, learning ef-
fect, and retention in the experiments reviewed here are
summarized in tab le 3.3 . Since pretest data are
usually not available, differences in posttest results are
used as measures of learning effect differences. As the va-
riance of pérformance increments is normally smaller than
the .variance of the correspdqging total performance measure,



this procedure will probably lead to an underestimation -
rather than an overestimation - of the degrees of signifi-
cance associated with the reported differences.

As table 3.3 shows, PI time data are available for about
‘half of the experiments reviewed. The retention of learning
can be estimated in just over half of the experiments, but
the time elapsed between thé instruction and the second

,posttest - intended to measure retention - varies consider-

ably, from 2 weeks to 6 months. The distribution of compa-
rison results concerning retention must, therefore, be in-
terpreted With particular caution.

/

Table 3.3 Studies of requirements OCR, CCR and NOR:
outcomes cf comparisons as to PI time (PT),
learning effect (E1), and retention (E2).

Compa-  Vari- No. of comparison outcomes
‘rison able + o+ 0 - - No data
- QCR-CCR  PT 12 0o 1 0 0 1
’ El \ 5 7 5 6 1 0
E2 \ 3 3 6. 2 0 10
QCR-NOR 'PT 9 1. 1 0 0 13
£ w7 5 6 5 1 0
E2- 4 4 2 1 2 1
CCR-NOR  PT 1 1 1 1 0 4
£l a2 2 4 0 0
E2 o 1 1 1 2 3

o

1) ++ or + means that the mean for the first-
mentioned requirement has been higher than
that for the last-mentioned.

& -
From the summary in table 3.3 it can be concluded that overt
response requirement, whether compared With covert or with
no response’ requirement, leads to increasing PI time, but

s
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that this - often considerable - increase in PIl.time far
from always results in a noticeable increase in learning
effect. From this follows that the relationship between
overt response requirement and learning efficiency is by no
means unequivocal.

Regarding covert response. reguirement, as compared with no

response requirement, one may conclude, from the summary in
table 3.3, that a demand for covert responses as a rule has
- a rather small influence on PI time as well as on learning

effect.

The perhaps most important-conclusion that can be drawh from
data presented in table’3.3 is, however, that any 'dogmatic’
opinion concerning the genkral value of ong specific .respon-
se requirement seems untenable.

- Consequently, a more detailed analysis is desirable. Accord-
ing to Holland (90:93ff) factors such as program length and
the d7fficulty and relevance of the program quest1ons should
be expdcted to affect the result of covert responding in PI,
Other researchers have pointed to the character15t1cs of the
learning task, especially its degree of "response learning"
or "associative learning" (35-& 59), and the age or intel-
iectual maturity of the students (35) as important factors..
. The experiments reviewed here can, with few exceptions, be
classified according to program length as well as student

age. .

An objective classification of program properties such as -
level of difficulty, relevance in relation to the criterion
test, and the degree of response learning called for, is in
most cases not possible on the basis of the available data,
The relationship between such program properties on the one
hand and learning effect on the other will, therefore, be
analysed by means of a discussjon of selected experiments.
It should be noted here that level of program difficulty
and degree of response learning are not program variables
in a strict sense (see section 2.1 above), since they are
to some-extent dependent on student characteristics: a re~
sponse term unknown to A may be well known to B, etc.
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. 3.3.2.1 Response requirement and program length -

®.

In table 3.4 program length is cross-tabulated
against the outcomes of response requirement comparisons as
to learning effect.

The result of this cross-tabulation supports the hypothesis
about a correlation between program.length and effect of
overt response requirement. In all experiments yielding a
significant result favouring overt responses {++), programs
with more than 100 frames have been used. Whep short pro-
grams - with less than 100 frames - have bee ; used, most
comparisons favour other response requirements.

Judging from table 3.4, the correlation between program
length and outcome of comparisons is higher when overt re-
‘sponse requirement (OCR) is compared with no response re-
quirement (NOR) than when it is compared with covert re-
sponse requirement (CCR). For short programs, negative out-
comes are more often associated with the comparison OCR-NOR
than with OCR-CCR. ' .

Regarding the effect of OCR compared to CCR, the-results of
this analysis support Hollands opinion that the disadvantage
of covert responding appears first when the program is
“Jona enough for subjects in the covert mode to beccme
careless...”" (90:93). v :
~It-should be noted, though, that overt responding, and the

. dincreased PI time which it entails, means that a large num-

ber of short pauses occur in the students' intake of infor-
mation, viz. when responses are recorded. To the extent that

~ such pauses have a positive influence on learning, it seems

reasonable that this influence should be greater the longer
the progiam. .

As regards CCR compared to NOR, the small variation between
studies in program length (table 3.4) allows no conclusion
concerning a correlation between program length and outcome
of comparisons between these two response requirements.

A cross-tabulation corresponding to the one in table 3.4 has
also been performed for the outcomes of comparisons between




Table 3.4 Cross-tabulation: Program length x ootcome of
6 comparisons between pairs of response require-
ments as to learning effect. ) T

Compa- Program No. of outcomes type  Sum
rison length Mot 0 --

0CR~CCR =200
100-199
<100
unknown

OCR-NOR 2200
100-199
<100
unknown .

CCR-NOR =200
. 100-199
<100 .
unknown
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Table 3.5 Cross-tabulation: Program length k~outcome of
comparisons between pairs of response require-
ments as to retention,

Compa- - Program No. of outcomes type Sum
rison Tength ++ + 0 --
OCR-CCR 2200 1 1 1 2 0~ 5
100-199 2 0 0 0 O 2
<100 0 1 3 1 0 5
unknown o 1 1 0 ¢ 2
OCR-NOR =200 1 0 0.1 0 2
100-199 3 2 1 u o0 6
<100 o 1 1 1 2 5
- unknown 0 2 o 0 0 2
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response requirements in terms of retention of learning. The
result is shown in table 3.5 . There is a close
correspondence between the rest1ts of comparisons as to re-
tention and the results of comparisons as to learning effect
(table 3.4). The correlation between program length and the
effect of OCR appears also in the analysis of retention
data. The hypothesis about the importance of program Tength
for the effect of overt responding in PI is, on the whole,
supported by the present research review.

3.3.2.2 Response requirement and Student age or maturity
level :

The posé?bi]ity of a correlation between overt response re-
quirement (OCR), on the one hand, and student characteris-
tics such as age, mental age, study skill, etc., on the
other, has been discussed by Leith (35). He sees the overt
response requirement as a means of mainiaining the learner's
attention and focusing it on the crucial elements of the
learning task (35:504). To the extent that overt responding
has such a supportive function there may well be Tess need
for it the older or more mentally mature the students are.
A definition as well as a thorough discussion of attention
in the sense of the term implied here can be found in‘a
paper by Richard Anderson (60).

The hypothesis that overt responding (plus knowledge of re=-
sults) has the effect of heightening the attention of the
students has also been supported in a study by Sime & Boyce
(119). This study does not concern PI in a proper sense,
since Sime & Boyce measured the effect of questicns versus
statements concerning corncepts taught in a tape-recorded lec-
ture. As they used multiple-choice questions the two response
requirements compared correspond to the OMC (overt multiple-
choice) and.NOR (no response) conditions respectively. Their
results indicate that OMC requirement heightens attention as
compaer to the NOR requirement. >

Holland also seems to believe that overt responding primari-
1y is a support for the student, and that, correspondingly,
covert responding makes greater demands-.upon the study disci-
pline of the student (90:93). If this is true, it is also
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reasonable to assume that overt response requirement is more
important the younger the students are. Hoiland himself does,
however, not take,this possibilfty into consideration, but
contends that overt responding should be required at all
student -age levels. . ) '

Rippey reviewed 14 studies comparing overt and covert re-,
sponse requirement in PI or other learning tasks (116). He
concluded that - '

"a number of .. studies indicated that overt responding
produced greater achievement for students who were very
yourg .. and who had lower intelligence quotients"
(116:218).. ) .

Rippey also concluded that the superiority of overt respon-
ding tapers off between grades 4 and 6, and that it is
Tittle evident in grade 6. p )

If there is a relationship between student age and effect
of OCR, this should show in a cross-tabulation of student
age and outcomes of response requirement comparisons. The
results of such a cross-tabulation are shown in tab 1l e
3 . 6 ,:which, however, shows no q1earcut correlation ten-
dency. But the table demonstrates 'clearly that the distri-
bution of experiments on the different age categories is
skewed: most studies have used older students as subjects,
particularly studies comparing OCR and NOR.

It should be noted. though, that 6 oui. of 8 studies of OCR
involving .students under 13 years of age have vielded lear-
ning effects results favouring this requirement. The data
summarized here give, therefore, some support to the hypo-
thesis that overt responding in PI is especially benefici-
ent for the Tower age groups. The lack of a more clearcut
correlation in the data at hand may be due to the scarcity
of experiments involving younger students. The analysis re-
sults reported here also indicate, then, what kind of expe-
. riments are most needed in the further studying of this
problem.
Some of ihe experiments reviewed nere have been designed
“with the specific aim of studying the relationship between
student age, mcntal maturity, etc., on one hand, and the
effect of overt response requirement, on the other.




Table 3.6 Cross-tabulation: Student age x outcome of
_comparisons between pairs of response requi-
rements as to learning effect.

Compa- Student No. of outcomes type  Sum
rison: age + + 0 - -

OCR=-NOR 216
13-15
10-12
<10

OCR-NOR 216
13-15
10-12
<10

CCR-NOR  2>16
13-15
10-12
<10
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Leith & Hope (38) report significantly better learning eff-
ect with OCR than with CCR when’ the students' mental age is
below 11 years. For students of the same chronological age’
with mental age above 11'years the two response requirements
led to approximately equivalent learning effects. According
to Leith (35), Biran, Clarke & Leith (5) found significantly
better learning effect with OCR than with CCR for “"low abi-
Tity" students in a secondary modern school, while the more
"bright" students in secondary modern and Jjunior school
learned about as much under both response requirements.

Leith & Ghuman (37) compared OCR with CCR as to learning
effect at three grade levels: grades 3, 4 and 5 in grammar
school, all subjects being girls. The interaction between
response requirement and grade level was not significant,
but mean differences pointed to a decreasing effect of overt
responding with increasing student age. In grade 5 of the
grammar school the difference in learning effect between the
two response requirements was even significantly negative,
1.e. at this age level (about 16 years) the learning effect
of the program on Co-ordinate Geometry was definitely lower
when overt responding was required than when covert respon~
ding was required. o

In a recent study Lewis & Whitwell (96) compared the lear-
ning effect of QCR and CCR for 11-year-olds apd 13~year-olds,
both groups including boys of high to medium mental ability.
Apparently, they found no significant interaction of age and
response requirement, but mean values reported indicate that
the superfority of CCR - covert response requirement - was
more marked for the 1l-year-olds than for the 13-year-olds.
Thus, Lewis & Whitwell's study does not support the hypothe-
sis of increasing effect of overt responding with decreasing
student age. Data on high-ability and low-ability students
of 11 years are, however, in better agreement with this
hypothesis, since they indicate that the negative effect of
OCR occurs mainly among the-high-ability students. For me-
dium ability students there was no difference between re-.
sponse requirements as to learning effect. -

Lambert, Miller & Wiley (33) divided the grade nine students
in their study of QCR and CCR into three intelligence groups:
high (IQ 120-162),- normal (112-119), and low (76-111). They
used a fairly long program with 843 framés, but report a
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significant, positive effect of overt response requirement
(OCR) only for students in the h i g h IQ group. Their

. results runs, then, counter to the hypothesis that overt
responding has its greatest positive effects at.Tow levels
~of intelligenck.

In an unforfunately very incompletely reported study Aust-
wick (63) found no difference in learning effect between
OCR and NOR requirements when subjects were graduate stu-
dents, but when he replicated the experiment with 13-year-
olds in grammar school OCR led to better learning than NOR.
Austwick concludes that

“the guided instruction provided by the constructed

response programme was aiding the 1earning process

for the younger students" (63:198). o

A couple of studies by Entwisle, Huggins and Phelps (16)
indicate that OCR may be most beneficient - or least detri-
mental! - for high ability students. Their low ability stu-
dents did better under a CCR condition. The programs used

were apparently very difficult, so the low ability students
may have been handicapped by poor understanding of the ques~--
tions. Attempts to respond to questions that are too diffi-
cult may be less efficient than being told the answers right
away.

Only half of the studies reviewed in the last paragraphs
lend support to the hypothesis discussed here regarding a
relationship between student age or maturity level, on one
hand, and the effect of OCR, on the other. Also, three of
the studies supporting the hypothesis have been performed
within the same institution, by the same team of research-
ers. They should, therefore, not be considered strictly in-
dependent pieces of evidence (cf. Rosenthal's view that
"ten experiments performed in a single laboratory may be
worth less than the same ten experiments conducted in diffe-
rent laboratories", 117:153). :

A study by Lockard & Sidowski (97) deserves mentioning in
this context. Although it is not a PI study, it illustrates
the problem discussed here. In this study the effects of OCR
and CCR on the learning of nonsense syllables are compared.
Subjects were students in grades 4 and 6. For subjects from
‘grade -4 the overt response requirement (OCR) Ted to higher
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effect, a1though not szgnificantiy so, while for grade §
- subjects the OCR led to significantly lower learning effect
than the CCR. ' '

In a study comparing conventional programmed instruction
and students' reading programs while making notes ﬁt their
own discretion, Poppleton & Austwick (114) found that PI
was more efficient with younger students (13 years)n while

reading plus note-making was more efficient with graduate
students.

Summarizing the present analysis one may conclude that the
hypothesis, launched primarily by Leith, that the positive
effect of overt responding decreases with increasing stu-
dent age or maturity, is reasonable although not unchallen-
ged. It is probable that age as such is of no conséquence,
but rather some characteristics that covafy-with ade: ‘work
discipline', study skills, background knowledge, etc. (cf.
_.section 3.3.2.3 below). If that is the case, one £hould ex-
pect to find an interaction between student age Znd type of
program as regards the effect of different response require-
ments. A response requirement that is suitablg for a certain
type of program and a certain age group may,’ for instance,
be unsuitable for another program taken by/fhe same age
group. This could in turn partly explain the absence of a
correlation between student age and_outhﬁe of response re-
quirement comparisons in table 3.6. ‘

= s .
It should be noted that the problem discussed here is part
of the general problem of ATI, i.e. aptitude-treatment in<
teractions, which has been much discussed in the recent 1i-
terature. A quite extensive summary has been published by
Bracht in the 1970 issue of the Review of Educational Re=
search. The ATI discussed here need not be linear, i.e. the
efficiency of a treatment need not increase or decrease mo-
notonously with some student characteristic. On the contra-
ry, the picture provided by the studies reviewed here indi-
cates that there may be some optimal relationship between
student ability and program difficulty, where overt con-
structed responding is particularly beneficient.

e




3.3.2.3 Response requirement and learning task characte-
" ristics ' -

s

w .explicit activity is likely to contribute to the phase
of learning referred to as response learning” (35:504;
note that “explicit" is used here as synonymous 10
“overt"). v , '

“Clearly, an overt, constructed response should be re-

"quired from a student, if he is expected to be able to
emit an unfamiliar, technical term" (59:141).

As these two quotations show, both Leith (35) and Anderson
(59) assume that there is a relationship between the effect
of overt response requirement, on the one hand, and the de-
gree of response learning called for in the program, on the
other. A similar point, although not specifically mentio-
ning response learning, was made by Reid already in 1964
(115:159f). It has, however, not been possible to classify
the studies reviewed here objectively as to the nature of
the learning tasks involved (cf. section 3.2.4 above). Also,
the degree of response learning called for in a program can-
not be estimated independently of student characteristics,
since response terms unknown to one student may be well
known to an other.. -

The nature of the criterion test is also important in this
context. The learning effect under overt response require-

"ment can be expected to be correlated to the.amount of pre-
viously unknown response terms only if the learning of these
terms is measured by the criterion test. As Holland has
pointed out (90), student responding in P1 will influence
learning only if the responses required are relevant, i.e.
relevant with regard to the criterion test. Holland and
Kemp (91 & 94) also have pointed out that responses required
in a program must be contingent upon the program content.
Otherwise the student's responding will have no relationship
to his learning of the program content. Holland and Kemp
have devised a special technique and a measure, the black-
out ratio, for the extent to which responses required in a
program are contingent upon program content.

Most sfuaigs reviewed here are not reported in such a way as
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to permit judgments concerning the criterian tesi relevance

of the required responses. The possible relationship bet-

ween type of pregram and effect of overt response require~
ment may nevertheless be illustrated by means of a, summary
of the available data.* T able 3.7 contains a sum-

- mary of some program and student data for those experiments

which report significantly better learning effect, for at

least some student category, under the OCR than under the

CCR or NOR conditions. -

. As table 3.7 shows, 12 different programs have been used in
the 16 experiménts summarized. Four of these programs led
to positive effect of GCR for some student subgrqups only.
Three of these programs (5, 33 & 38) have already been dis-~
cussed (section 3.2.2.2 above). The fourth, a program en-
titled "Electronics”, was used in two studies (7 & 36) and
in both cases the OCR led to significantly better learning
than the CCR for students with "low background knowledge"

“1in physi€s, i.e. students for whom the program probably con-
tained a large number of unfamiliar response terms.

For eight different programs, used in eleven expériments,
the OCR had a significant positive effect for the whele stu-
dent population. One of these program teaches spelling (35),
a task very much characterized by response learning and,
furthermore, a task where the writing down of responses is
particularly important, since what is to be learnt is the
correct writing of words. Another program addresses itself
to medical students, giving "elementary information" (14:
238), which probably means that the students had little ini-
tial knowledge of the learning material. For yet another me=
dical program of "technical, unfamiliar" nature, Tobias &
Abramson (49) found a significant difference favouring the
OCR condition. ’ E

Three of the programs summarized in table 3.7 treat psycho-
logical or educational subject matter. The program "Funda-
mentals of educational test interpretation®, used in two
studies by Krumbolz & Weisman (31 & 32), is said to have the
objective of giving the students .
“a conceptual understanding .. of percentiles, age and
grade scores, normal distribution curves, standard de-
viations and z-scores" (32:90).




rable 3.7 Program and student characteristics of experi-
ments yielding significantly better learning ef=
fect under overt (OCR) than under covert (CCR) or
no- (NOR) response requirement.

27

Program Student No. Ref.
(title or subject) category of
‘ exp

~interpretation
Analysis of Behavior . 24,25,53
_Programmed instruction "- 43
Diagnosis of myocardial Medical stud:s 14
* infarction ‘
Medical terminglogy Yo 1 49
Spelling Boys, sec.mod, 1 35
Definitions of mammals Grade 6 stud:s 1 51
'l n
2

Fundamentals of Zest Coll. stud:s 2 30,31

Vocabulary: difficult Grade 5 stud:s
- Electronics Coll. stud:s w.
low backgr.knowl.
Molecular interpreta- Sec.mod.stud:s 1
tion of heat transfer of low ability .
Latitude & longitude 11-year-olds, MA 1
‘ .. below 11-years
Sets, relations & Grade 9 stud:s 1
functions T w. high IQ
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This probably implies the use of a number of "unfamiliar

and technical" response. term$. About the program “Programed
Instruction", used by RippTe {43), there is no information
available in the research report. It does not seem unreason-
able, however, to assume that a program with this title.con-
tains a number of response terms, unfamitiar to the stu-
dents: - - '

The jprogram "The Analysis of Behavior" was constructed: by
Skinner and Holland, two of the most ardent supporters of
the need- to require overt responses in PI, This program was
used in three studies, two by Holland himself (24 & 25) and
one by Williams (53). It is worth noticing that this Skinner
~Holland program, as well as the program "Programed Instruc-
tion"-mentioned above, was used only in comparisons between
overt (OCR) and no (NOR) response.requirement. Strictly ,
speaking, this only demonstrates that ex pl ic i1t re-
sponse requirements have a positive effect on learning, and
not that the overtness of the response activity
has a positive effect. An explicit response requirement,
whether overt or covert, has the function of informing the
student about what elements of the learning task - the pro-
gram - should primarily be learnt. Such guidance may have a
particularly great influence when the program is long; in

a short program it may be possible to learn all there#s to
learn.

The observations reported here indicate clearly a correla- .
tion between the nature of the learning task and the effect
of overt response requirement: the more unfamiliar response
terms a program contains, the higher the positive effect of
overt response requirement should be expected to be.

This conclusion is also supported by the results of other
kinds of learning experiments. Eigen & Margulies (80), for
instance, compared JCR and CCR when the learning material
consisted of nonsense syllables at different "information
levels", High information Tevel in this case means that the
.association value of the syllable is low, i.e. the syllable
is not similar to any existing word. The authors found that
the positive effect of overt response requiremeht (OCR) in-
creased with increasing information level, i.e: when re-
sponse terms became more "unfamiliar" to thc subjects. At
the same time, the OCR had, however, the effect of decreas-

/
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ing the amount of "incidental learning", i.e. learning of
syllables not designated as response terms. . .

It is quite probable, however, that the relationship bet-~-
ween the nature of the learning task and the effect of overt
response requirement is much more complicated than it has so
far appeared to be. Increé§ing learning task difficulty

- should be expected to lead ‘o an increase in the positive
effect of overt response reg&irement. But if the degree of
.difficulty is very high, this positive effect may fail to
appear. A study by Goldbeck & Campbell (21) lends some sup-
port to this assumption. In this study the authors used 35
jtems of "factual learning". The degree of item difficulty -
was varied by means of cueing. The OCR condition had a nega-
tive effect when .tems were easy, and a positive effect when'
they were moderately difficult. .But when items were very
difficult, the difference between response requirements -as
to learning effect was very small. The mean frequency of
correct answers to the diffieult items was only 21 per cent,
a fact which caused Holland to remark: :

"If jtems cannot be answered anyway, it should make

1ittle difference whether the failure to answer is

in writing or in thought." (90:96) °
I agree, on the whole, with Holland here, but it should be
pointed out that it may make a difference whether the "fai-
Ture to answer is in writing or in thought". If by failure
one means making a wrong response, -the writing down of the
response instead of merely thinking it may have a negative
effect on learning. '

The idea that overt responding may have a negative effect
on learning has also been put forward by Anderson.{60). In a
balanced discussion of the problem of active responding he
first says that : .
"when a student can respond correctly to the frames ..
without paying attention to critical material, atten-
tion to this material is minimized and learning suffers.
However, the requirement to make overt responses might
be facilitative provided that correct responding was
contingent upon attention to all of the critical mate-
rial" (60:355). ° ,
After a review of the Kemp & Holland study of "black-out ra-
tio" (94), demonstrating that only cue-contingent overt re-
sponses facilitate learning, Anderson- notes:
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"It may be true, however, that the requirement to make
overt responses which are not cue-contingent disrupts
normally adaptive reading habits." (op.cit.) =~ '\

It must be observed, though, that Anderson discusses \
active responding, i.e. overt responding as opposed °
" to no responding, and that he does not take into considera-:
tion the possibility of active covert respon- -

ding.

Summing up: this discussion of the relationship between the
nature of the learning task and the relative merit of gvert,
covert or no response requirement, one may safely conclude

that the research reviewed indicates that no predictions re-
garding the effect of overt responding should be made with-
out taking the characteristics of the learning task into-
consideration. 2 )

3.3.2.4 PI time and learning efficiency

Although different researchers hold different opinions about
the value of overt responding in PI, there seems to” be gene-
ral agreement on one point: overt response requirement leads’
to longer PI time than covert or no response requirement.
This is only natural, since the student, having decided what
response to give, must devote some time to the recording of
his response, that is, if he rfesponds overtly as required.

If not, the overt response requirement will not lead to
longer PI time than any other response requirement.

In order to evaluate the influence of the response require-

ment upon learning efficiency one must know both the learn-

ing effect and-the PI time. Data regarding PI time are, how-
ever, reported only in about 50 per cent of the studies re-

viewed here (see table 3.3 above).

For studies reporting PI time data PI time quotients shave
been computed (See section 3.2.1.2 above), using the PI time
under the NOR or, where this is not included, the CCR condi-
tion as denominator of the quotient. The resulting PIT quo-
tients are given in tab le 3. 8. Fromdata in this
table the following PIT quotient values can be computed:
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OCR/CCR:
Mean = 1.67 .
Variation width: 1.36 =-. 2.40

OCR/NOR:
Mean = 1.78
Variation width: 1.29 - .2.32

The mean increase in PI time following OCR is, then, 67 per
cent of the PI time under the CCR, and 78 per-cent of the
PI time under the NOR}i The lowest PIT quotient reported in
any of .the 13 studies®in table 3.8 is 1.29, i.e. in no case
did the OCR lead to an increase in.PI time of less than 29
per cent, which is a considerable increase in the total
working time spent on a program. Consequently, the OCR con-
dition must lead to a considerable increase in learning ef-
fect, in order to reach the same learning efficiency as the
CCR or NOR conditions.

Data available in the reports reviewed here give, as a rule,
small possibilities of computing measures of learning effi-
ciency. This is mainiy due to the fact that the absolute
magnitude of the learning effect usually cannot be estima-
ted. Learning efficiency is very difficult to measure under
any circumstances. Firstly, this measuring presupposes that
learning is measured in an approximate quotient scale, as
has been pointed gut by Holland (90:102). Secondly, compa<
risons between quotients of learning effect through learning
time presuppose a linear correlation between time and learn-
ing. This condition is not Tikely to be met in practice,

: since curves relating learning time to performance are usu-~
- ) ally negatively accelerated, j.e. a given increment produces
a smaller increment in performance the longer the total
Tearning time.

Holland's criticism of the habit of computing "efficiency

index by dividing test score by learning time" (90:102) is

fully justified, but the efficiency problem cannot be dis-

missed, as Holland seems inclined to do, by such criticism.

This point was also made by-Lumsdaine, who put forward cri-

tical viewpoints similar to those of Holland and ended:
"These considerations .. do not controvert the
need to take time into accoun t
.. (101:310; my italics).
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Table 3.8 PI time (PIT), éxpressed as PIT quotients,
under different response requirements.

Réfe- Type of PIT quotient
rence OCR/CCR  OCR/NOR CCR/NOR

14 1.90 --
17 1.61° -
21 - 1.20
21 - 1.80
25 - 2.14
30 “- 2.32
38 1.66 --
44 - 1.50
47  1.38 -
49 2.40 -
52 1.47 -
53 -- 1.65
55 1,37 an

Qut of the 13 expayiments summarized in table 3.8 only one
contains data on the level of learning reached by students
not taking any version of the program, namely the study by
Hill{ams (53). This study reports a posttest mean of 8.8
for a contral group not taking the program. If this value
is substracted from the experimental group means, one gets

*learning effect' under OCR = 14.7; and

"Tearning effect' under CCR = 11.8.

Assuming a quotient scale, the increase in 164rning effect
following the OCR would be 25 per cent of the effect under
the CCR. But the corresponding increase in PI time is 65
per cent, according to Williams's data. Admittedly, this
analysis is based on some Unwarranted assumptions, but it
shows nevertheless that, although the learning e f fec t
was highest under the OCR, it is quite possible that the
learning e f f {1 ciency was appreciably lower under
this requirement than under the CCR.
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If quotient scales for the measuring of learning efficiency
are not available, one may attempt to judge efficiency by
means of a conclusion chart based cn Boolean algebra. If the
relationship between the means .of two experimental groups

(1 and 2) in the variables effect (E) and PI time (PIT) can:
. be expressed by < , = or > , oOne can draw one out of four
different conclusions regarding the relationship between the
two groups in terms of efficiency (EFF):

) EEF%1) >E%ZF(§zd£€IT 1) < PIT
I7(2
2EE1; - 5(23 and PITEl% p prEz§§-°”

(2) EFF(1) = EFF(2) ¢
‘ E(1§ ) £(2) in; ;{T(l) = PIT(2);

(3) EFF(1) < Eff(2) <5
éEg]; = E(2) and PIT(1) > PIT(2)) or
E(1) < E(2) and PIT(1) > PIT(2));

(4) EFF(1) ? EFF(2) /i.e. the relationship is
undetermined/ <f .
(Eg1; > EEZ) and PIT%]; > PIngg) or
(E(1) < E(2) and PIT(2) < PIT(2)).

This conclusion chart involves no comparison as to magnitu-
de between a difference in £ and a difference in PIT. In re~
turn one must allow for the possibility of an undetermined
relationship in terms of EFF, i.e. where it is impossible
to judge whether EFF(1) is greater than, equal to, or smal-
ler than EFF(2). This is expressed in conclusion no. 4 a-

bove.

If the relationships in terms of E and PIT are defined as
follaws:
> : significantly greater than;
= : not significantly different from; and
< : significantly smaller than;
then ane has a crude but usable schema for conclusions re-
garding the relative efficiency of diggerent experimental
conditions. .

°

Even with this rather simple procedure one' runs into diffi-
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culties when one tries to apply i1t to data available in the
studies reviewed here, Firstly, PI time data are needed,

but such data are reported oniy in about half of the studies
{see section 3.3.2 above). Secondly, measures of learning
effect (E} are needed, and such measures are, as we have
seen, rare (section 3.2.1.1 above). For want of better data
one must, then, assume that the relationship between group
posttest means reflects the relationship in terms of effect.

The schema for conclusions regarding relative learning effi-
ciency proposed here is applicable in 12 cases of comparison
between overt (OCR) and covert (CCR) response requirement,
and in 10 cases of comparison between overt and no (NOR) re-
sponse requirement. The resulting conclusions are summarized
in table 3.9. As this table shows, the conclusion
is 1n 9.cases out of 12 that OCR is less efficient than CCR,
and in 6 cases out of 10 that OCR is less efficient than
NOR. In all the remaining cases the conclusion is that the
relationship is undetermined. It is possible, then, that

the OCR has been less efficient than the alternative respon-.
se requirement, CCR or NOR, in a 1 1 the 22 cases of com-
parison reviewed here.

Obviously, this evaluation of the relative learning effi-
ciency of different response requirements gives no support
whatsoever to the hypothesis that overt response require-
ment is more efficient than covert or no response require-
ment. On the contrary, one must expect efficiency to be
lower when overt responses are»rgquired.

~_To neglect registering and reporting, in studies of re-
spbnse requirement, the time,spent by students working on
the program, diminshes in view of these findings, conside-
rably the value of such studies, since it allows no estimate
to be made of the learning efficiency of the different ex-
perimental conditions. -

[




Tqble 3.9 Learning efficiency of different response
requirements: Summary of -conclusions accor-
ding to a special schema. .

{a) OCR versus CCR

Conclusion o No. of References
exp:s
1: QCR more efficient than CCR 0 -
2: OCR and CCR equally efficient 0 - )
3: OCR less efficient than CCR- 8 27 ,17,217,33,47,52
4: Relationship undetermined 3 14, 38,60
(h} OCR versus NOR
Conclusion No. of References
© exp:s
1: OCR more efficient than NOR ] -
2: OCR and NOR equaliy efficient 0 =
3: OCR less efficient than NOR 6 217,23,44,49,55
4: Relationship undetermined 4 25,31,49,53
#) 2 experiments
3.4 INTERACTION OF RESPONSE REQUIREMENT AND KEY ANSHER

FREQUENCY

A11 comparisons of response requirements reviewed so far
have been made in combination with 100 per cent key answer
frequency for overt and covert response requirement, and, of
course, O per cent key answers for no response requirement.
It is possible, however, that there is an interaction bet-
ween response requirement and key answer frequency as to the
learning effect prodgfed. .

Empirical stud{esqef such an interaction in PI have been
rare: only three instances have been found in my literature
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review. And bne of these, a study.by Fiks (19), is of a very
special nature, in that it involved visitors to an exhibi-
tion uwho volunteered to take short - 20-24 frames - programs
under different conditions: OCR, CCR or NOR, and 100, 50 or
0 per cent kay answer frequency. Fiks found no noticeable
interaction between response requirements and key answer
frequencies as to posttest results, although he did find a
signtficant interaction between these two factors in terms
of attitude to PI. This attitude interaction implied that,
under the OCR condition, subjects getting 100 per cent key
answers had more positive attitudes to PI than those get-
ting 50 or O per cent, while there was no such attitude
difference under the CCR or NOR ¢onditions.

Moore & Smith (47) compared OCR with OMR (overt, multiple-
choice response requirement) under different key answer con-
ditions; 100 per cent key answers plus cash reward; and 0
per cent keay answers andyno reward. The analysis of learning
effect data ylelded no significant interaction between re-
sponse requirement and response information. '

In a recent study Lewis & Whitwell (96) reported an experi-
ment with an, in this context, very interesting multifacto-
rial design. This design included, among other factors, a-
bility (high, medium), age (11 or 13 years), "reinforce-
ment" (1.e. key answer frequency: 10Q, 33 or O per cent),
and "response" (overt or covert constructed response re-
quirement). Unfortunately, their data are somewhat unsatis-
factorily reperted - and data on PI time are also missing.
Lewis & Whitwell claim to have found some intriguing in-
teraction between "response” and “reinforcement”, but vheth-
er one judges by thelr retention test data alone or by sum
scores for retention, "transfer" and "generalisation" tests,
there is no clear interaction between response requirement
and key answer frequency in their data.

A study by Michael & Maccoby (108) deserves mentioning in
this context, although it does not deal with PI. These au-
thors studied the effect of questions in connection with the
shawing of Instructional films; comparing OCR and CCR re-
quirement and 100 and 0 per cent key answer frequency in a

2 x 2 design. They failed, however, to find any significant
interaction between rasponse requirement and key answer fre-
quency in thelr analysis of learning effect data.

ERIC *
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T?e results of this review of research }n the interactjon
of response requirement and key answer frequency are, in-

deed, meagre ~ too meagre, perhaps, to warrant even a tenta-
tive conclusion. The studies reviewed suggest, however, that
one should not expect to find any simple and clearcut rela-
tionship between key answer frequency and response require-
ment as regards their interaction in influencing learning
effect in PI,

3.5 - STUDIES OF KEY ANSHER FREQUENCY

The literature reviewed contains reports of 17 experiments
concerning the effect of varying key answer frequencies (KF)
in PI (3, 9, 10, 15 /2 exp/, 18, 19, 24, 30, 32, 34, 39, 41,
4z, 43, 48, 49), In two.cases (32 & 39) 100 per cent KF. is
compared with O per cent KF as well as with KF:s between 0
and 100 per cent, i.e, intermittent response information. In
four experiments (3, 15 /2exp/ & 30) 100 per cent KF is com-
pared only with intermittent response information. In the
remaining 12 experiments only the two conditions 100 per
cent KF and 0 per cent KF are compared.

.

3.5.1 Total elimination of key answers

The outcomes of the 16 comparisons between 100 per centband
g per cent KF as regards learning effect are distributed as
fo]]ows)(where positive sign means better effect with 100 per
cent KF):

Outcome: +H+ o+ 0 - =~ -

) P

No. of studies 0 8 4 3 1
Only one study resulted in a significant difference, and this
was a negativc one, i.e. the learning effect was better with
no key answers than with 100 per cent KF (39). The distribu-
tion of experiment outcomes lends no definite support to any
hypothesis concerning the effect of key answers in PI - ex-
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cept, perhaps, to the hypothesis that this effect is gene-’
rally small and insignificant.

Some cross-tabulations have been performed in order to {i-

lustrate the possible interactions of key answer frequency

and different program or student variables. In t a.b 1 e
. .3 .10 1is shown the result of a cross-tabulation of pro-

- gram length, on the one hand, and outcome of comparisons as
‘to learning effect, on the other, (For definitions of the
bases -of c]assific&&lon see section 3.2.1 above.) The ...
table suggests a coprelation between program length and out-
come of comparison between 100 and 0 per cent KF: “seven out
of eight positive outcomes involye programs with less than
200 frames, whereas three out of four negative outcomes in-

. - volve longer programs (more tham 200 frames). In the study
. ylelding a significant negative outcome of the comparison
s between. 100 and 0 per cent KF, the program used contained

more than 1,000 frames (39).- _ ¢

Al x ~
This analysis 1nd1cates, then, ,that key answers, presented
after the student has responded, may have some positive ef-
fect in shorter programs, but no or evén negative effect in
longer programs. This seems far from unreasonable. That key
answers, which are properly used for the purpose of stu-
dents' response control, may have a positive effect on
learning seems obvious (see e.g. Anderson's discussion in
+59:151). On the other hand, when students know that a key
answer will aiways be provided immediately after the stu-
dent's own responding, this may affect their way of.working
with the program. That is how Lublin explains ner finding of
- a negative effect of 100 per cent KF: ;

"The task .. may have been unchallenging .. due to the
100 % predictability that the right answer would im-
mediately be supplied" (39:299).-
In this situation the student may make less effort to find
- the right answer himself, which in its turn should be expec-
ted to affect learning negatively. If so, it is also reason- .
able that this tendency should be~stronger the longer the
program, since the temptation to get away with as little
work as-possible probably {ncreases with the amount of work
to be donz, viz. wheni the program becomes longer.




Table 3.10 Comparisons as to learning effect between
- 100 and 0 per cent KF: Cross-tabulation
of program length and outcome of comparison.

Program No. of comparison outcomes  Sum

length ++ + o - -
>200 ] 1.1 2 1 5
100-199 0 4 2 1 0 7
<100 0 3 1 0 0 4

8 4 3 1 16

0

Sum

The argument just presented is also supported by the data
- on PI time reported by Lublin (39). She found that the mean
PI timewas 1 onger for O.per cent KF than it was for
100 per cent KF. If key answers are actually used for the
purpose of response control, this should - other things be-
ing equal - increase the total time spent on the program, .
i.e. PI time for 100 per cent KF should be longer than that
, for 0 per cent KF. If, on the other hand, key answers are
simply neglected, the PI time should be the same regardless
of the key answer frequency. Lublin's results must therefore
imply that the students in her study did, in fact, devote
more time to the program frames, when they knew that
key answers would n o t be provided.

As in the case of studies of response requirements in PI
{see section 3.3.2.4 above), it is deSirable that PI time
data be registered and reported in studies of key answer
frequencies. In most studies reviewed here this has not been
done. It is therefore not possible to judge whether Lublin's
finding is typical, i.e. whether the elimination of key ans-
wers in PI usually leads to an increase in PI time.

Table 3.11 contains a cross-tabulation of student age
and outcome of comparisons between 100 and O per cent KF as
regards learning effect. There is no clear tendency of a
correlation between the two variaples: student age and the




effect of key answer frequency. It seems, therefore, rea-
sonable to assume that hypotheses regarding the effects of
key answers in PI can be fermulated without regard to the
age of the students involved.

.
[

Table 2.11 Comparisons as to learning effect between
100 and 0 per cent KF: Cross~tabulatipn of
student age and outcome of comparisons.

Student No. of comparison outcomes™ Sum
age ++ + 0 - -

216 0 4 3 0 1 8
13 - 15 0 1 1 2 0 4
10 ~ 12 0 3 0 1 0 4

<10 0 0 0 0 0 0
Sum 0 8 4 3 1 16

”)Posit1Ve outcome means that the effect 1s
better for 100 per cent KF.

1t has been suggested that the effect of knowledge of re-
sults upon achievement in PI interacts with student abiiity,
and Golloday (86) even contends that “"numerous studies" sug-
gest such an interaction. Still, Golloday himself cites only
one study by Eigen (79). as example of those studies and this
study contains, in fact, no real support for a hypothesis
concerning such an interaction. Lewis & Whitwell (96) have,
however, reported a significant interaction of "reinforce- -
ment" (0, 33 or 100 per cent KF; "abi1ity" (high or medium),
and "process” (type of posttest) for 11-year-olds. Their
group means indicate that learning i ncreases with
increasing KF (from O to 33 to 100 per cent) for high abili-
ty students, but that learning decreases with in-
creasing KF for medium ability students. Lewis & Whitwelt
provide no explanation for this interaction, and it did not
appear in their corresponding analysis of data for 13-year-
olds. For the time being it seems wise to regard their
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finding for the 11-year-olds as one of these isolated, non-
generalisable research results that now and then plague us.

The outcomes discussed so far in this section concern only
the immediate’ learning effect. For a more thorough analysis
of the effects of key answers it would, of course, be de~-
sirable to have access to retention data. Such data are,

however, available only in two of the studies reviewed here

(43 & 96). Consequentiy, it has not been possible to ana~
lyse the long-term effects of key answers in PI on the basis
of the data at hand.

@

3.5.2 Intermittent response information

The distinction between partial reinforcement - as a learn-
ing psychology concept - and intermittent response informa-
tion - as a programmed inStruction variable - has already
been discussed (section 2.2 above). Evidently, theories con-
cerning the effect of intermittent response information 1in
PI cannot be based on the results of studies of partial re-
inforcement in animal learning, or human learning for that
matter. .

I f effects similar to those obtained through partial re-
inforcement, especially increased resistance to extinction,
could be obtained in PI, these effects would be at least
R;rt}y negative. This point has been stated very clearly by
sel:
“In training of problem-solving kinds of behavior,
partial reinforcement would result in ... persistance
of behavior which does pot.solve the problem” (58:515).

Although effects similar to those of partial reinforcement
may be neither probable nor desirable in PI, intermittent re-
sponse information may stiil be worth studying. It is possib-
Je that continuous key answer presentation, i.e. 100 per cent
KF, as well as total elimination of key answers, i.e. 0 per
cerit KF, may have a negative effect on learning. Continuous
response information may make the student, who knows that a
key answer will always be presented, less eager to find out
the right answer himself. And total lack of key answers, on

-
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the other hand, may have the obvyious negative effect of al-
Towing the student to repeat false responses, believing that
they are correct (cf. partly similar argument by Moore &
Smith, 41:200). :

Intermittent response information has been studied in six
of the studies discussed here (3, 15/2 exp:s/, 30, 32 & 39).
The comparison outcomes are summarized in table 3,
12, which also reparts program length for each study.

Table 3.12 Outcomes of comparisons between continuous
and intermittent response information as
to learning effect.

'

Refe~ Program Outcome of comparison between KF 100% and
rence length 75% 67% 50% 33% 25% 20% 10% 0%

3 140 + .
15a 24 -

15b 235

30 177 =+
32 177 ' +
39 1,144 -

note: Positive sign means that the effect of 100% iKF
was better than that of the alternative KF

S

Table 3.12 shows that 100 per cent KF has led to lower lear-
ning effect than 75, 67 or 50 per cent KF in six cases out
of seven. Compared to the effect of 33 - 10 per cent KF the
100 per cent KF has, however, led to better learning effect
in four cases out of six. Apparently, intermittent response
information has a positivé effegt, as campared to continuous
response information, when less than half of the key answers
are eliminated. When most of the key answers are eliminated,
this seems to have a negative effect on learning.

The interpretation of the data discussed here is, however,
complicated by tlfvyariations in program length. As has al-




[y

peady been demonstrated (section 3.5.1 above), key answers
seem to have no or even negative effect when programs are
lTong, and positive effect when they are shorter. Two of the
studies reviewed here may be interpreted in terms of program
length. Krumboltz & Kiesler (30) found that 100 per cent KF
led to better learning effect than did 20 or 10 per cent KF,
and they used a 177 frame program, Lublin (39), on the other
hand, used a 1144 frame program and found that 100 per cent
KF led to significantly lower effect than 50 per cent KF.

In three of the six studies reviewed here PI time data are

reported. If PI time for each condition is divided by PI
time under 100 per cent KF, the following quotients are ob-
tained: . .

7.
Refe- PI time quotient for KF
rence 100% 75% 50% 25% 20% 0%
3 1 -- 1.08 1.16 ~- --
15a 1 0.83 1.07 0.95 -~ -
30 1 l -- - 1.07 0.98

Thus, in four cases out of seven intermittent key answer
presentation has increased the PI time by 7 to 16 per cent,
as compared to PI time under 100 per cent KF. A similar ef-
fect of total elimination of Key answérs (0:% KF) was, as we
have seen, reported by Lublin (39). The elimination - to-
tally or partly - of key answers in linear programs can,
consequently, in some cases be expected to induce the stu-
dents to spend more time on the program. If so, positive ef-
fects on learning are a natural result of increased learning
time. However, there is no clearcut relationship between the
PIT quotients presented above and the corresponding outcomes
in table 3.12. On the one hand, an increase in PI time of 7-
8 per cent accompanying 50 per cent KF, coincides with a
slight increase in learning effect. On the other hand, two
instances of longer PI time when response information is in-
termittent (3 & 30; KF:s 25 and 20 %) are associated with
Jower learning effect than 100 per cent KF.

This analysis of the effects of intermittent key answer pre-




sentation in PI remains rather inconclusive, partly because
experimental studies of this problem are scarce. It is note-
worthy, though, that intermittent key answer presentation
can have a positive effect, even if it has yet to be estab-
1ished under what circumstances such an effect is most like-
ly to occur.

3.6 SUMMING UP OF THE RESEARCH REVIEW

- ’ T . .
The method employed in this review, cross tabutations on: the
basis of multidimensional classification of experiments, is,
obviously, a valuable complement to the more traditional
types of research review. )

The most important problems and difficulties connected with
the application of this method has already been discussed
(section 3.2 above). That the method contributes tg the de-
monstration of co-ordination and standardization problems
in educational research has also been pointed out. From the
review reported here one can, for example, conclude that
data on PI time should always be collected and reported in
studies of the effects of programmed instruction.

As regards the significance of response requirement and key
answer frequency in PI, the review has primarily demonstra-
ted that the influence of these factors as a rule can be ex-
pected to depend upon different program and student variab-
Tes. Theories about the superiority of one particular re-
sponse requirement can, therefore, hardly be generalised to
all program types or all categories of students.

Some of the main reasons for adopting a non-dogmatic view

of traditioral PI features was admirably summarized by Reid

aiready in 1964. He pointed out that Skinner-type program-

ming was rothing new but simply improved control of learning,

and continued: .

* "when an interesting, meaningful subject is put into pro-
grammed form the value may lie mainly in the improvement
in exposition... Formal control bymking
the learner write and check responses may even




occupy more time than it is
worth. Ifheis intelligent and interested he can
scarcely help formulating responses, and since the pro-
gramme will make sure that his responses are very like-
1y to be correct, he will have had his reinforcement be-
fore he starts to write, far less check. ...with dull
and disconnected material, e.g. spelling ... , the pro-
gramming itself may be less important and the control
exerted by formal responding and checking may be essen-
tial for efficient learning." (115:159f; my empggsis)

fIhis peview also leads to the conclusion that the evalua-

{ tion of different-PI features must depend upon whether the
learning e'f f e c t or the learning e f f ijciency,
i.e. effect in, relation to time spent on the program, is the
primary criterion of success. From a practical instructional
viewpoint it seems quite clear that.the efficiency aspect
cannot, without considerable loss of information, be neglec-
ted in the experimental study of PI features such as respon-
se requirement and key answer frequency. After all, the re-
sults of instruction must be evaluated with reference to
the price one has had to pay in order to reach them - and

student working time is one of the most important cost fac~
tors in any instructional situation. :
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The Objectives of the Present Study

o~

The objective of the present study has been to help in pro=
viding a basis for decisions, in practical instructional
situations, concerning the folldwing issues:

- What influence, if any, has the nature of the response
requirement on learning effect and efficiency in pro-
grammed instruction using linear, Skinner~type programs?

- What influence, if any, has the presentationbof key:
answers in the same respects? .

» Are the effects of response requirement and key answer®

frequency, if any, different at different age or grade
levels?

I't should be noted here, that I have considered it more im-
portant, in this context, to contribute to the basis for
decisions regarding {nstructional practice, ratheé® than to
contribute to the formation of learning theory. This should,
of course, not be taken to imply that these two aims are ir-
reconcilable; it {is merely a question of priorities.




5.

Delimitation of the Object of Study

5.1 THE INSTRUCTIONAL PRNGRAM

1t was considered important that the program used in the
study should treat a topic incjuded in the official curri-
culun of the Swedish comprehensive school. Uhen the study
was being planned such a program was constructed at the
then National School.for Educational Research in Linkoping.
The program is ent} “The main parts’ of the simple sen-
tence". It treats(sublject mabter-tncluded in the mother
tongue curricuiym oriﬁﬁélutﬂafgfétage grades 4 - 6) of

the comprehensfve school. It is recommended that this topic
be taught in grade 6, i.e. at the age of 12 years. Up to

the beginning of grade 6 it would, therefore, be possitile

to find classes where this topic had not yet been the object
of any systematic instruction. This would make 1t possible
to use one and the same program at different grade levels.

Tne main objective of the program is to teach the students
how to distinguish and name the’ two main parts of speech
(subject part and predicate part) in simple sentences con-
sisting of one head ciause only, and to distinguish and
name the main word (subject or predicate) within each part
of the sentence.

The program is linear and the original version calls for one
student constructed response per frame: either one or more
missing words are to be filjed in the program text, or a
direct question is to be answered, In 1ts final version the
program has 241 frames. The version used in the pilot expe-
riment of the present study was the second one. The program
was revised once more on the basis of pilot study data, and
the resulting, third version was used in the main experi-
ment of this study.




It was attempted to construct a program that was easy to
read and understand for students in grades 4 - 6. The read-
abi1ity of the final version has been measured using the
most common Swedish readability index, LIX, which has been
devised by Bjdrnsson (68) and has the following, simple
formula:

LIX = Mean number of words per sentence + percentage of

long words;

Tong words being words with more than six Tetters. The LIX
value for the program is 29, which, according to Bjdrnsson
(6B), 1s the normal index for texts of medium difficulty for
grade 4 students. Thus, students with a reading ability at
grade 4 Tevel or higher should be able to i‘ead the program
without great difficulty. .

Data from the readability analysis can also be used to give
-some 1cea about the length of program frames. Since this- |
program {s entirely verbal, i.e. contains no pictures or
dlagrams, the length of 1ts frames can be measured in terms -
of words or sentences per frame. The final version of the
program has on the average 20 words per frame, and between
three and four sentences per frame. Sentences are, thus,
very short, with an average of $ix to seven words per sen-
tence. , '

The subject matter of the program is of a kind usually sup-
posed to be well suited for PI, since it 1s clearly delimi-
ted and has a well defined structure, anc -ince the : rect-
ness or falseness of propositions concern.ng the subje ¢
matter cau be objectively determined, Moreover, repetition
using parallel but s1ightly different examples can easily be
built into the program. It should be pointed out, however,
that this program contains relatively few terms and con-
cepts that are neW to the students, and that it aims at the
teaching of identification of general structures rather than
the memorizing of response€ terms. Thus, it belongs to the
category of programs where the need for, or the advantage
of overt responding can be expected to be rather small (cf..
research review above, particularly section 3.3.2.3).




5.2 THE STUDENT PQPULATION

As we have seen, the program chosen for the present study
should be suitable for use in grades 4, 5 and & of the com-
prehensive school. A study of different PI features using
this program can, consequently, include students from all
three grades 4 through 6. Previous research in this area
has mainly involved young adults or adolescents, viz. Ame-
rican college and high school students (¢f. chapter 3 abo-
ve). The need for additional experiments must, therefore,
ke considered greatest with respect to younger students.

In view of the objectives of this study the 10-12 year-olds
in grades 4 - 6 are a suitable student population. Rippey
(116) concluded from his review of research on overt and co-
vert responding that the positive effect of overt responding
tapers off between grades 4 and 6. Of course, Swedish stu-
dents in these grades are Somewhat older than their Ameri-
can counterparts hut grades 4 - 6 still provide a reasonab-
je age range for a study of this kind.

In terms of student population the present study has, then,
heen restricted to the middle stage (grades 4 - &) of the
comprehensive school, i.e. to students at the age of 10 to
12 years. The population has, however, been further delimi-
ted. Firstly, only normal class students are included, and
not students in classes for mentally retarded, reading clas-
seg or other special classes. Secondly, the study concerns
only students who do nat ‘master' the subject matter of
the program prior to the experimental instruction; assuming -
that the concept 'to master' is operationally defined on the
hasis of a test of gremmar knowledge.

In the pilet study only grade 4 and grade 5 students were
included, since this study was performed toward the end of
a schogl year, when tae subject matter in question had al-
ready been treated rather thoroughly in most grade 6 clas-

ses.




5.3 PROGRAM PRESENTATION AND LAYOUT

Previous research by Malmguist & 2rundin (104) had demonst-
rated

~ that the presentation of Tinear Skinner-type programs by
means. of a simple, manually operated ‘teaching machine'
can be expected to result in the same amount of Tearning
as presentation in the form of a programmed book, the so
called horisontal section boak; and.

- that the use of this machine usually will Tead to longer
~working time and greater risks of disturbances due to
technical faults than the use .of programmed books.

Other experiments comparing the effects of machine and book
pregentations of linear programs have, according to a review
by Goldstein & Gotkin (85), yielded similar results. On the
basis of a review of research Eigen (78) has recommended
that programmed books be used in initial field trials of in-
structional programs.

In the present.study it was, therefore, decided that the
program should be presented {n the form of a horisontal sec-
tion book, which will hereafter, for the sake of convenien-
ce, be called 'book' or 'booklet'. In its final form the
program consists of six booklets, each containing some 40
frames. .

Book presentation impiies that the much discussed risk of
'cheating’ is not eliminated. (It should be noted that many
manually operated 'teaching machines' are not *cheat-proof!’
either.) Unless constantly supervised the student cannot,
then, be stopped from checking the key answer on the follow-
ing page before recording his own answer. Since constant su-
pervising of stydents during PI is neither possible nor de-
sirable in everyday school work, it was decided not to make
any attempts at eliminating the risk of cheating through su-
pervising in this study. Exact data regarding the amount of
cheating that can be expected in situations similar to this
one are scarce. Mills (110:130) has reported a ‘cheating fre-
quency' of less than 5 per cent in programs of moderate dif-
ficulty, but this was in a situation where the students only
could cheat by copying trom other students’ answers.

70 :




As some students may he tempted to ‘outsmart the program',
if they think they have discovered an unforeseen means of
doing so, the students were explicitly informed about the
possibilities of ‘cheating'. But at the same time they were
informed that there would be a grammar test after the pro-
gram, and that they could not expect to learn anything from
the program unless they tried to solve the problems them-
selves (cf. appendix 3: Instruction to the pregram).

Apart from a possitle tendency to 'ocutsmart' the teacher or
the program, cheating can usually be expected to occur only
occasionally. Cheating should be no problem, if only the
learning task is reasonable and well adapted to the abili-
ties of the student. Moreover, if a student really does not
Know the answer to a question, it seems wise to Took it up
rather than to make wild guesses. In other vords, what ac-
cording to traditional teacher and parent morality is called
cheating, is in many cases a sensible and rational problem-
solving method. .

The mode of program presentation chosen for the present stu-
dy implies, then, that the possible effect of key answers,
presented to the student, might be the sum of the supposed-
ly positive reinforcing effect of response information, on
the one hand, and its icheat-stimulating! effect, which tra-
ditionally is supposed to be negative, on the other.

5.4 ALTERNATIVE RESPONSE REQUIREMENTS AND MODES OF
PESPONSE INFORMATION

Studies of the effect of different response requiremants and
modes of response information 1in P1- can include several al-
ternative experimental conditions. The selection of alterna-
tives for the present study has been made on the basis of

the following conditions:

(1) The effect of normal Skinnerian response requirement and
mode of response information shali be evaluated.

(2) Priority shall be given to alternatives to the Skinneri-
an model, which are likely to increase learning effi-
ciency. '




(3) Experiences fram previous research in the areas shall
be utilized.

(4) It shall be possible to test all combinations of respon-
se requirement and mode of response information in one
program, without changing the form or content of the
program frames. ‘ ’

(5) The number of alternatives shall be limited to what is
econcmically and practically feasible. :

5.4.1 Response requirements

The response requirement of traditional Skinnerian PI, i.e.
demand for overt, student-constructed responses, must be in-
cluded. (For Skinner's own description of this condition seg
for example, 121:107.) . _

Multiple-choice responses are of theoretical interest, but

a comparison between constructed and mitltiple~-choice respon-
ses allows no evaluation of the effect of the demand for

0 vert responding. :

A, from the point of view of efficiency, more interesting
alternative to the OCR requirement (overt student-construc-
ted response) is the absence of ‘response requirement. This
‘response requirement' has in several investigations been
shown to be at least as efficient as the OCR requirement ¢
The ne response requirement cannot, however, be combined
with different amounts of response information, and does
therefore not permit the kind of multifactorial design de-
sired here. ’ :

As alternative *o0 the Skinnerian QCR requirement was cho-
sen, instead, the requirement which instructs the student
to think out a response but not write it down, i.e. the de-
mand for a covert, student-constructed response - the CCR
requirement. This requirement demands no change in the pro-
gram, only a change in the instructions given to the stu-
dents. And it can be combined with different modes of re-
sponse information. Since the CCR requirement as a rule
leads to considerably shorter PI time than does the QOCR re-
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quirement (see section 3.3.2.4 above). it is very interes-
ting from the point of view of learning efficiency in PI.

The following response requirements have, then, been cho-
sen for the present experiment.

R1: an OCR requirement, i.e. the student is explicitly in-
structed to write down, in the response space, a
response which he himself has constructed.

R2: a CCR requirement, i.e. the student is explicitly in-
structed to think out a response which fits into the
response space, but not write it down.

Note that R 1 and R 2. label the particular variants of
the response requirements investigated in this study, vari-
ants which are, in the end, defined through the wording of.
the program and of the instructions to the students going
through the program. Thus, OCR and CCR label types of re-
sponse requirement, whereas R1 and R2 label individual in-
stances of the respective types.

5.4.2 Response information

Here too, the response information mode of Skinnerian PI

nust be included. This means that the student is provided,

.after each frame, with the correct response to that frame,
i.e. the key answer frequency is 100 per cent. (For Skin-
ner's own description of this mode see for example 121:99.)

{hgs ?o?e of .response information will hereafter be label-
e . '

Starting from the F1 alternative defined above, the response
information can vary as to type, delay in relation to the
responding, and frequency. The TMost common alternative to

F1 in terms of type is to tell the student whether his re-
sponse is right or wrong. When responses are student-con-
structed, this type of information is, however, impossible
unless one has access to very sophisticated machinery for
the evaluation of student responses prior to the presenta-
tion of response information. Cbviously, this is not possib~-
le when the program is presented in book form.

I
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Delay in the presentation of response information is also
incompatible with book présentation, since a student going
through a programmed book is always entirely free to deter-
mine himself the delay hetween his respending and his con-
sulting the key answer - if he at all consults it. Besides,
there is nothing that indicates the possibility of a gain
by postponing the presentation of information that will al-
ways be presented in the end.

Key answer frequency, however, can easily be varied irres-
pective of the program presentation mode and whether respon-
ding is overt or covert. Previous research indicates also
that variations in the key answer frequency in PI may in-
fluence learning (section 3.5 above). F1 with its 100 per
cent key answer frequency is one extreme on the continuum
of key-answer frequencies. Possible alternatives are all
frequencies below 100 per cent.

In order to judge whether the presentation of key answers
at &ll has an influence on the learning effect of PI, or on

- the PI time, the effect of totally eliminating the key ans-

wers should be studied, i,e. the key answer frequency 0 per
cent. Previous experiments have shown that this alternative
- especially when programs are fairly long - may result in
at least as good learning as the 100 per. cent frequency
(F1). This 0 per cent key answer frequency, hereafter label-
Ted FO, also allows greater Tiberty in the layout of pro-

. grammed books. The so called vertical book, where frames are

read one after the other down to the bottom of the page,
can, for instance, be used without a masking device. Milan

+ & Bernath (109) have pointed this out, and claim that they

have been able to construct a better program thanks to the

elimination of key answers.

If the correlation between key answer frequency and learning

effect in PI is'linear, the two alternatives F1 and FO would
be sufficient for an evaluation of the direction and degree
of this correlation. As was demonstrated in the research re-
view (section 3.5.2 above), the possibility of a non-linear

‘relationship between key answer frequency and, learning ef~

fect should, however, not be excluded. To test the 1ineari-
ty of the correlation the effect must be measured at not
less than three points along the key answer frequency con-
tinuum,




&31nce there s no really safe ground for formulating a hy-

pothesis concerning the form of a possible non-linear corre-
lation between key answer frequency and learning effect (cf.
section 3.5.2 above); the third alternative has simply been
located halfways between the extremes, i,e, at 50 per cent
key answer frequency. If the 50 per cent alternative, here
called F.5,1s to yield a basis for estimating the linearity
of the correlation in question, it wauld perhaps be natural
to reduce the key answer frequency from 100 to 50 per cent
by means of either a random elimination of half the key ans=-
wers or elimination of every other key answer. Both this
procedures have been used in previous studies (32 & 39), and
there is no reason to expect them to differ in their influ-
ence upon the learning effect.

From the practical viewpoint of real=life instruction both

-these procedures of eliminating key answers seem, however,

unsuitable, since they do not take accoynt of the structure
of the individual program, +.e. neither procedure can be
expected to yield response -information that is optimally
spaced throughout the program. A variant based upon seome
kind of systematic variation, adapted to the individual pro=-
gram, between frames with and frames without key answers
following them would therefore be more appropriate in a stu-

~dy with a practical instru¢tional objective.

In the present study the alternative with 50 per cent key
answers has the following form. The program was divided in-
to sequences of 10 to 20 frames, which are relatively 'clo-
sed units' as to content, Within each sequence key answers
are.given after the first 50 per cent of the frames, but not
after the remaining frames. This variant is adapted to the
program used 1in the study, and at the same time 1t can be
regarded as a scale point in a variable, viz. the proportion
of frames, counted from the first, in each sequence that are
followed by key answers. :

The different experimental conditions as regards information
about correct responses included in the study has, then.

been

F1: key answers presented after 100 per cent of the frames
in each program sequence;
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F-5: key answers presented after 50 per cent of the frames
in each program sequence; and

FO: key answers presented after 0 per cent of the frames
in each program sequence. :

Note that previously employed designations such as 100 per
cent KF, 50 per cent KF, denote different types of response
information modes. The designations introduced here, Fl,
F.5, and FO, denote only the individual instances of these
types that are studied in the present experiment. Like Rl
and R2 (section 5.4.1 above), these alternatives are in the
end operationally defined by the material, the instructions
etc. used in this study. It is especially important to dis-
tinguish between the more general concept '50 per cent key
answer frequency' and F.5, since F.§ is_only one out of se-
veral possible modes of response information that provides
key answers after, on the average, 50 per cent of the frames.

s
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The Experimental Design

_The experiment has the objective of analysing the effects

of the variables response requirement (R) and key answer
frequency (F) in PI at different grade levels (G). Further-
more, it may be of interest to study difference between se-
xes ($) as to these effects. The experiment was, therefore,
> planned so as to allow a complete multifactorial design wWith
L(RZ x L(F) x L(G) x L(S) cells,

where L{i) is the numbers of values of the variable 1.

It has been shown (chapter 3 above) that the effect of dif-
ferent response requirements or key answer frequencies may
be dependent upon other factors in the learning situation.
An interaction between response requirement and the stu-
dents' grade level is, for example, possible. The mere pos-
sibility of such interactions make multifactorial studies

of the variables involved desirable. The choice of this par-
ticular multifactorial design does not imply, however, that
specific hypotheses have been formulated, prior to data col-
lecting, concerning all interactions of the first, second,
and third order that can be tested in such a design. The use
of a complete multifactorial design has partly the aim of -
creating a basis for the formulation of new hypotheses.

Most previous experiments concerning response requirement
and correct response information in PI have not employed
multifactorial designs. The use of very simple research

dESig“irca“ lead to oversimplified conclusions concerning
!

the va les involved. This point was made already in 1961

by Lumsdaine, who emphasized that
"the need to seek contingent rather than absolute gene-
ralizations implies the frequent use of factorially
designed experiments in which the operation of one
variable can be observed as it interacts with other
variables." (98:500)




The question of which interactions and which sets of ortho-
gonal comparisons will be of particular interest is further
discussed in the chapter "Hypotheses" below. The number of
cells in the complete experimental design is

2x3x3x2 = 36,
since :

L(R) = 2 ; i.e. R, R2

L(F) =3 ; i.e. F1, F.5, FO
L(G) = 3 ; i.e. grade 4, 5, 6
L(S) = 2 ; 1.e. male, female.

If, for example, 8 replicates per cell is considered de-
sirable, the minimum number of subjects that must be in-
cluded in the experiment is 288.
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Hypotheses

The principle of testing only such hypotheses as are formu~
lated prior to the data collection will not be strictly
applied in this study. My primary aim in the data analysis
has been to interpret the data at hand as objectively and
exhaustively as possible. A strict application of the prin-
ciple mentioned above means that any new idea, arising du-
ring the course of an experiment, demands’ a wholly new ex-
periment for its testing. The alternative, i.e. no strict
application of this principle, means instead that the possi-
bilities of data analysis are restricted primarily by the
choice of experimental design, variables, measuring instru-
ments, etc. Even if the data analysis in the present study
does not rest on Bayesian principles, the following quota-
tion from Edwards, Lindman & Savage is very much to the
point:

"pccording to the 1ikelihood principle, data analysis
stands on its own feet. The intentions of the experi-
menter are irrelevant to the interpretation of data
once collected, though of course they are crucial to

oche design of experiments." (77:239)

be]é& are discussed the hypotheses wiich, in view of avail-
able ‘knowledge, have been considered reasonable to formulate.

HYPOTHESES CONCERNING RESPONSE REQUIREMENT

1.1 The influence of response requirement on learning
affect )

The program used in this study can be considered long anough

;’ch,j\/




~ (mare than. 200 frames) for a positive effect of the overt
response requirement (R1) to show (cf. section 3.3.2.1
above). :

The subject matter programmed (elementary analysis of sen-~
tence structure) is of such a nature that the positive ef-
fect of the overt response requirement (R1) can be expected
to be small or even nanexistant (cf. 3.3.2.3 above). The
positive effect of Rl, as compared to R2, is likely to be
greatest for the students who are youngest and have least
initial knowledge, 1.e. the grade 4 students, and the effect
is Mkely to be smallest for those who are oldest and have
most initial knowledge, i.e. the grade 6 students (cf. sec-
tien 3.3.2.2 above).

In the present experiment one can, then, expect

t hat the learning effect and the retention is, on the
whole, significantly higher under R1 (overt response require~-
ment) than under R2 (covert response requirement); and

that the positive effect of R1 compared to R2 in these
respects increases when the grade level of the subjects de-

creases from grade 6 to grade 4, ‘
7.1.2 The influence of response requirement on P! time

In view of the results of previous research (see especially
section 3.3.2.4 above), one can expect in this study

t hat PItime is shorter under R2 than under R1, irrespec-
tive of the variation in other design variables (key answer
frequency, grade level, and sex);

t hat the increase in PI time following R1, as compared to
R2, is of the order of magnitude 50 - 100 per cent; and

t hat this increase in PI time is smaller the higher the
grade level of the subjects within the interval grade 4 to
grade 6.

,‘('
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7.1.3 The influence of response requirement on efficien-
&y

1

From the hypotheses listed above it follows

that R2 (covert response requirement) on the whole leads
%o better learning efficiency than Rl (cvert response requi-
rement); and

that this superiority of RZ, compared to R, is more
marked the higher the grade level of the students within
the interval grade 4 to grade 6.

7.2 HYPOTHESES CONCETNING KEY ANSHER FREQUENCY
7.2.1 The influence of key answer freguency on learning
effect P

7

l4hen programs are long (more than 200 frames), 100 per cent
key answer frequency, in combiration with demand for overt
responding, seems to have & predominantly negative effect
compared to the effect of 0 per cent key answer freguency
(cf. section 3.5.1 above}. the effect of key answers when
covert responses are required have rarely been studied, but
these effects may well be different from the corresponding
effects under overt response requirements. If one assumes,
as do Leith (35) and Anderson (59), that overt responses
have an attention-focusing function; this function may, in
the absence of overt responding, be transferred to the“key
answers. The elimination of overt responding as well as key
answers may, therefore, be expected to result in a negative
effect, especially for the younger students, who probably
need attention-focusing devices in PI most.

Regarding the influence of the key answer frequency upon the
learning effect or the retention it ~an, then, be hypothe-
sized

t hat under R1 decreasing key answer frequency, from Fl

79
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to FO, results in increasing learning effect or retention;
and

t hat under R2 decreasing key answer frequency, from Fl
to FO, results in decreasing learning effect or retention.

7.2.2 The 1nf1uence‘of key answer frequency on PI time //’

’

In view of what has been established by previous résearch ’ &‘
(section 3.5 above) it seems reasonable to hypothesize

that PI time, at least for students working under R1 -
{overt response requirement), increases as key answer fre-
quency decreases from F1 to FO.

gy ’ v’f
7.2.3 The influence of key answer frequency on learning °
efficiency

On the basis of the hypotheses concerning learning effect
and PI time Tisted above, one may expect

t hat under Rl (overt response requirement) the efficien-
cy is approximately equal for the different key answer fre-
yuencies, F1, F.5, and FO; and - .

t h at under R2 (covert response requirement) the effici-
ency decreases when the key answer frequency decreases from
F1 to FO.

7.3 HYPOTHESIS CONCERNING THE NORMAL SKINNERIAN CON-
DITION, RI1F1 :

The normal condition in programmed instruction according to
the Skinner model is the combination R1F1, i.e. avert re-
sponse requirement and 100 per cent key answers.




If this normal condition {s also, as many assume, the opti- o ‘
mal condition, one may formulate the hypothesis B
‘'t hat learning effect, and learning efficiency under the

condition RIF1 it greater than the effect and efficiency '
under any other combination of R and F alternatives.

ContraryAto the other hypotheses formulated here this is
merely a control hypothesis, and not something the author
believes to be true.
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Variables: General Definitions

»

The design variables R, F, G, and S have already been de-
fined in chapters 5 and 6 above. Here are presented variab-
les ‘which are included in the-study as variates or as co-
variates. '

8.1 ' VARIATES

The experiment has the objective of studying how the design
variables, especially R (response requirement) and F (key
answer frequency), influence PI time, learning effect, re-
tention and learning efficiency.

o

These four variates (dependent variables) are defined, in
general terms, as follows. i

PI time: gross time, from start to completion
: " of last frame, for going through each
program booklet, rounded off to whole
T1nutes and summed for all six book-
ets

Learning effect: increment in performance, measured by
means of a special test, from pre-
testing before the PI to posttesting
no.-1 the day after completion of the
program

Retention: ditto from pretesting to posttesting
no. 2 about eight weeks after comple-
tion of the program




Learning efficiency: Tearning effect in relation to PI
- time (a more precise measure has not
been defined beforehand - see sec-
tion 3.3.2.4 above).

8.2 COVARIATES OR CONTROL VARIABLES

The analysis of effect and efficiency, as defined above,
prgsupposes the existence of a measure of the students' ini-
tial knowledge of the subject matter treated in the program.

This measure can then be used either in the computation of

a performance increment (posttest - pretest) or as a cova-
- riate. ‘ ’ .

A subject's value in a criterion variable will, to some
extent, depend upon his intelligence. It has been contended
that in PI Tearning depends to a very small extent - or not
at all {!) - on the general intelligence of the student.
This contention is, however, to the best of my knowledge
not supported by unequivocal empirical eviderice. A previous
experiment by Malmquist & Grundin (107) showed a significant
correlation between IQ of students and learning effect. In
the present study this correlation can be expected 'to be
rather high, since the Tearning task demands a substantial
amount of Togical thinking, especially in the application of
a sentence analysis method, learned from certain examples,
to new examplés. The verbal and the logico-inductive or

reasoning factors of intelligence should be particularly im~
portant.

The following covariates or control variables are, then, in-
cluded in the study.

Initial knowledge: performance, as measured by a spe-
. cial test, the week before the PI

Verbal intelligence: the result on an intelligence sub-
B test (DBA:2), administered the
week before the PI

DAy

r




Inductive intelligence: the result on another intelligence
7 subtest (DBA:3), administered the

week before the PI.
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The Pilet Study

9.1 OBJECTIVE

The main ebjective of the pitot study was to control the
feasibility of tne experiment as regards design, administra-
tion, etc., and to test all materials, such as program, in-
structions and tests. The pilot study did not have the aim
of providing data for the testing of the hypotheses formula-
ted for this study. If the statistical analysis of pilot
study data has, nevertheless, been rather thorough, this is
primarily because this analysis wes expected to guide the
choice of duta analysis methods to be used in the main stu-
dy.
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9.4

LESSON PLAN

The pilot experiment comprised 11 lessons as follows.
Lesson 1, 2: Prétesting (DBA tests and PUSL test).

|

\

|

1

|

|
Lesson 3: Training of the mode of working with the

program (through administration of a pre- |

program), 1

|

Lesson 4-9:  Programmed instruction, one booklet each
lesson and not more than one lesson each
day.

Lesson 10: Posttesting no. 1, the day after lesson 9.

Lesson 11: Posttesting no. 2, six weeks after lesson P
10. ’

Lesson 1: The intelligence tests DBA:2 and DBA:3 were
given in that order in strict accordance with the instruc-
tions in the test manual. Experimental class teachers func-
tioned as testers, but classes had been interchanged so that
no teacher tested his own students.

Lesson 2: The PUSL test, constructed especially for

the purpose of this study (for detailed description see chap-
ter 11 below), was administered accord1ng to its written in-
structions by the same testers as in lesson 1.

Lesson 3: Students were introduced to the mode of wor-
king with the program to which they hade been assigned. A
special introductory lesson was held for each experiméntal
condition (groups 1 through 6), so that each student got on-
1y the.instructions relevant to the condition he was assig-
ned to, and all students assigned to the same condition got

o
9.5 IMPLEMENTATION OF THE PILOT STUDY
the same instructions, irrespective of their grade level.
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A11 instructions were given orally by one instructor for
groups 1 - 3 and another for groups 4 - 6.

Lesson 4 - 9: Once the students had Tearnt the mode
of working for each particular group, it was not considered
necessary to have all six groups work in separate rooms, but
only to separate those writing answers in their booklets
from those not writing them. Within each grade all R1 groups’
were brought together in one room and all R2 groups in an-
other. Instructors were the teachers of the four experimen-
tal classes. Each teacher supervised a group of students of
the same size as a normal class.

The teachers were given detailed instructions in writing a-
bout what to say and do during each lesson. The students we-
re given short written instructions, reminding them about
the mode of work prescribed for their group. Each lesson °
started with a short oral introduction by the teacher/inst-

ructor.

In order to keep those students occupied, who had completed
their booklets, additional tasks were given in the form of
arithmetic drill exercises. The students were told to start
with these exercises as soon as they had completed the pro-
gram bocklet. A lessor in this series (nos. 4 - 9) was con-
sidered finished when the teacher observed that all students
had completed their program booklet.

L'esson 10; The day after lesson 9 the PUSL test was
given once again with a s1ightly different instruction, by
the same testers as during lessons 1 and 2. The small diffe-
rence in test instruction was motivated by the fact that the
students now had gone through the program and were supposed
to have learnt the subject matter in question.

Lesson 11: Six weeks after lesson 10 the PUSL test.
was administered for the third time with the the same inst-
ruction as during lesson 10, except for a minor change in
the tester's introduction due to the rather long time elap-
sed since the previous testing occaséon.
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DATA ANALYSIS PROCEDURE

< 9.6.1 Final set of date

Of the 116 students in the four experimental classes 115 be-
lTonged to the population defined as students in grade 4 or §
scoring less than 30 on’ the PUSL test given as a pretest
(cf. definition of population in 5.2 above).

In a1l 84 students had been present during all lessons in
the experiment. The number of students with no missing data
was not less than 6 and not more than 9 in any subgroup in
the R x F x G design. In order to facilitate data analysis
in the multifactorial design R x F x G subjects were exclu-
ded by means of a random procedure until exactly 6 subjects
reéhained in each subgroup.

9.6:2 Analysis of variance method

Preliminary analyses of pilot study data indicated some ra-
ther marked interactions betieen sex of subjects and experi-
mental conditions. Analyses of the R x F x G x S design with
24 cells were therefore desirable. As the distribution of
boys and girls varied from subgroup to subgroup, the number
of subjects per subgroup was not constant in this design. E-
qual number of subjects per cell could have been obtained
only by reducing the number of subjects per cell to 2 and
reducing the total number of subjects in the analyses from
72 to 48. In order to avoid this, variance analyses of the
design R x F x G X S were performed by means of a method al-
Towing unequal numbers of subjects per cell (124:381). This
method involved analysis of cell means instead of cell sums,

.and also the computation of an approximate error mean square
value on the basis of the mean square within cells, which is
computed in the usual way. The formula for the approximate
error mean square is .

2 _ & . ,
Se = (B(1/ng)/K)(5,/¢F,) &



where ny = number of Ss in cell i,
k' = number of cells,
S, = the sum of squares within cells, and
dfx = the degrees of freedom of S .

Principally thé same method of analysis as has been descri-
bed above was employed for the purpose of covariance analy-
ses. The only difference is that the cell means and the sum
of squares within cells of the variate are adjusted for re-
gression on the covariates included in the analysis. Adjus-
ted means and sums of squares have been computed following
this procedure:

(1) Cell means, Square sums and product sums totally (T) and
between cells (b) are computed as in conventional analy-
sis of variance (see e.g. 124: chapter 15).

(2) Square and product sums within cells are computed on the
basis of the relationship S(w} = S(T) - S(b). Frcm_the
resulting matrix square and product sums within cells,
correlations and regression coefficients within cells
are computed in the usual way. The multiple correlation
coefficient is then computed using the formula

2 Ly » )
Ry.12. .k ‘J.‘E(ryj'byj.lz..k) ;
where bl ; 12. .k © the partial regression coefficient for
Ya.le.. covariate j, expressed ina 'scale
free' measure (124:326), and
v = the number of covariates.

(3) Adjusted cell means for the variate (Y) are computed
from the formula

~ v
Yi= Y- Jfé‘]by;i.lz..k(xij - %) s

where j = a covariate,
v = the number of covariates,
i = a cell, and
b = the partial regression coefficient within
cells.

«

(4) The sum of squares within cells of the variate is final-
ly adjusted according to the formula

¥ ) o1
-+ n.f)
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Sw(adj) = 5,01 - Ry 12, .k

9.7 ANALYSIS RESULTS

9.7.1 Different modes of analysing posttest results

Four different ways of analysing posttest data by means of
variance analysis have been studied. Variates and covariates
included in each type of analysis are shown below.

Alt. Variate Covariate(s).

POST -
POST - PRE  --

_POST D2
POST D2, PRE

A N
Alternative no. 1 analyses variation between
¢ells in terms of performance level after the PT. Conclusi-
ons regarding learning effect and efficiency can only be
drawn under the assumption that there were no differences
between the groups as to performance before the PI, This as-
sumption is, of course, reasonable in view of the random

distribution of subjects on experimental groups.

Alternative no. 2 analyses variation between
cells in terms of the increase in performance from prestes~
‘ting to posttesting. Differences between groups in pretest
performance are accounted for. The analysis presupposes,
however, that the coefficient of regression within cells e-
quals 1, If it does not, the estimate of the error mean squa-
re is not minimized (cf. 76:295ff). Also, the reliability of
a difference between two scores can be very low, if the sco-
res are highly intercorrelated, as has been pointed out by
Guilford (87:393f) in his discussion of the Mosier formula
for the reliability of a difference score (111). Unless pre-
test scores are close to zero, pretest and posttest scores




[

can be expected to he rather highly correlated.

¥ .
Alternative no .3 analyses variation between
cells in terms of performance adjusted for regression on one
covariate. D2 is chosen simply because correlation data sug-
gest that it is the best predictor of posttest scores (POST1
as well as P0ST2). This analysis, then, accounts maximally
for the criterion score regression on one single covariate.

Alternative no. 4 differs fromno. 3 inone
respect only: the number of covariates is increased to two.
The covariates D2 and PRE (pretest score) are chosen betause
they constitute the best set of two predictors of posttest
results. )

Coefficients of correiation within cells in the design R x
F x G xS between the various covariates and variates are
rendered intable 9.2 . Coefficients of regression
within cells for one and two covariates respectively are
rendered in table 9.3.

rable 9.5 Coefficients of co¥relation within tells in the
design R x F x G x S (df = 45).

D2 D3 pIT  POST1 POST2

.053  .541  .468
174 .698  .536
208 .4%7 L340
--  ~-.320 -.383

- .789

A simple measure of the relative efficiency of the different

. analysis methods discussed here can be obtained by means of
- comparirg the error variances. Alternatives 2, 3 and 4 re-
1 sult in successively decreasing error variance compared to
alternative no. 1. If error variances are expressed as per-

centages of the alternative no. 1 error variance, the follo-

93
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wing values are obtained.

Variable  Alt. 2 Alt. 3 Alt. 4

POST1 70 53 - 39
POST2 81, 362

Table 9.3 Coefficients of regression within cells and R2~
values for POST1 and POST2, when one and two co-
variateg-respectively are included.

Covari- 27
ates Variate bD2 bPRE R™

1 POST1 .977 -- .487

1 POST2 .676 -- .287

2 POST1 .837 679 .626

2 POST?2 .561T  .588  .402

Judged by the magnitude of the error variance, alternative
no. 4 seems clearly superior to all the other alternatives.
It also appears reasonable that a study of the influence of

“T=tertain program variables in PI should, as far as possible,

eliminate variation in posttest performance caused by diffe-
rences betweeen subjects in intelligence and initial know-
ledges unless, of course, these variables are included as a-
nalysis of variance variables.

and hisuse of covariance analysis (ANCOVA). Berglund (66)
and Aiken (57) caution against indiscriminate use of ANCOVA-
and Elashoff treats the problem quite thoroughly in a 1969
paper {81). Aiken recommends blocking as an alternative to
ANCOVA, but Cox (73), on the other hand, found that ANCOVA
is clearly preferable to blocking when r - or R ~ is largo,
especially if it is greater than 0.8, which is the case in
the present study. And Elashoff's conclusion is that
"viclation of the assumption /underlying ANCGVA/ of homo-

Thefi has lately been a great deal of discussion of the use

‘\a\U)
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gene1ty ‘of regression ... or homogeneity. of variances
will be less serious if individuals have been assigned

¢ ~ "to. treatments at random and the x var1ab1e has a norma]

d1str1but1on" (81:396). s

3

The pi]ot study data will not be used for the purpose of hy~
pothesis testing. From the point. of view of design feas1b1- .
1ity it is, however, interesting to note thdt ANCQVA accor-
~ding to aiternative no. 4 (see above) has yielded a number. .

of significant F-quotients ~ in sp1te g% -the small number of
degrees ‘of freedom within cells, i.e. 48. When the variate
POST1 -was analysed significant F-quotients were obtained for
the main factors F and G, and for the ipterdction R x S. The
POST2 analysis yielded s1gn1f1cant F- quot1ents for R and G,
and for the 1nteract1on R x F xS, .

- o

The %palys1s of learning efgect and retention data from the
,pilat study demonstrated, then, that the design used in the
study can be considered we]] suited for its purpose of de-
monstrating differences between response requirefments and

. between key answer frequenc1es as to their effect on=lear-

-

« " ning in PI i -

9. 7.2, °PI time
When students have a free choite of working tempo, time va—j
riables such as reading time or working time often have a
positively skewed distribution’ This usually implies a cor-
relation -hetween the mean and the standard deviation for
different subgroups and, thus, heterogeneity ofj variance be-
- _tween groups. As a’rule this can be corrected by means of a
square-root or logarithm transformation of the. raw score, i,
e. time 1n m1nutes or seconds(cf 76:128-131), s

As figure §. shows) “the d1str1but1oh of PI time
scores in the pllot study wa§, however, only moderately

- skewed. The variance analysis could therefore, be performed
directly bn the raw scores, PI time in minutes (cf\ 76:132).
This variance ana]ysls ylelded a number of significant F-
quotients: for the main factors R, F and G, and for the in-
teractions R x G, G x Sand R x F x G. A he p11ot study has,

I ; /.

[
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Figure 9.1 Distributior of PI time (PIT) scores for pilot .
' study subjects (N = 72). . ‘

&

&

then,; given ample addﬁtiona] evidence for the need to take"
PI time into account in studies of this kind (cf. section N
336 above). , :

-~ 9.7.3 Learning efficiency R

¢

: < [
As has already been pointed out- (section 2.5 ahove), lear-

., ning efficiency measures such as performance divided BffPI
time are‘usually hot acceptable. Under certain circumstances

° it seems, -however, reasonable’ to try and detemine learning
“efficiency by means of a covariance analysis, where learning
effect measures are adjusted for regression on PI time.

. . o . .

A suitable learning efféct medsure (E) in this study is,-ac- )

cording*to analyses weported above (section 9.7.1) .. e
T . X ’ , )

. "

"" v ?‘ ..'_ 3?.%

Aruitoxt provided by Eic:
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. _, - - - . - _. .
E =’POST1 = by, (D2 = BZ) - bppp(PRE - PRE) &

where b isj-the coefficient of-partial regression within
cells in the analysis of variance design,

-

If 1earning efficiency (EFF) is defined as effect.adjusted
for regression on PI time, then ' : e

EFF =\E - bpyp(PIT = PIT). .

When efficiency is expressed as a function of effect and ti-
me - EFE = f(E,PIT) - the definition of efficiency (section
2.5 above) presupposes that, for a constant E, EFF increases
when PIT decreases and vice versa. If '

# % F(E,PIT) = E = bppp(PIT - PIT) , - -

then the b-value for PIT must be positive, 1.e¢ -the correla- -
tion between learning effect (E% and PI time (PIT) must,be
positive, which in its turn mplies that the partial-corre-,
lation between pbsttest score (POST1) and PI time with D2

and- PRE scores held constant, is also positive. .

For the pilot study subjects in grade 5 PI time was about
the same for both response requirements (overt and covert).
~ This was totally unexpected, and there was reason to believe
-that it was an incidental instructor effect,’which could be
eliminated in the main study. Computation and analysis of
. efficiency (EFF) data as defined above was, therefore, re-
- stricted to grade 4 subjects. . L

Partial fegression coefficients within cells (b) were compu-
ted from the matrix of zero-order correlation coefficients.
For the covariate PIT was obtaﬁned

bort = +0.0704., : =
which means that the requirement stated dbove {s satisfied.

The&vagiance analysis of the learning efficiency variable,

EFF, yielded no significant F-quotients. It is interesting

to note, though, that whereas the observed effect (E) was
greater for Rl than for R2 groups in grade 4, the efficiency
(EFF) was greater for R2 than for R1 groups. This demonstra-
tes clearly that the outcome of comparisons in terms of
learning efficiency may be quite different from the outcomes

of learning .effect comparisons.

El




The relative learning efficiency. of the different response -*
-requirements can also be estimated by means of .the;onclu-
-sion chart suggested in the literatuke review (section 3.3.
. 2.4 apove). Due to the significant irteraction R x G in the"
“variable PIT (section 9.7.2 above) grades 4 and & should be-
treated-separately. As in the previous analysis, effect'(E%
is pdsttest score (POST1) adjusted for regression on vérbal-:
. 1intelligence (D2) and pretest score (PRE). The application
- of the coriclusion chart yields' the following results..

Gradeé 4h?‘E(R ) = é(RZ)-~arn d o
PIT(RY) > PIT(R2), thus
] - EFF(R1) < EFF R? : ‘

:
(
(
Grade 5: E(R%

E(R2) and -
= ?IT(R2). thus
= EFF(R2). -

PIT
EFF

.

) =
1
®)

R2

Note that '=' here means 'not sighificantly different from'.
The conclusion would be, if conclusions were to be drawn
from pilot study restlts, that overt response requirement
(R1) leads to lower efficiency-than covert response require-
ment in grade 4, whereas. in grade'5 both requirements Tead
to Epe same efficiency. s

. - ’ ' bed N
9.7.4 , Student response errors in the.program

For all students in R1 groups, i,e. those who were told to
write down their answers in the program booklets, the sums
of incorrect and omitted responses in the bookleté were com-
puted. This variable (ERR) has a markedly skewed distribu-
tion, as can be seenin figure 9. 2. Square-root
transformation according to the formula. h

ERT = (ERR + 0.5)"/2 <(cf. 76:128ff) A

gives a roughly symmetrical distyibution, as figure

9 . .3 shows.”The analysis of the variable ERT has comprised
correlation and covariance analysis. The following correla--
~tion coefficients within cells have been computed:

kY
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o PRE  ERT . . | o ‘
D2 .48 -.696 - e .
PRE. -~  =:560 . .

. This gives a squared coefficient of multiple correlation be-

+ tween ERT, on the one hand, and D2 and PRE, on the other, of .
0.698, which means that the degree of covariation betyeen ",
ERT and D2 and PRE is 70 per cent. ‘

A var1ance analys1s of ERT cell means adaustgd fon the reg-
rassion.on D2 and PRE yielded significant:F-values for the
: main factors F and G, and for the interaction F x G. The
‘number of errors (ERT) increased with ‘decreasing key answer
frequensy. (from F1 to FO). This could be due to the fact
that the students were allowed to correct their responses - |
during their work with the progham; since key answers could . ’
. be utilized for the purpose of correcting student answers. .
This indicates that data regarding the' frequency of such ‘
corrections should be included in studies of this type. ‘o

'«"".:. . \. '\Lﬂ) ‘ | | . @
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Revision of Program, Design etc. Prior to the Main Study

a
[y

<

The pilot experimént Findings indicated that the main study
could’be carried out'with the same general design, after

a final revision of the instructipnal program, the instruc--
tigns to the students and the teachers, and the criterion
‘test - the PUSL test. The program was revised on the basis

of error response rates in the pilot experiment and sugges-
tions from the teachers involved. The revision of instruc-
tions aimed at increasing the clarity and simplicity of
expression; this revision was also“performed in co-opera-

. S

tion with the teachers involved in the pilot study.

. In oftder to reduce 'as much as possible non-desirable Lin=
structor effects' it was decided that all instructions to
the students as-fo. how they Should work with the program
under the different experimental conditions, should be res
. corded on tape and played back via tape recorder during the
"= introductory lesson (lesson.no. 3 in the schedule). By
meahs of brief written instructions, handed out to the stu=
dents during the PI lessons (Tessons no. 4 - 9) - 50 called
reminder sheets - we tried further to diminish the need for *
oral *instructions from the part of the teachers in the ex-
p€rimental groups. : :

The Pevision of the PUSL test is further described in sec-
tion 11 below. o : . ) ¥

An ex&érpt'from the final version of the program "The main
papts of the simple sentence" is found-in appendix
4, T > - B

-

[

‘.




_ 7 The PUSL Test e, ) -

e S S

" The sentence analysis test used in the pilot study contained

, five subtésts with in all 60 items. This test was revised on

the basis of pilot study f{ndings. Since the test was inten-

. ded to make comparisons between students: in different grades

" possible, it was desirable that it permit a relatively great
variation of scores above'as-well as below the expected to-

tal mean, i.e. the mean-p value for al] items should be clo-

"~ se to 50 per cent. - : >

LD

The experimental conditions“studidd here probably have ‘only
-marginal effects on Tearning, i.e. these effects will be
small compared to, the effect of ‘the program as such. It was
erefore important that ‘the test should differentiate maxi-
mally .ih the interyal around the total mean for allgroups,
which means that the majority of the test items should have
p ¥a;ues fairly close to %the average, 50 per cent (cf..102:
221f). S . . . , :

TN L] : Al ” .
Thé revised version of the PUSL test contains three sub-
tests with 15 examples (sentences) each. In subtests A and
B each example comprises one test item, whereas in subtest ’
C it comprises iwo items, which gives in all 60 items. This
version of the‘test was given to 57 students in grade 6, ‘who
- had. taken the program "The main parts.of the simple senten~
s ce" some six months eaflier - in grade"5. The distripution
of p values ctmputed from data for-this sample is shown in
figure 11 .1 Themean p value is 52.6 per cent and
47 out of 60 items have p values between.40 and 69.per cent.
. . ) ]
The test reliability, according to the Kuder-Richardson for-
mula 20, computed from data for this sample of 57 students
was 0.98. s © o . ! .

.

&

The PUSL test in this vebsion obviously had the desired cha-
™ racteristics as regards the distribution of item p values.

» - .
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Pigure 11.1 The PUSL test! distribation of item p-values
(no. of items = 60; no. of subjects = 57).

*And the reliability coefficient of 0.98 poirited to a very
‘high item homogeneity. The test could, then, be considered -
well suited for its purpose: to be used as criterion test

*in the main study. One minor change was, however, made in |
the “final version: the items were re-arranged and ranked ac-

* cording to p valués. The testing time limit. was intended to
be purely administrative, but in case some students still
would not have time to complete all test items, it was con-
sidered wise to order them in this way. .

The reliability of the Final version of the PUSL test was.
computed from data for the sample used in the main study.

" The following coefficg%:ts were obtained.

Homogeneity: - Eﬁf ? Fypog = 0.96 (posttest 1)

. Retest relfabilitysl,rey = 0,79 (posttests 1 & 2).

Ehe final versjon of the PUSL test is shown.in appen -
ix 1. ¢ . .

+

Instructions and time 1imits for the final version of the
PUSL test were determined on.the basis of pilot study ex-

. *‘§%§ i, i\\\
]
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*periences and of the try-out of the revised version. The
three subtests were timed individudlly: six minutes for
each of subtests A and B, and ten minutes for subtest C.
The instructions were identical on.all three test occa-

- stons (pretesting, posttesting:} & 2), except for the ins
troduction telling the students about "the purpese of ‘the
testing etc.:The complete instructions are given-in,
appendix 2. " . ,




ﬂ.The Students P'z;rticipating in the Main Study .
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12,1 SELECTION OF EX 'EiiiMENTAL CLASSES \,E

‘It was decided that the student sample should comprise 6
classes from each of the three grades 4; 5, and b, making, a,’
“total of 18 classes. Random selection of classes or 'schools
was not possible, since participation -in the -éxperiment was
-voluntary as faras the ‘teachers were concerned.

A11 teachers-in grades |4 - 6 in°four schools in' Linkdping

and, two in Norrkoping were invited to participate. In three .,
schools, two in Norrkdping dnd-one in Linktping, all teacheys
invited agreed tb, participate. These schools had in‘all 20
classes in grades 4 - 6, and 18 of them were selected as ex-
perimental gJasses}‘The total number of students in ‘these

: c1§sses was 464. M .

Y
' . .
.

2 »

'.12.2  THE STUDENTS' PRIOR ,KNBWL'?.‘QC-E ‘OF SWEDISH: GRAMMAR

A

- . .

A1l expérimental class teachers dec]é_ed that their, students ~
had had no systematic instruction on'sentence parts or sen-
tence analysiseprior to this study. The concepts 'subject' o

". and" 'predicate' had beén mentioned by the teachersjin all <=

, grade 6 classes aEd‘in some grade 5 c]#sses - mainly in con-
"nection with the -teaching of English. The parts of|speech
'substantivel and 'verb' had, aeccording| to the teaghers,
been treated rather thoroughly in all c*asses in grades 5
ind 6, and to some extent in grade 4. Pronouns hadibeen trea-
ted ‘eursorily in a few classes, mainly ih grade 6.1 . .

-




"~ The stddent,pbpu]aticn of the present stUdy_was'defined SO .
45 to include only normal class students in'grades 4 - 6 -

o

who answered' correctly”less than half.of the PUSL test items _”[3

at the pretesting. Students with a pretest score of 30 6r -*
more wére; consequently, excluded from the main/ study. Stu-

- dents whd were absent from the -pretesting were also exclu- - '

ded. . . ) K] .

2 i Il

-Tab1le 12.1 shows how many students-participated in

the pretesting and how many scored above 30 points. The per=—— e

centage of students with pretest scores of .30 or more was

0 in-grade 4, 2 per cent in grade.5; and 8 per cent in grade
6. Pretest means (the variable PRE) for the three grades

were as_follows (students with 30 points or more excluded).

‘Grade 4: 3.1 ..
P Grade 5: - 4.6 y
~ Grade 6:  11.3. . o

b

Obviously, prior Knowledge of grammar increases with in- :
creasing grade lebel. Still, the grade 6 mean is sufficient- N
1y dow for learning effects, following the PI to be measured '
by means of the PUSL tests evgn in this grade (the maximum
possible score is 60). ) ‘

\ T . - . n
\ : - ‘Q
12.3 ~ ALLOCATION OF STUDENTS TO" EXPERIMENTAL GROUPS
1 \ . v . \ % ) @
Within each experimental class the students were assigned /
" by Tot to six different groups. Boys and girls were allotted
to groups separately, so as to obtain a fairly even sex )
distribution in each experimerital condition (RF combinatior).,

In order to avoid delays between the pretesting and the ex-
perimental lessons the allocation of subjects *o groups was
performed prior to the analysis of ﬁ?eteqt data. Students
who-were absent from. the pretesting or who, due to high, pre- -
test score, did not belong to the student population, were
thus a4 otted to experimental groups. The distribution
) on experimental groups of the 419-students who took part in

- the pretesting -and belonged to the:population was, however,
> re]ativeﬂy even, as can be seen in table 12.°2. )

. .o <
. v




Table 12. 1° Number df students in each class wlth pretest .

e ‘ score below or not below 30 p01nts. ;
’ q.‘ . 13 ‘
o : Boys . Girls . Total
s s ‘Grade -Class PRE  PRE . /PRE . PRE - PRE PRE .

<30 30 . <30 »30 %30 »30

. 4 ., 0 - 5 - .15 -
) _ : 2 9 -, M - 20 - :

3 no - 0 - 21 -

. : .4 17 -/ 5 10 - 21 -
> . . B 13 P14 e 27 -

e s .6 8 9o~ 27 -
R \ T sumT 68 - 69- - 137 -
| 5. 1 R § B 18 2

| 2 n - ¥ 9 - 20 -
3 4 - 15 - 29 -
Y 4 4 - B3 - 27 -
o ‘ 5 13 - 15 - 28 -
‘ 6 14 1 4 - 28 1
;f/ . Sum 73 -2 77 1 150 3
Co 6 2 1 .9 1 21 2
2 0 - 12 1 22 1

3 % - 1 25 "1

4 6 2 12 -, 18 2

. 5 n o2 112 22 4

6 . 13 1. mn 1 24 2 -

_ Sum 66 6 66 6 132 12

4-6 " Total 207 8 212 7 M9 15




Ta}"ie ‘12‘.2"bistr1bution of students on the 36 cells —

o

-\, in the design R-x F;( G xS (N=419).
. _ _ )
Grade . Sex TR R2
: Fl. P50 F1 - F.5 FO°
G4 Moo e mn 1o 12
F o2 2 12 12 10 ;
G5 -~ M -~ T1 13 10 14 12 13 :
T EFTTTTIR I3 14 12 13&
G6 M 1T 11 1N L B R §
F 2 1 10 1 1N
Sum 71 71 . 68 70 63 70
e
‘.‘ / //"’/ « ’
/ . ’\I m
/ Q  ’ .
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, L A
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Experimental- Cq\ndit_ions' in the Main Study

¢

The different values of the design variables response re-
quirement (R) and key answer frequency (F) have been defihed

, in general terms [sertion 5.4 above). The experimental con-

ditions in this study are the six possible pairg-of R and F
values: . | . : :

- RIFI , RIF.5, RIFO , RZF1 , R2F.5 , R2FO.

Fach condition is operationally defined by the combination
of program Version and.instruction presented to the students
in each experimental group. The program varies for different
F values only (different amount of key answers), whereas

the .instructions to the students vary both with R and with
F. ' | i

Here the experimental conditions are described by means of
quotations from the taped instruction presented during the
introductory lesson (no. 3), and from the ‘reminder - sheet'
‘handed out to the students at the beginning of each PI les-

son (nos. 4 - 9). Formulations which are specific to a par- .

ticular condition are emphasized.

L- -

R1 (overt response requiremént); for groups 1 -3

s

_From instruction on tape: L :
"In some frames there is a question and an answer space.
" There.you shall write the answer to
"th'e question. Inother frames there is some-
thing missing.. There you shall f.i 11 in the.
missing word or words, eser If you
discover that your answer is wrong, you are free to go

back and.correct it."

>From 'reminder sheet': :
"{rite answers toall questionsand f 111
i'n all missing words:"




-9

. ¢
‘ R2 (covert response requirement), for groups 4 - 6

From instruction on tape:
*In some frames there is a question and an answer: space
There you shall think out the answer .
# but not write it down . Inother frames
there is someth1ng m1ss1ng There you shall think
cut the missing wo r d or word s ’
but not fil11 it in

7

4 '
From 'reminder sheet': i
“Think out answers to all questions and
think out the missing words'"

F1 (100 per’cent key answers), for groups 1 & 4

From instruction on-tape:

] “"When you have finished a,frame, you shall check that
/ youhave written the right answer

(RI)/ thought out the right an-

s wer (R2). The right answer - or the missing words

- are written in the left hand margin on the fo1]0w1ng

page.

Maybe you th1nk that you can look at the right answer

first and then copy 4t (RI)/with-

) out first thinking out your
— own answer (R2) Of course you can, but you
N won't learn much. - If you want to learn this thorough-
ly you must first think yourself (R2)/
think and ans w er yourself (R]),
and then check that'you have wr i t ten (R1)/
thought out (R2

R2) the right answer.“

Fr'o%r "reminder sheet':
“Read the right answer and check that you have w r i t -
.ten (R1)/thought out (R2) the right an-
swer before you go on to the next frame!".

F.5 (Sogper cent key answers) for’ groups 285

From insiruction on: tape
"Mary times you'll find the right answer in the left hand
margin on the following page. Then you shall check that
youhave written the right answer




~ ) \

'
e .

. . “(R)/thought out the right an-~
: . swer (R2). Sometimes the right- answer is not there.
Then you cannot check what you've wr itten (R1)/
thought out(R2). You'll surely get along fine
with these questions too, if you just think carefully.
- But remember.always to look for the right answer,
© you'll often find it.' )

From ‘reminder sheet': .
" "Atways look for the right answer: - If it is there, -
o check that you've written (RI)/thoug ht
out (R2) the right answer, before you go on with the
. next frame:" , ¥ . “

- FO (zarquer cent key answers), for groups 3% 6

From instruction on tape: =
“When.you have.answered a question, you would perhaps
1ike to know if your-answer was correct. But t he
right answers$ are not written
. in the book1let . If you have read the ‘frame
¢ - and thought about the answer carefully, you'll surely .
know what is the right answer." .

From 'reminder sheet':
n

The instructions for the different experimental conditions:
are, then, paired combinations -of the above R and F instrucs .
tions. Other instructions are the same for all groups. The
eptire instructiop given to group 1 (overt response require~
gent and 100 per cent key answers) is found in appen -

~ ,ix 3‘ L. L
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Carrying Through of the Main S‘tudy

14.1 LESSON PLAN AND GROUPING OF STUDENTS

0 0,

The lesson plan of the main study was the same as that of
the pilot study (sextion 9.4 above). During testing lessons’
(nos. 1, 2, 10, and 11) the students all worked in their
own classrooms. Testers were the.experimental class. teach-

ers, forming pairs and interchanging classes within each f
pair. During the introductery lesson (no. 3) the students '
were regrouped so that only students working under the same .

. experimental condition worked in the same room. During the - b
PI lessons (nos. 4 - 9) the students were grouped according
to response requirement, i.e. R1 groupé from two classes
worked in one room led by one teacher; and R2 groups from; |

hese classes in another room Ted by the other teacher.
. . .

It was- considered important that students working under dif-
ferent response requirements should not influence each ° /
other. R1 demanded overt responding and should take longer _ '

ime than R2 (covert responding). R1 students working to-
gether with R2 students might, therefore, be tempted to
work too rapidly when they saw other students finishing
the?{;bookiets very quickly. /

¢

During testing lessons, on the other hand, it was important
that the situation should bey as far as possible, the same '
for all students regardless of what experimental condition-
they had worked under. : :




oz

1Z.z - INSTRUCTIONS Td)TESTERS/INSTRUCTORS

’

. ‘ ) 3
The teachers who functioned as: testers or instructorswin

‘the different experimental grups were given detailed writ- o

ten instructions about what to-do. and say. At a meeting
prior to the study they were informed about the design of
the study and the purpose of the different instructions.
The importance of followingy in every detail, all instruc~
tions was strongly emphasized. .

A sample of written iﬁstructionszéo testers/instructors is
given in appendix 2+ which contains instructions.
for- = "
lesson 2" (pretesting lesson);
lesson 3 (introdyctory desson);-and
lessons 4 - 9°(PI 1$ssons).
SR

- . 1

\

.«

»

4.3 INSTRUCTI:ONS TO THE STUDENTS®
: f

. 1

During testing lessons: (nos. 1, 2, 10, and 11) the students
weré instructed orally by:the testers. When students were
introduced to the experimental conditions (lesson no. 3%.
a brief instruction was given orally by the instructor

- appendix 2). The major. part of the instruction was played
back on a tape recorder. The differences between experi-

mental conditions as regards the introductory lessom have \\\. :

been described ,in chapter 13 above. The full instruction
for one of the experimental groups (no. 1: R]F]c) ls given
in appendix 3. .

During the P! lessons (nos. 4 - 9) the students worked in-

dividually after a brief ora] 'starting instruction' (cf.

appendix 2). Each student waS also given a 'reminder sheet'
" where the working instructions were summarized. Theré was
_one 'reminder sheet! for each experimental condition (com-
binatiq? of respon7e requirement .and key answer frequency).

As in the pilot study,-students who had finished their pro-
gram booklets started workipg on arithmetic exercises. The
N .

'

<

X
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aim of this was to av0'1d disturbances and irmtation among
- students who,, having finished the book]et. would otherwise

have nothing to do. A PI lesson was concluded when all stu-
dents in the room had finished their booklets.

\;;
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- 312 students. The proportisn of students with missing data - 5

" Pratest (PRE)?%hd verbal inte]]igénce (D2) scores are avail-

~
Treaiment of Main Study Data
o : . ’ . . ( : <

15,1 THE RAW DATA SET

-

A complete set of raw data for one subject should comprise
values in all the variables 1istedin table 15, 1.
The data analysis in.the main study is based solely on com-
plete individual data sets, which presupposes that the n-
dividual has been present during all eleven experimental
lessons. Complete data sets are availabie for 312 subjects,
distributed or the cells on the R x F x'G x S design as
shown in table 15..2. The total set of raw data
in this study consists, thus, of 312 jndividual raw data
sets as described in table 15.1. .

&

15.2 - MISSING DATA - . \

In ali 419 students took part in the pretesting and had _
less than 30 points on the PUSL test (cf. table-12.1), and - %
complete data sets are - as we have seen -/available for

is, then, about 25 per cent, This fmay seem .a rather high
figure, but it should be noted that it includes all students
who were absent’from any one out of eleven lessons during a
period’of several weeks. The absence was in all likeliness

due almost entirely to normal causes, mainly temporary i1l1- o

ness. "
&

abié for the 107 students with missing data. The mgans for

thig group have been compared with the corresponding means

for the remaining 312 students, and the results are-summa-
Y ©

r.

LY




2 .. . Table 15,1 Raw data set {n the main stddyr"

.
o
. .
Y ‘ s

-
-~

Vartabie Definition’

3

POST] PUSL-test score at p%%ttesting no. 1 . '
POST2 Ditto' at posttesting no. 2 (8 weeks later)
+ PIT Total gross working time spent on program booklets .
> ‘ 1 -6, in minutes . : '
PRE PUSL-test score at pretesting ’
D2 DBA:2 score éverbal intelligence)
D3 - DBA:3 score (inductive inteiligence)
W Total number of program'responses that are omitted,
erreneous or originally erroneous but corrected by
the student , S ,
; CW Total number of program responses that are origi-
nally erroneous but corrected by the ‘student
. G Grade level ‘
o R Experimental condition in terms of response requi-
Py rement .
‘ F Ditto in terms of key answer frequency,
S <Sex’of student . _ - S
c No. of ciass to which student belongs
. Table 15.2 S+idents with complete set of raw data: distri-
- bution on.cells in the design R X F x G x S
7 — ‘ .
) . R1 * R2
G S - F1 F.5 FO F1 F.5 FO Sum
4 M 5 9 9 6 .6 10 49
F 8 8 6 11 10 7 50
5 M 8 10 -9 10 7 10" 54
F 0 11 9 10 8. 12 ,}51
6 M 10 7 8 9 8 10 b2 ‘
: F 8 8 65 .8 10 - 6 46
. Sum 53 53 & 54 50 55 312

© - ¢

hw3




rized in table 15,34 None of the(comguted t-
values for the mean difference in thig table is significant,
and most of them are close to zero. Apparently, students e-
liminated because of missing data do not differ markedly
from the remaining sample as regards pretest (PRE) and ver-

- bal intelligehce (D2) scores.

The distributions of missing data on. experimental droups
have also been studied. The-observed frequencies are compa-
(red"with the frequencies expected undér the assumption of
equal frequencies of -students with missing data (i.e. 25.5
per cent) in all subgroups. Such analyses have been perfor-
med $eparately for :the variables sex, crade level, and ex- ’
perimental condition. The results are summarized in _
table 15.4. Al three chi®~values in that table
' are very far from significant, which indicates that the
variation between groups as to frequency of misding data is
not greater than normal chance variation. The distribution
of missing data can, consequently, be assumed. to be inde-
pendent of the design variables.R, F; G, gnd S. ‘
To sum up this discussion, it can.be observed that the fre-
quency of students with missing data may seem large, mainly
due to a very, strict :demand for completeness of the .data
sets, but that there is no indication’that_the absence of
these\data has affected the differences between experimen-
tal groups in the various criterion variables. -

- ]
» ' .

~

15.3 VARIABLES GENERATED FROM RAW DATA

L3

~

On the basis of the raw data (cf. table 15.1) the following"
_ variable values were computed and registered for each stu-
dent. . '

sD2, SDB:\\ DBA:2 and DBA:3 score respectively, expressed
_ ) in a stanine scale for each grade (i.e. with

o

PREM(C): Mean prétest’ score on the PUSL test for ¢h
' student’s class (C), computed from data for .
} - all students participating in the, pretest.

+ . ‘each-grade mean gqualling 5). i,r

4 -
X .
o

A L%
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Table 15.3 Comparisan between e]lmlnated and 1nc1uded sub-
Jects with regard to PRE and D2 means.

°

EI

Ss

Yari~ Grade Elimin. Ss Incl, Lot
able n Ma s n M s diff
PRE . 4 .38 3.3 2.6 99 3.1 2.8.+0.4
5 33 4.8 53 115 4.6 6.0 +0.2
6 34 10.1 9.1 * 98 11.3 8.6 -0.7
4-6 107 6.0 6.7 312 '6.2 7.1 -0.4.
D2 4 » 38 21.9 5.7 99 go.s 5.8 +1.1
5 35 25.5 7.3 115 25.6 5.2 =0.1
6 .34-27.9-6.1 98 78.2 6.2 -0.3
4-6° 107 25.0 6.8 312 24.8 6.5 +0.2

Table 15.4 Distribution of subjects with missing data.

N E0 = observed no. of eliminated Ss
Ee = expected no. of eliminated Ss
(8) Sex (b) Grade level
S Eo_ Ee G Eo - Ee
M 54 52.86 - 4 38 34.98
F 53 54,14 5 ,35 38.3]
- 6 34 33.71
Sum 107 - 107.00
Sum ° 107 107.00
chi® = 0.05 , df=1 , N.S. ”
chi® = 0.55, df=2 , N.S.
(c) Experimental condition ‘ .
Cond. E0 Ee Cond. E0 Ee chiz -
RIFT 18 18.13 R2F1 16 17.88 df=1 ,.
RIF.5 18 18.36 R2F.5 19 17.62 .
R1FO 21 17.36 R2FO 15 17.88
Sum 57 53.62 Sum . 50 53.38
/ ‘\\\\\

1.53
N.S.

«1




15.3.1 Pre-treatment Knowledge

Q’;I ‘ : ‘u

PREM({GC): Mean of class meahs (PREM(C)) for grade 6.

PREM(G): Mean pretest score for grade G, computed from
- data for students included in the results
analysis. ’ ¢

s
H

-On the basis of raw data_and the data.deécribed.hére values

for the 312 remaining subjects in the varﬂab]es to be used

in result analyses were generated as described below.

“w

The variation in pre-tteatment knowledge (measured by pre-
test score, PRE) can he regarded as having three components:
(1) an individual component (variation between individu=~
als- in,each class); v L ‘
(2) a class component (variation between classes in each
grade)} and . ‘ .
(3) a gradé camponent (variation between grades). i’
It is conceivable that each of these components affect test:
performance in a study of the present kind, ;

The grade'cémponent is already accountéd for, sincé grade

‘level (G) is a design variable in the study. The class com-

ponent could be accounted for in the same manner: by inclu-
ding class membership as a design variable. This would, how~
ever, have led to almest insurmountable missing data- prob- .
lems in this case, so another.method of accounting for the

class component 1in pretreatment knowledge had to be devised,

The class component of the variable PRE refiects, among
other things, differences between classes as to the nature
and amount of jnstruction received on the subject matter
covered by the test. These differences are 1ikely to affect
the students' capability of learning the tasks set by the
instructional program. If, for example, two studentd belong
to classes with different pretest means due to different
amounts of teaching, it is conceivable that these students’
ability to learn from the program differs, even if they have
the same pretest score. Instead of simply letting the vari-
able PRE he included in the analyses two new variables are,
therefare, generated:

119




|
(1) Thegindividua1's deyiation -from his c]ass mean ¢ \ o ;
PREI = PRE - PREM(C) ) ' ‘ ;‘

. (2) The deviation of the c]ass mean from the mean of
\ . class means for the grade to which the class be]ongs

’

. PREC = PREM(C) - PREM(GC) - - L

Class means are computed from scores for all students parti- a
cipating in the pretesting, including those who scored 30 .
points or more and do not belong tq the population. This % .
‘mean is the one-most appropriate for the present purpose, -
since it reflects "the level of ,knowledge in the class as a
whole. For the same reason the grade mean used in the above
formula (2) is the mean of class méans, which gives each .
class equal weight regardless’of the number of students in '
% {ts A1l class means and grade means are givenin tab 1-e

. 5,

T e

%

e

Ihble.15 § Class means, PREM(C). and grade meﬁns.
Tr— PREM(GC) in the variable PRE.

o . »

Class G4 G5 G6
1 0.9 “11.0 10.0
2 2?3 3.8 15.8
3 3.2 5.8 . 15.2 ,
4 5.5 4.6 @ 15.7
5 3.2 7.4 13,4
6 3.0 6.0 11.5
Mean 3.0 6.4

13.6

, Note: Class numbers are arbitrary serial
numbers. There is no particular rela- 0
tienship between classes i different ' g
grades with the same number.

oo

In analyses where pretest result enters as a covariate the
variable PRE-{5, thus, replaced by the two variables PREI
(individual component), and PREC (class: component) The grade

.“ '.' ” ‘. -

v,




componént is a design'vakiable and therefore not used as a

covariate:, it enters, however, into the computation of per-
formance increment from pretest to posttest (section-15.3.5
below). . , :

_15.372 ‘ Intelligence measures -

e Intel l#4ence scores, as measured by the tests DBA:2 and
" DBA:3, were intended to be used as covariates in the re-
sult analyses. The varfation in intelligence scores con-
tains, however, also a .grade component. Since grade is a
design variable in this study, it was desirable to elimi
~"te the gradé component from the covariates. .In order to ob-
tain this the raw scores D2 and D3 have been réplaced by
SD2 and SD3, i.e. the:corresponding stanine Scores, compu-
ted for each grade separately. Since the means of these sta-
nine scales are 5 for all three-grades, the grade component
in intelligence score variation is ejiminated from the vari-
ables SD2 and SD3. S,

;;J ©15.3.3 Pl time measure

As figure 15. 1 shows the variable PIT has a mar=-
kedly skewed distribution, which probably implies that the
“means and the standard deviatiohs for subgroups covary. As
suggested by Edwards (76:130), it has been attempted to eli-
minate the skewness by means of a logarithm transformation,
- viz. LPT = log PIT. ) :
The variable LPT is, as figure 15 .2 shows, appro-
ximately normally distributed. : '

o

15.3.4 Program response varjables

i

For students in the R1 experimental groups, who wrote answers .
in-their program booklets, the raw. data set contains two re- {/

Q e

B v’ T ]5 - . | . 121
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sponse error variables: number of incorrect, originally in- -
correct but then corrected, or omitted answers in the book- -
Tets 1 - 6 (the variahle W); number of originally incorrect
‘answers that were spontaneausly corrected by the student

(the variable CW). From these two variables have been com-
puted. :

UCH = W ~ CW , fle. number of uncorrected errors and
’ omissions;

* PCW = CW/W , 1.e. proportion 6f errors correctéd by the
: students,

The distributions of all four error variables (W, CW, UCH,
- and PCW) deviate from the normal distribution, as can be
seenin figur e 15,3,

8

In order to normalize the distributions the variables W, CW,

and UCH were transformed according to the formula
x' = log(x + 1)

to LW, LCW, and LUK respectively (cf. 76:130). The- variable
PCH, which is a proportion, was transformed as suggested by
Edwards (76:131) to - ﬁ ’ ‘ .

APC = arcsin(Pcu) /%,

. . The distributions of the new variables LW, LCW, LUW, and
APC are shown in f{gure 15. 4. The three first-
mentioned*variables haye approximately normal distributions,
while the distribution of APC is more rectangular. Compared
te the raw score distribution (PCW, figure 15.3d) APC i,

- however, much more symmetrically distributed, and it must -
therefore be considered more appropriate than the raw score
for use in variance analyses.

e

15.3.5 Learning effect measures

4

The analysis of pilot study data indicated that 1earﬁf%g
effect in a study of this kind is best investigated by means
of a covariance analysis with posttest score-as variate, and
pretest score and verbal intelligence score as covariates
(cf. section 9.7.1 above). In the main study pretest score

ve
-

ATy
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Figure 15.1 The variable PIT: distribution of scores
‘ - (N = 312). ‘
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Fzgure 15.2 The variable LPT (=
of scores (N = 312).
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is replaced by two préstestscore components: “individual and
"class component (section, 15.3.1 above). ® '

Since the gain from pretest to posttest.is of {nterest here,
and not the posttest performance level in absolute terins,
posttest scores are replaced by the difference between post-
‘test score and pretest mean for the grade to which the stu-
dent belongs, viz.

’ ED1 =.POSTI - PREM(G) ; and
- ED2 = POST2 - PREM(G). . -

The variab]es EDl and ED2 are not measures of 1earn1nq ef-
fect, since the individual and class components of the pre-

. test score are not accounted for, Learning effect measures
are obtained by adjusting ED1 -and ED2 for the regression on
the .covariates PREI (individual pretest score component),.
PREC (c]ass pretest scare component), SD2, and SD3.

Immediate 1earn1ng effect (E1) is, then, neasured by the
. following variable

ET = ED1 - Zb (x ~ X) ', where x = PREI, PREC, sbz, Sb3, .

and where by is the partial regression coefficient within

cells for covariate X, And retained effect (retention) is
measured by : '

E2 = ED2 - %b (x ~X). '

@ ' - ¢

15.4 - SUMMARY OF VARIABLES INCLUDED IN THE RESULT
ANALYSES

-

In the ‘analyses of data from the main study the following
variables are, then, employed.
. Variates

ED1 = POST] - PREM(G) _.ff;rﬂnce between individual post-
test 1 score and pretest grade mean.

PQSTZ - PREM(G) Ditto for posttest 2,

ED2

. .

g




LPT = 1ogPIT: The logarithm for the 1hdividua1 PI
time value. . .

E1, E2 "~ ED1 or ED2 adjusted for regression
' on PRE], PREC, SD2, SD3.
Covariates for all groups

PREI = PRE - PREM(C) - Difference between individual pre-
‘ test score and class means.

PREC = PRE' - PREM(GC) Difference between class and grade
pretest means. o

SDZ stanine(D2) Individual D2 score eXpre§sed in
: , stanines.within grade,

SD3 = stanine(D3) ~ Ditto for D3.
LPT ' See above under variates!

Covariates for R1 groups only
LH = lag(li + 1) The 1ogﬁrithm for the number of
: errors and omissions in program
" answers (booklets 1 = &). ,
LCH = lag(CW + 1) _ Ditto for corrected errors.

LU = Tag(UCH + 1) Ditto for uncorrected errors and
. omissions. |
APC = ar‘csin(Cl‘J/\»I)”2 “ The proportion of errors corrected -
, by the student, transformed through
arcsin transformation. ’

L

15.5 METHODS OF COMPUTATION AND ANALYSIS -

The raw data set (section 15.1 above) and the values SDZ,
SD3, PREM(C), PREM(S), PREM(GC) for each subject (N = 312)
were punched on punch cards. The variable transformations
described above (section 15.3) were performed by computer
in connection with the use of standard statistical analysis
prdgrams from the so called BMD series (cf. 75)..

&
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®

The covariance analyses were ?erfprmed by means of a combi-
- nation of automatic and manual computations. Partial re-
gression coefficients, adjusted within cell variances, ad-
Justed cell means etc, -for the design Rx F x G x S and for
different sets of variates and covariates wera obtained in
output from-the computer program BMDO4V, which employs, stan=- °
dard statistical formulae (cf, 75). On the basis of such
output variance analyses of adjusted cell means were per-
formed manually using the method.described in the report on
the pilot study (section 9.6 abo)é\. In eome cases the va-
_ riation between groups has been ana ysed into a linear and
a quadratic component employing fprmulae given by-Edwards

(76:&hapter 10). Multiple regression coefficients have in -
certain cases been computed manually on the basis of zero-
order correlation coefficient matrices; in those.cases the
Doolittle method has been employed (124:326ff).,., '

ATl machine computations-ware,per%ormed on a GE 625/635
computer owned by Industridata AB, Soina.

3

. -
4
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Data Analysis Results . w

.

. ) ) 1
. - T\

The word 'significant' in the discussion of main study re-
sylts means throughout 'statistigaldy significant at thel 5
per cent level (& = 0.5)', unless some other meaning is spe-
.cifically stated. Test variable values are marked with one
asterisk (#), -if they exceed the limit for significance at
the 5 per cent level, and with two asterisks (%¥), if they
exceed the 1imit for significance at the.l per cent level.

. 1y

' )
. ¢ ! . é

16.1 LEARNING EFFECT

Immediate learning effect is measured by E1, i.e. the EDI
score (POST1 - grade pretest mean) adjusted for regression
within cells on the covariates PREI, PREC, SD2, and’'SD3 (cf.
sections ‘15.3.5 and 15.4 above). The observed coefficients
of partial regression within.cells (b) and their correspon-

. ding t-values for testing the null hypothesis (b =.0) are

as follows.

¢ PREL  PREC: ' SP2.  SD3
b 0.48  0.22 3.27 1.2
ty A0 06 8.0" - 3.1

Obviously, posttest 1 results are primarily correlated with

intelligence (SD2, SD3) and the individual component of the

pretest score (PREL), but not with the general level of pre-
.treatment knowledge in the class (PREC).

K11 cell means in the variable E1 in the design R x F X G

X Saregivenin table 16.1.

.
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. Table 18.1 Learning effect (El):'éell means in the design,
RXFxGxS., -

-

. 'R1 ‘ ‘ "~ R2 ..
Fl F.5 . FO F1 F.5 FO

9.72 13.82 13.60 9.18 2.67 8.36.
12,78 11.01 14.71.° 9.72 5,77 9.55

.7.04 11.31 14.61 15.96 19.25 11.28
14.37- 15.49 23.53  8.92 10.93 5.37

15,21 15.31 18%3  15.22° 13.05 17.11
17.81 13.69 22.93 16.02 21.51 19.62

4-6 MF 12.82 13.44 17.97 12.50 12.20 11.88

16.1.1 Variance analysis of the design R x F x G x_S

The results of the variance analysis of the E1 cell means
(table 16.1) are presented in table 16. 2. The
interactions R x F and R x @ have been divided into.a 1=
near and a-quadratic component and t-values for these com-
pdnents are also included in table 16.2.

On the whoie. the variation in experimental conditions has
. not led to any marked variations:in lTearning effect. Except

. for the significant R x G x S interaction, which is very dif-

ficult to interpret, there are no significant F-quotients
involving R or F. :

According to the hypotheses formulated in this study {section
7.1 above) some sources of variation are of particular 1nte7ﬁ
rest, viz. R, Rx F, and R x 6. .

Response requirement (R ) : The F-quo-
tient for R 1s clece to the significance limit (3.67 as a-
gainst 3.88). The ET1 mean for all R] cells is 14.74 as com- -
pared to£12.19 for all R2 cells. This result is compatible

e
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TabZe 16.2 Learmng effect (E1): variance analysis of ceH

Mo HTMITOT VO

- means ‘in the design R x F X G xS,
* Source of ) 2 ’
variation df S « F Fa
1 58.47 3.67 3.88
2 19.17- 1.20“ 3.04
- 2 151.3 9.50 3.04
1 4B <1 3.8
xF 2 28,80 1.81 . 3.04
X G 2 18.21  1.14  3.04
XS . 1 28.34 o 1.78 3.88
X G 4 8.15 <] 2.41 -
X S : 2 1.82 <] 3.04
xS+ .2 6.93 <1 3.04
xFxa6 -4 20.04 -1.26  2.41 3
xF xS L 2 12.572 <1¢>” 3.04
XxXGxS Z. 60.44  3.79 3,04
XGxS 4 159 <l 241
RxeGxS-4 _2.21 <1 2.4
Error (withm ‘ . "
cells) 212 15,9 ' A

Linear and quadratic comporente of certain interactions:

Inter- ‘ C . : .
action Compenent d Sq ty
RxF  Linear -34.61 19.54- -1.8 .
; Quadratic 23.53 33.91 ,+0.7 -
RxG Linear ©29.54  20.10  +1.5
Quadratic ~ 1.96; P {3;/: 93  +0.1
ol 131
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with the hypothesis that the learning effect is.not much
greater under overt response requjrement {R1) than under

covert (R2).

~

., Interact fjon between response re-
., quirement and key answer frequen- R
cy (RxF): The interaction R x F is primarily linear,

with a small quadratic omponent (table 16.2). The t-value
for-the linear component is fairly close to the significan~-
ce limit, (t = -1.8). The interaction is graphically illust-
rated in figure 16 .1, which shows that decrea-
sing key answer frequency (F) is coupled with increasing
learning effect when overt responses aj¢ required (R1) but
not when covert responses are required (R2). The trend of
the result is, thus, in agreement with the hypothesis about
differential effect of key answer frequency under different
.response requirements (cf. chapter 7). .

fid

Interaction between response re-
quirement and grade level (RxG ) e
~ This interaction, too, is mainly linear (table 16.2): The

nature of the interaction is seenin figure 16:2,.
which shows-that thesdifference in terms of effect (El% bet-
ween R1 and R2 groups decreases with increasing grade evel
(G 4, 5, and 6). In grade 6 there is practically no diffe-
rence between R1 and R2 groups. Although the test variable
is not significant, this result gives some support to the
. hypothesis that overt response requirement {R1) is most im~
portant in the lower grades and less important in the higher "
ones (cf. table 7.1 above). ’

The significant interaction R x G x S (tabie 16.2) implies,

however, that the interaction between response requirement

and grade,level (R x G) is different for boys and for girls

(S), as illustrated in figure 16.3. For grades
' 4 and 6 (on the basis of which the linear R x G component is
computed) the outcome is roughly similar for both sexes,
whereas in grade 5'there is a marked difference: for grade .
5 boys R1 has led to less leaming than R2, while the oppo-
site is true for grade 5 girls. A sex difference of this .
kind could not be foreseen on the basis of previous research,
pE and a satisfactory explanation cannot be nrasented here.

<
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16.1.2 Grade by grade variance analysis of the R x\F‘x S
t des ign ) :

The R x F x G X S can be regarded as three rep]icategygf a
R x F xS design, one for each of grades 4, 5, and 6.(G).
The results of a grade by grade analysis’ of the RxXFx§S’
design is summarized in table 16 . 3.

For gr-a*d e 4 (G4) the F-quotient for R is significant,
while other F-quotients are far from significant. The %
ma2an for all R1 groups is 12.60 and for all R? groups 7.54,
which 1mp1ie§\that overt response requirement (R1)-in grade
4 leads to congiderably higher learning effect than covert
response requirement (R2). Variations in key answer frequen=
cy (F) seem to have no or little influence on learning at-
this grade level.\ ‘ ) .

R 4
For grade, 8§ (G5) only the interactions R x F and
R x S are signiificant. These are illustrated in f i gu-
‘res 16.4 and 16.5. TheR x F interaction im-
plies that a reduction.of key answer frequericy from 100
(F1)-to 50 (F.5) per cent has some positive effect regard-
less -of response requirement (R), whereas removal of all
key answers (FQ) has a stil1 more positive effect when overt
responses are required (R1), but a clearly negative effect
‘when)covert ancwers are required (R2). The R x S interaction
in_grade 5 indicates that. the overt response requirement
R1) has a = compared to the covert response requirement
R2) - negative effect on boys, but a positive effect on
girls; a finding difficult to explain.

For grade 6&-(G6) there are no significant F-quotients
“for variatiop between groups (table 16.3); in fact, all the
F-quotients are quite small. It seems then as if variation
as to response requirement (R) and key answer frequency’ (F)
has very little influence on grade 6 students' learning from
the program ‘The main parts of the simple sentence",

This grade by grade analysis of learnina effect data is, in
a sense, only another way of presenting the results already
described of the overall analysis (section 16.1.1 above),

. Sti11, the grade by grade analysis singles out particularly
clearly a couple of interesting findings:

{




Table 16.3 Learning effect (E1): grade by grade variance
: pna]ysis of the design R ¥ | X S. -

Gra- Source 2 .
de ofvar . s F Fs

4 76.96 .4.8% 3.88
10.71 <] 3.04
3.19 <1  3.88

"l0.26 <1 -3.04-
700 <1 3.88
0.70 <1 3.04

466 <1 3.04

X XX R

17.86 1.12 3.8
~ 7.97 <1 3,04
0.06 <1 3.88

51.92 3.26_’; 3.04°
144.91 . 9.09" 3.88
3.26 °<1  3.04

0.19 <1 3.04
0.06 <l 3.88

16.79 *1.05 ~3.04
24.80 1.56 3.88

6.91 <1 - 3.04
3.30 <1 3.88
.04 <1 R4

11.95 <1 ™ 3.04

Within 272 15.94  --
cells :
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- The overt response requirement (R1) has led to signifi-
cantly hetter learning effect than the covert response
requirement only at the lowest of the grade levels in-
vestigated, grade 4. N .

- - A significant interaction between response requirement
"~ (R) and key answer frequency (F), in accordance with the
hypothesis stated in chapter 7, has been demonstrated;
-only for grade 5, that is true, but this is the grade
for which the program employed in the study was origi-

nally intended.

6.2 LONG-TERM LEARNING EFFECT .

The Jong-term learning effect is measured by E2, i.e. the
ED2 score (POST2 - grade pretest mean) adjusted for regres-
sion within cells on the covariates PREI, PREC, SD2, and
SD3 {(cf. sections 15.3.5 and 15.4 above). The observed co-
efficients. of partial regression within cells (b) and their
corresponding t-values for testing the null hypothesis

(b = 0) are as follows.

PREI PREC sDh2 SD3 - ‘

b 6.47  0.79 2.8  1.38

t. 3.7 24" 6.5 3.2

A1l four t-values are significant, which means that all the
covariates contribute significantly to the regression equa-
tion. The coefficients for PREI, SDZ, and SD3 are roughly s
equivalent to the corresponding coefficients obtained 1n the
analysis of learning effect (E1; section 16.1 above), which
means that the individual pretest score -component (PREI) and
the individual's intelligence (SD2, SD3) influence long-term
Tearning about as much as they influence immediate learning.

The regression coefficient for PREC, however; is significant -
here, although-it was not in the previous analysis. The
class component in pre-treatment kuowledge seems, then,.to




&

influence long~term learning - retention - more than it
influences immediate learning. Perhaps immediate learning
from the program ‘suppresses' as it were the effect of pre-
vious instruction given in the class, and previous learning
increases again in relative importance as the retention of
Tearning from the program diminishes over time. It is also
conceivable that learning relevant to the PUSL test, occur-
ring within the classes after the P1,'is more highly corre-
lated with the level of pre-treatment knowledge in the
class, than it is with tie effect of the programmed in-

~ struction.

A1 cell means in the variable E2 i the design R x F x G
xS aregivenin table 16.4. P

Table 16.4 Long-term learning effedt (E2): cell means ,/ﬁ
in the design R x-F i/?kx S.

7

C R1 a . R2 ;
CF1 . F5 FO /ot Fl F.5 FO-

s
4 M 7.8 11.25 s.gﬁ 10.88. 0.41 7.43

F 6

b

9.68 9.57 13/ 6.10° 4.73 6.69

6,60 9.75 £.57 12.97 18.84" 8.3
9.61 12.68 ,20.40 6.84 "8.30 4.57

F
6 M 12.09 18.98 11.18 11.61 17.06 1i.18
F 16.63 13.23 22.57 15.02 14.51 14.2]

4-6 M,F 10.41 12.58 13.55 10.57 10.64 9.52

<<

16.2.1 Variance analysis of the design Rx Fx G x §

The results of the variance analysis of the E2 cell means
“are summarized in table 16 .5. The interactions
R x F and R x G have been divided into 1inear and quadratic

. Q . PR
ERIC’ . 120
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components, which are also included in table 16.5.

On the whole, the variation in experimental conditions has
not entailed any great variation in long-term learning ef-
fect (E2). In that respect the results of the analysis of
long-term learning correspond well with those of the imme-
diate learning effect (E1; section 16.1 above).

The only significant F-quotient for E2 involving R or F-is
the R x.S "interaction, which is illustrated in figure
16 .6 . The overt response requirement (R1) - compared
to the covert response requirement (R2) - seems to affect
boys' long-term learning negatively or not at all, whereas
girls' long-term learning is clearly affected positively.
~-To the extent that girls in grades 4 - 6 are more mentally
mature than boys in the same grades, this finding is cdnt-
rary to the hypdthesis that the positive effect of overt
responding decreases with increasing mental maturity. It is °
possibie, of course, that boys and girls differ in their
'mode of learning' in a PI situation. If so, the nature of
their different ‘modes' remains to be identified. Whatever
the explanation may be, the R x S interaction found here °
indicates that the effect of a response requirement may de-
gend on other variables - in this case the sex of the stu-
ent. i

In-view>of the hypotheses formulated in chapter 7 the sour-
ces of variation R, R x F, and R x G are. particularly inte-
resting. These variation sources are discussed below.

Response requirement (R): The diffe-
rence between response requirements as to long-term learning
(E2) points in the same direction as the corresponding dif-
ference in immediate learning (E1): the overall mean is
higher for RI than for R2 groups. The R1-R2 difference is,

. however, smaller for £2 than for E1, which means that it
gives no support for a hypothesis that overt responding
should have a more positive influence on retention than on
immediate learning. Such a hypothesis weuld be reasonable,
to the extent that overt responding is believed to-‘conscli-
date' learning. The resuit of £he E2 analysis is compatible,
though, with the hypothesis fdrmulated in this study, which
expects the overt response requirement (R1) to lead to a -
compared to the covert response requirement (R2) - rather




Table 16,5 Long-term learning effect (E2): variance ana-
- lysis of cell ieans “in the design RxXFxGxS.,

Source of , 2
variation df . S F

2"

3

1 33.66  1.87
2 4,70 <
2 I17.36 9.51™
1 4.82 ' <
2 1313 - <]
2 5.20 . <1
1 93.80  5.21
4 - 8,97 <1
2 ' 30.23  1.68.
2
4
2
2
4
4

00 oo
PRSP OO

QP

J3.26 <

18.53  1.03
22.67 1.26
22.21 1.23
8.35 <1

RXFxGx S 6.54 <]

Error (within
cells) 272 18.01
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Linear and quadratic components of -certain interactiona:

Inter-

action  Component *  d Sq

RxF Linear - -25.10 20.77
Quadratic -0.02 36.04

Rx G Linear 14.35  21.36
Quadratic 10.87 34.99




small incréase in long-term learning effect.

raction between response
irement and key answer fre-
cy (RxF ) TheR x F interaction is far, from
significant, The observed trend is almost totally linear .
(table 16.5) and very simitar to the one found in the ana-
lysis of E1, only less marked. The interaction is illustra-
tedin figure 16 .7 . The hypothesis that decrea-
/sing key answer frequency (F) entails increased retention

.Q'S‘H
c m3
DO ct
S Cm

when overt responses are required (R1), but decreased re-
tention when covert responses are required (R2), is not ve-
rified, The observed cell means are, however, nat at all
incompatible with this hfbothesis. o

Interaction between response re-.
quirement and grade level (RxG):
The R x G interaction is also far from significant, neither
is it clearly linear (table 16.5)., It is 1liustrated in

figur® 16 .8, which shows that the positive effect
of the overt response requirement (R1), if any, is still
greatest at the lowest grade level (4), So the hypothesis
that the positive effect on retention of R1 - as compared

to R2"~ is greater the lawer the grade level gets little
s:pport from these data, even if it is not incompatible with
th Eiiie * . f©

16.2.2 Grade by grade analysis of the R x F X S design

As for E1, a grade by grade variance analysis of E2 has

been performed on the R x F x S design. Its results are
summarized in table 16 .6, which contains no sig-
nificant F-quotients for grade 4 or grade 6.
For grade 5, only the R X S interaction is signifi-
cant, with a trend quite similar to that found in the cor-
responding analysis of learning effect (E1; .section 16.1.2

- and figure 16.5 above), as can be seen.in figure

- 16.9. Thus, the grade by grade analysis of long-term

learning effect (E2) shows the same téndencies as the cor-
responding analysis of immediate effect (E1), with the only
notable difference that the variation between subgroup means
is, on the whole, smaller.
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. 16,3 PITIME
, ‘\\ . _ . | ‘
The variable LPT, i.e. the logarithm of the PI time in mi-
nutes,\js used as PI time measure (cf. section 15.3.3
above). Rartial ‘regression coefficients (b) and the corres-
ponding tivalues (tp) for the covariates PREI, PREC, SD2,
and SD3 with LPT ‘as variate have been computed with the fol-
Towing results: ‘ . : '

PREI PREC sb2 503

b -.001 .002  ~.001  -.001
N 6.7  -1.T  -1.0

<

A1l the above t-values are .far from significant, and the

. analysis of LPT has, therefore, been performed without ad- -
justment for regression on the covariates. The cell means
are given in tab1le 16 .7, expressed in the origi-
nal scale, i.e. transformed back to PI time in minutes (an-
tilogLPT). A summary of the variance analysis of the R x F
x G x S design is found in tabJl e 16 .8, which
shows three significant F-quotients: for R, for R x F, and .”~
for R x G. -, - , K - ‘
In view of the hypotheses regarding PI time formulated for
this study (table 7.1 ahove), the variation. sources R, R x

F, and R x G - which also yielded significant F-quotients -

- are of particular interest. .

-

Response re quirement (R): As expected

the PI time varies with the response’ requirement. The overall
mean time for R1 groups is 98.8 minutes, as compared to -49.8
minutes for R2 groups. This gives a PIT quotient of 1.98,
i.e. the.overt response réquirement (R1) has led to twice as
Tong PI time as the covert requirement (R2). The hypothesis -
that PI time is greater under Rl than under R2 is, then,
strongly supported, and so is the additional hypothesis that
P1’ time under the R1 condition is 1.5 to 2 times the PI time
under the R2 condition (cf. table 7.1 above).




C TN ‘.
Table 16.7 Pl time (PIT): cell means the design
' RxFxGxS.

R1
CFl , F5. RO
116.477119.7 12656
97.2 124.2 106.7

93.4 112.5 109.3
81.4 111.4 107.3

72.0  90.1 ' 93.3
84.3. 79.2 78.9

89.8 104.9 102.6

teraction tween response.
quirement d key answer fre-
. enc (RxF) The R x F interaction is sigmifi-
cant and the analysis of its components has yielded about
equal t-values- for the linear and the quadratic components,
although only ‘the latter is significant (t - 2.1; table
16.7).~The igteraction is graphically illustrated in two
waysin figure 16.10: 1in the form of PIT means
for different R and F combinations, and in the form of PIT
quotients’ (R1/R2) for different values of F.

e
n

b
a

When overt responses are required (R1), the PI time increa-
- ses with decreasing key answer frequency from 100 (F1) to
-50 (F.5) per cent. When key answer frequency is further de-
creased to 0 per cent (F0), the PI time!decreases somewhat.
- When covert responses are required (R2), the PI time is a-
bout the same for all key answer frequencies, only slightly .
shorter for F.5 than for F1 and FO (figure 16.10a). The non-
Tinear character of the interaction is most clearly percei-
ved in figure.16.70by which shows how the PIT quotient for
R1/R2 varies with F. The increase.in PI time entailed by the
overt response requirement, expressed as percentage of PI
.time under the covert requirement, is 79 per cent for F1,




fand
)
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Table 16.8 PI éime (PIT): variance analysis of cell ﬁéans
: in the varianle LPT.

y
. - '
- Source of 2 '
vartiation ?f . s . F Fa
IR 1 .8001 579.80% 3.88
— F 2 .0032 2.32 . 3.04
r G 2 .0352 25,38 3.04
S 1 .0032  2.30  3.88 .
RxF 2 .0054 '.3.91: 3.04 «
RxG 2 , .0060 4,34 3.04°
RxS 1= .0011 <1 3.88
' FxG 0011 <1 . 2.8 )
FxS 2 ©,0022 1.56 3.04
GxS 2 ,0012 <1 '3.04
RxFxG@G 4 .0009 <1 2.41
¢ RXGXS 2 .0010 <1 3.04
RxGxS 2 .0017 1.2V 3.04
CFXGXS 4 .0008 <1 2.41
RxFxGxS 4 .0017 1.19 2.41
Error {(within -
cells) 276 = .0014
Linear and quadratic camponents of certain interaotions:
‘inter- -
action, Component. d - S4 td
Rx F  Linear -.337 . .182  -1.9 ’
Quadratic -.663 316, -2.0%
RxG Linear 499 187 427
Quadratic .345 .307 +1.1
o d

‘ | ' . . }145'




" 116 per cent for F.5, and 103 per cent for FO.

The hypothesis that, when overt responses are required, de-
creasing key answer frequency leads to {ncreasing PI time
-1s, then, supported by these findings. The hypothesis seems
to need some modification, though, since the PI time under
thel R1 condition has its maximum when the key answer fre- -
quency is 50 per cent (F.5) and not when it is 0 per cent
*(FO). Sti11, the PI time under the RIFO condition is con-
siderably. Tonger than it is under the RIF1 condition.

Interaction between reshponse re-
quirement and grade level (RxG):
The interaction R x 6 is significant and primarily linear
(table 16.7). This can be'seenin figure 16.11,
where it is illustrated in the form of PIT means for all

R and G combinations, and in the form of PIT quotients (R1/
R2) “for the three grade levels (G). The difference in PI
time between R1 and R2 groups decreases with increasing
grade level, which means that the hypothesis formuiated for
this interaction (table 7.1 above) is unequivocally suppor-
tad, -~ ° :

As figure 16.11a shows, there is a marked correlation bet-
ween PI time and grade level under Rl condition, with time
decreasing as grade increases, Under the R2 condition, on
the other hand, PI time means for different'grades are much
more similar. : ” .

-

16.4 LEARNING EFFICIENCY

The problem of measuring learning efficiency has been dis-
cussed in different contexts (sections 2.5, 3.3.2.4, and
9.7.3) and two alternative methods of estimating learning
efficiency under different experimental conditions have been
suggested: ‘
(1) The variable PI time (PITY3 if necessary transformed in
lﬂ - order to normalize 1ts distribution, is used as covaria-
te, which gives as %éfficiency measure (EFF) the effect
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" measure (E) adjusted for regression on PIT, 1.e.
EFF = E = bppp(PIT.~ PIT) , where bpyy s the

coefficient of partial regression within cells for PIT
" (cf. 9.7.3 above). - :

.{2) A conslusion chart is used for determining the relative

efficiency of different experimehtal conditions as to
learning effect and. PI time (section 3.3.2.4 above).

16.4.1  Variance analysis of EFF1 : the design

RXFXGXxS &

“ L

Of the two suggested methods for estimating efficiency the
first one seems preferable when the necessary conditions
implied in 1t are.satisfied; particllarly the %oqgition
that the partial regression coefficient for PIT i% greater
than zero (section’9.7.3 above). This method .of estimating
efficiency only accounts for the iinear regression of lear-
ning effect on PI time, although it cannot be taken for

ATY

granted that this relatjohship is Tinear, (section 3.312.4
above). Since PIT {s transformed here td LPT, which is ap-
proximately normally distributed (figure 15.2 above), the

assumption of_}igear regression seems, however, tenable,

The efficiency measure discussed here (EFF1) has been ob-
tained by megns of adjusting the variable ED1 fér regres- .
sion on the’previous covariates PREI, PREC, SD2, and SD3,
plus the covariate LPT, 1i.e. :

EFF1 = EDT - zb (x = X) , where x = PREI, PREC,
SD2, $D3, and LPT, and b, is the partial regression coeffi-
cient within cells for x7 ‘ !

The following va]ué§ have been computed for'thesé partial
regression coefficients and their corresponding’ t-values
for testing the null hypothesis (b = 0). '

- N
s S




PREI PREC  SD2 SD3 . LPT

b 0.50 0.18 -3.3% 1.31 - 16.64
© g, #2405 482" 4337 2.6 .

The coefficients for the four covariates involved in the
' - computation of the effect measure (PREI, PREC, SD2, and

SD3) are very similar to those obtained in the analysis of
learning effect (section 16.1 above). The regression coef-
ficient for LPT is significantly positive, which means that
the variable EFF1 is an cceptable estimate of learning ef- o

. ficiency in the present study. EFF1_has been anaiysed in g
_the same manner as the measures of learning effect (E1) and B

. retention (E2). The cell means in EFF1 in the design:R x F ;
XxGxSare foundin table 16-.9, and the varian-

‘ %eﬁana}ysfs of this design is summarized in- table

.1 0. '

i The variations in experimental conditions do not seem to . =
have entailed any great differences in Tearning efficiency.
Except for the interaction R x G X S, which is extremely
difficult to interpret,.there are no significant F-quotients
involving the factors R or Fi(table.16.10). In view of the - :
hypotheses that.have been formulated concerning learning ef-
ficiency (table 7.1 above), a closer inspection of the varia~
tion sources R, R X F, and R x G is,.nhoweyer, needed. .

Response requirement (R): TheF-quo-
tient for R is not significant, but it is fairly close.to
the 1imit value (3.39 as against 3.88). The overall EFFI
mean for R1 groups is 12.24, and for R2 groups 14.67. The
’ observed efficiency is, then, higher when covert response
" are required (R2) than when overt responses are required
(R1). This is in agreement with the hypothesis formulated a-
bove (table 7.1): covert response requirement leads to more
efficient learning than does overt respanse requirement.

nteraction between response n,e-
uirement and key answer frequen-
cy {RXxF): TheRxF interaction is predominantly 1i-.
near, but it is not significant (table 16.10). The interac-
tion is illustrated in figure 16 .12, which

shows that the efficiency is higher in R2 groups than in Rl

:

o

@ .
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1\}j' groups whe:%::;§::§ frequency is 100 (E1) or 50 (F.5) ..
- per cent, but not whgh it is O per cent (F0). It has been
~ . hypathesized that the 2fficiency should he independent of
" . " key answer frequency under the R1 condition (table 7.1 abo-
. ve), and decrease with the key answer frequency under the ° -
- R2 condition (ditto). The observed trend is not in agree-
ment with this hypothesis, except.perhaps in one respect:
the difference between response requirements (R) as to ef-
ficiency is smallest for the Towest key answer frequency
[F0). It seems reasonable, therefore, to reformulate the
hypothesis as follows:
The increase in efficiency entailed by R2 as compared
to R1 is most marked when the, key answer frequency is
high, and ieast marked when it is zero.

. Interactdion bet weenresponse re-
quirement _and grade level (RxG):
- This interaction {s almost completely Yinear, but far from
significant (table 16.10). It is iTlustrated in f igure
16 .13, which shows that the EFF1 value is higher for
R2 than for R1 groups at all grade levels. The difference
between RT and R2 groups in terms of EFF1 is, however, smal-
lest in grade 4 and greatest inggrade 6, SO the result fis
not incompatible with the.hypotfiésis formulated above (tab-
le 7.1; hypothesis no. 3:2). - :

\
Table 168.9 Learning efficiency (EFF1): cell means in
S.

the design R x F x G x

| )

7

R1 ¢ R2
F1 F.5 FO . F1 F.5 - F0 ) -

6.12  9.97 9.33. 11.11 5.8 10.15
10.46 6.99 11.66 11.79  8.45 11.30

S
M
F +

5 M 4.69 7.85 11.39 17.13 21.13 12.57
F 13.02 12.15 20.54 11.74 12.67 €3.04
M
F

- 15.01 13.50 16.50 18.21 16.97 20.44
16.49 12.73 21.94 °19.22 24.12 23.03

_4-6 M,F 10.97 10.53- 15.23 14.87 14,88 14.26

-
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Tabzs 16.10 Learning efficiency (EFF1): variance ana-
lysis of cell means.

Source of

Error (wit‘ﬁn 271 15.62

cells) -

g 2

variation df s F Fou
R 1 52.95 3.39  3.88
F 2 15.04 1., 3.04
G 2 234.41 15.07" 3.04
S 1 22.53 1.44  3.88
RxF 2 26.12 1.67  3.04
RxG . . 2 9.92. <l 3.04
RxS " n 1 '33.56 2.15  3.88
FxG 4 6.48 <1 - 2.41
FxS 2 4.28 <1 3.04
GxS 2 3.96 <1 3.04
RxFxG 4 17.10 1.09  2.41
RxFxS 2 9.59 <1 . 3.04
RxGXS 2 °51.35  3.29" 3.04
FxGxS 4 2.67 . <1 2.41
RxFxGxsS ‘4 215 <1 2.41°

b

Linear and quadratic components of certain interactions:

5

3

Inter~

action " Component d Sq td
-RxF Linear -29.24 19,34 -1.5
Quadratic 34.58 33.56 +1.0

Rx G. Linear 21.76 19.89 +1.1
Quadratic -2.74 32.59 -0.1
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n grad § 5 the ﬁ;x F and R x's interactions are sig-

&

¥

.The jn%erpretation of the R x G interaction is complicated”

.= @S was the case vwith the Tearning effact analysis (sec-

tion 16.1.1 above) - by the significant interactidn R x §

X S, Which is illustrated in f j gure 16 .14, Bas
this figure shows, R2 has been more efficient than R1 for
both sexes in grades 4 and 6, whereas in grade 5 R2 ‘has .
been most efficient with boys ‘and R1 with girls. It has al-
ready been pointed out that sukh ‘anxinteraction could not
have been foreseen on the basis of previous research, and
ng satisfactory explanation of it can be presented here.

On the whole, the findings presented here -are not incompa-
tible with, the hypothesis that the superiority of dovert
response requirement -~ as compared”to overt - in terms of
efficiency. is greater the higher the grade level of the
students. On the pther hand, the findings do not give any”
strong support td the hypothesis. : ‘ _ .

[

16.4.2  Grade by grade analysis of the R'x F x § design

+

The effﬁbiency variaﬁie; EFF1, has. also been Subjected to

a grade by grade analysis, performed on the design R x F

X S. The results of ‘this analysis are summarized in ta b -
Te 16.11., . o )

In grade 4 allF quotients are Tess than 1, i.e. the
variation between grgups is small compared to that within
groups. It should be,remembered that“the analysis of lear-
ning effect-(E1) yielded a significant F quotient for the
factor R in this grade, meaning .that the effect was higher
in RT than.in R2 groups (section 16.1.2 above). There is,
however, no correspoﬁding.difference in terms of efficien-
cy. On the contrary, the EFF1 mean for the overt responge
requirement groups (R1) is slightly lower than that for the
covert response requirement groups (R2), viz. 9.09 as com-
pared to 9.78. Consequently, .the- fact that the learning
effect in grade 4 is higher under the R] than under the R2
coendition can be fully expiained by the differencein work-
ing time (PI time) entailed by the two conditions. )

'
. £}
‘. h r.
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Figure 16.12 : Figure 16.13

Learning efficiency (EFF1): Learning efficiency (EFF1):
*RxF . . . R x G ‘

-

{a) Boys ' (b) Girle

EFF1

v ¢ 4
Figure 1614 Learning efficiency (EFF1):




Table 16,11 Learning efficlency (EFF1): grade by grade
variance analysis of the;destgn RxFxsS,

Gra~- Source 2
de of var, df s F Fa
4 R 1 1.42 <1 3.88 '

F 2 8.37 <1  3.04 : .
S 1 5.48 - <1  3.88 .

o RxXxF 2 5,19 <1 3.04
RxS 1 0.04 <1 3.88
FxS 2 1.94. <1 3.04
RXFxS 2 5.70 <1 3.04

5 R 1 15.50 <1  3.88

F ;2 3.72 <1 3.04
s 1 0.96 <1  3.88 .
Rx F 2 47.66  3.05" 3.04
RxS 1 134.40 8.60"*3.88
FxS$ 2 5.43 <1 3.04
RxFxS 2 .07 <1 3.04 .

6 R 1 55.86 3.58 3.88
F 2 15.90 1.02 3.04
S 1 24,000 1.54 3.88
RxF 2 7.85 <1 3.04
RxS 1 1.82 <1  3.88 .
FxsS 2 2.40 <1 3.04
RxFxsS 2 775 <1 3.04

4-6 Within 271 15.62 -
. cells -




Fi F5 Fo

Figure 16.15 Learning efficienty (EFFi): RxF
for grade 5 i S

-

.

nificant, i.e. the same interactions that yielded signifi-
cagt F duotients in the E1 analysis (section 16.1.2 above).
The interaction R x F, which is illustrated in f i g u -,
re 16.15, implies that 100 and 50 per cent key an=
swers (F1 and F.5) lead to higher efficiency under the R2
condition than under the R1 condition, whereas O per cent
key answers (FO) has the opposite effect: higher efficien-
cy under R1 than under R2. It is worth noting in this con-
text that the traditional combination-of maximum emount of
"active responding” and information about correct answers
(R1F1) as well as the combination of minimum amounts (R2F0)
both seem to give lower efficiency of learning than most of
the other combinations of R and F. -

In.grade 6 there is no significant F quotient, al--
though the value for the factor R is close to the Timit
value, viz. 3.58 as against 3.88. The analysis of learning
effect (E1) showed practically no difference between the Rl
and the R2 groups in this grade: means were 17.23 and 17.09
respectively. The observed difference in terms of efficien-
cy (EFF1) is, however, much greater with lower efficiency
in the R1 groups than in the R2 groups: EFF1 means 16.03
and 20.34 respectively. This finding is n agreement with

ASd
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the hypothesis of higher efficiency under covert (R2) than
under overt (R1) response requirement, especially in the
“higher grades (cf. chapter 7.1 above). :

taimy

16.4.3 Efficiency estimates based on épecia] conclusion
chart o

The relative efficency of learning (EFF) under different
response requirement conditions can also be evaluated by
means of . the conclusion chart suggested in the research re-
view above (section 3.3.2.4 above), Since there is a ten~
dency of interaction between response requirement (R) and
grade level (G) in termms of learning effect (E1; section
16,1.1 above), this evaluation had better be made for each
grade level separately.

The following relationships have been found between learning
effect (E1) and PI time (PT} mean for R1 and R2 groups in
the difrerent grades. .
Grade 4 : EI(RI)>El RZB
B PTE(RT) > PT{R2

Grade 5: EI(R1) = EI(R2

PT(RT) > PT(R2
Grade 6: EI(RIJ=EI(R2)

PT(R1) > PT(R2)
Note that = means 'not significantly different from', and >
‘significantly greater than'.

From theée premises the following conclusions can be drawn
concerning the relative efficiency (EFF) under the R1 and
R2 conditions in each grade. -

Grade 4: EFF(R1) ? EFF(R2)
Grade 5: EFF(R1) < EFF(R2)
Grade 6: EFF(R1) < EFF(R2)
Thus, efficiency of learning is apparently lower under the

overt: (R1) than under the, covert (R2) response requirement
Q@ grades 5 and 6, whereas in grade 4 the difference between

IToxt Provided by ERI
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these response requirements in terms of -efficiency is unde-
termined. These findings lend a great deal of support,to the
hypothesis that the R1 condition leads to lower efficiency

. of learning than the R2 condition. The findings are also °

compatible with the hypothesis that this difference between
response requirements in terms of efficiency is greater the
-grade level of the students. .

.16.5 THE 'STANDARD' R1F1 CONDITION COMPARED WITH.
OTHER EXPERIMENTAL CONDITIONS -

The standard combination, in Skinmerian PI, of overt re-
sponse requirement and 100 per cent key answer frequency,
i.e. the equivalent of condition RIF1 in the present Study,
is often asslmed to provide good, if not optimal conditions
for learning in most PI situations. It is not always made
clear, though, if the criteria of gddd léarning conditions
refer only to the effectivaness of learning, or if they al=.
so take efficiency into account. In the present study both
effectiveness and efficiency are-considered important in
attempts to evaluate the outcomes of PI. :

As a kind of ‘control’ hypothesis (cf. chapter 7 above) it
has been assumed in this study that the R1F1 combination
‘of response requirement and key answer frequency "is supe-
rior to all other RF combinations investigated here, both
in terms of immediate (E1) and long-term (E2) learning ef-
fect and in terms of learning efficiency (EFF1). This hypo-
thesis has been tested by means of variance analyses of the
three variates (E1, E2, and EFF1) on the design (R1F1 - all
other RF) x G x S, which has 2 x 3 x 2 = 12 cells.

v . . .
The results of these variance analyses are summarized in

. tables 16.12, 16,13 and-16.14. As
can be seen in tables 16.12 and 16.13, there is no signifi-
cant varjation associated with the factor RF, neither in El
nor in E2. However, the overall mean for RIF1 groups is in
both cases ~ ET and E2 ~.lower than the total mean for all
other RF groups: 12.82 against 13.60 in E1, and 10.41 a-
gainst 11.37 in E2. Clearly, then, the standard Skinnerian




(a) Variance analyeis results

°

I'able 16.12 The combination RIF1 compared with aﬂ » R ‘
other RF combinations in terms of lear- h
ning effect (E1).

2

Solrce of 2 -
variation df - s, F Fa
RF 1 1.83 <] 3.88
G 2 ' 43.46 473 3,04
1 18.63 . 2.03 - 3.88 et
RF x G 2 4,82 <1 . 3.04
RF x § 1 10.14 1.10 3.88
GxS 2 O 32- « <1 1 3.04 : .
RF X G XS 2! 5 63 <1 = 3.04 -
Error (within . ‘
cells) 272 9.18 -

(b) Call means

~ Note: RF = RIF1 - all otheg\:zA




Table 16.13 The combination R1F1 compared with all
other RF combinations in terms of lear-
ning retention (E2). |

1(aq) Variance analysie results

Jvariation . a
=4

- l

|

Source of df 2 £ F ‘
|

|

RF 1 2.77 <1 3.88 .
G 2 50.16  4.84" 3.04
s 1 8.55 - <1 3288
RF x G & 9 4.47 <1 '3.04

v RF x S 1 6.18 <1 3.88 : |
GXxS 2 0.89 <1 3.04 |
RF X G X S 2 5.03 <1 3.0 |
Error (within o ‘
cells) 272 10.37 .

Note; RF = RIF1 - all other RF -

(b) Cell mzans

Other
& s RIF1 RE's
4 M 7.86 7.10
F 9.68 8.03
5 M 6.60 11.69
F 9.61 10.56
L ~
6 wif 12.09 14.95 . .

F 16.63 15.91
4-6 M,F 10.41 11.37

Qg\ .




Table 16.14 The combination R1F1 compared with all
other RF combinations in terms of 1ear—
ning efficiency (EFF1).

fa) Variance analyeis results

}

Source of
variation

° df

_,1
Q -

WooWww Wwiaw
O OO OB
LS OB®

F-3

Error (within 271
cells)

Note: RF = RIF] -

(b) Cell means




ternative combinations of response requirement and key an-
Swer frequency studied here, .

This analysis gives, then, no Support whatsoever for the
hypothesis that the Skinnerian combination of overt respon- )
se requirement and 100 Per cent key answers is an optimal !

16.6 PROGRAM RESPONSE VARIABLES

For a11 subjects who were instructed tq respond overtly to
Program tasks, T.e. those in R1 groups, values have peen
computed in the following variables (cf. section 15.3.4 a-
ove), .

Ly the Jogarithm of the nymber of original pro-
gram response errors; -

LCY  the Togarithm of the number of errors correc-
ted by the Student himself,; '

LU the lTogarithm of the number of remaining, yn-
corrected errors; .

APC  the inverse sine of the proportion af 2nswers
corrected by the student himsel¥,

N
HAvap
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rable 16.15 analysis of the yariable LY.

(a) Variance angzlyaia reaults ¢
¢ P

“source of df 2. f F

5 o

var1at10n § )
F i 2 0.1623 28.47’;: 3.06
G 2 0.0665 9.47 3,06

FxG 4 0.0008 1.72  2.43
Error (within ja4 0.0057 * - ’

cells > " 8
(b) Cell means £ranaformed back into erros in per
cent of total mumber of responses .

F.5 Fo ~ F1-0

25.3 13.9
17.9 9.4
1n.3 7.3

Certain input data for variance, correlation and regre§sion
~ analyses of these variables have been obtained through the
computer program BMDO *pescription of Strata with Histo~
grams" (75:95ff), dividing, the total data set into nine °
groups corresponding to the cells in the F x G design. On
the basis of this output, including among other things
group means and within groups and subgroup correlation ma-
trices, the different analyses reported below have been
performed by means of manual computation. -




Table 16.16 -Analysis of the variable LCH.

&

(a) Variance analysis vesults

Source of df 2 F F

variation _ S o o

F 2 0.1552 26.27% 3.06
G 2 0.0025 <1 . 3.06
Fx®& 4 0.0038 <1 2.43

Error (within A . Y
cells) 144 0.0759

(b) Cell means of LCW -

& F1 F5 FO

4-6  0.943 0.887 0.524

P

16.6.1 Varianée”ana]yses of the design F x G

Variance analyses with the design F X G have been perfor-
med for all four program response variables, LW,.LCW, LUW,
and APC, The results of these analyses are summarized in
tables 16,15 - 18. As these tables show,
all the program responses variables analysed here covary
with the key answer frequency. Number of errors (LW and
LUK} increases with decreasing key answer frequency, from
F1 to FO, while corfections (LCW and APC) decrease. The
relationships between key answer frequency, on the one

hand, and the four program response variabies, on the oth-

er, are illustrated.in figures 16 .16 and

16 .17, which show approximately linear relationships.

for the variables LW, %UW and APC.
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Table 16,17 -Aﬁé]ysis of the variable LUY.

. (a) Varianee analysis results

Source of . 2
variation’ af. s F Fa

F 2 0.5728 75.37% 3.06
G 2 0.1174 15.45% 3.06

Fx G 4  0.0086 1.13 2.43

Error (Within 144 0.0076 - =~

cells) ~

(b) Cell means tranaformsd back into unaorrected
errors in per cent of total nmumber of responsee

.
i

5
7.
3
1

K

Three of the variables; LW, LUY and APC, also covary signi-
ficantly with the grade level (G), as\is i1lustrated in
figures 16.18 and 16.19. Not unexpec-
tedly we find that the nimber of errors (LW and LUW) is
smaller the higher the grade level, while the relative fre-
quency of corrections increasds-with increasing grade Jevel.

. These.analyses indicate that the varigtion in key answer ,
*=frequency influences the response behaviour of the students.
The finding that the number of response errors increases
when the key answer frequency decreases is fully in agree- /
ment with traditional, Skinnerian PI theory. As a matter ofy .
fact, the frequency of correct program responses is some=~ /

.




Table ZG.Ié Analysis of the variab]e\APC.
A n > ’

(a) Variance analysis resulta

Source of , F
variation df s c o

F 2 0.3327 - 3.06
6 - 2 0.0255 3.06

FxG 4 ¢.0017 2.43

Error (within 44 (.0042
cells) :

s

s
(b) Cell means transformed bask into corrections in
per cent of the nunber of original errors

FI' F.5 . F1-0 -
51.3 26.8 23.7
73.3  35.8 36.6
69.6 42.3 39.8

65.0 34.8 -

J

times regarded as & measure of program quality,:fn the sen-
se that the learning effect should be greater the higher the
proportion of correct student responses in the program.

This interpretation of a high frequency of correct student
responses 1in a program is, however, not supported by the re-
sults of the present study. Although decreasing key answer
frequency has led to a decrease in the proportion of cor-
rect student responses, this does not seem to have entailed

any marked decrease in learning effect (cf. section 16.1
‘above). - '

The students’ spontaneous corrections.of their response er-
rors (the variable APC) could also be expected to influence

) -
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learning. Other PI conditions being equal, § higher amount
of corrections should lead to a higher Tearming gffect,
since it diminishes the possibility that incorrebt respon-
ses are learned and retained as correct ones. If this is so,
the learning effectyin this study should be expected to de~
crease with decreasing key answer frequency, since the pro-
portion of corrections decreases with this variable (figure
16.17). As we have'already seen (section 16.1 above) this
is, however, not the case. It seems reasonable, though, to
regard the fact that corrections decrease with decreasing
key answer frequency as evidence that the students have u-
sed - at least to some extent - the response information
provided in the form of key answers.

16.6.2 Correlation analyses

Differences between groups in the different program respon=
se variables do not, as we have seen, seem to influence
learning in the ways that are usually predicted. In order
to throw more 1ight upon this question the reTationships o
Between the criteria ED1 and -ED2, on the one hand, and the
response vartables LW, LCW, LUW and APC, on the other, have
heen analysed. For each of the nine cells in the design F x
G the full matrix of correlation coefficients for these six
vartables has been computed., These coefficients are rende-
redin table 16,19, .

The correlation coeffictents in table 16.19 have been trans-
farmed to zp (Fischer's z) and for each pair of variables
the observed variance between groups in z  has been compu-
ted according to the formula r

s2 = (zz? - (52,)%/k)/(k- 1), where k = number of
r 1 1 groups.
Rwsh 167
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.

The expected variance for the nine groups, assuming a ran=
dom normal-distribution of L is

s

2 k
92 = £x(1/(n, - 3)/k = =.0729,
ro
where n; = number of subjects in group 1.

The observed variation between groups for z  has been tns~
ted using the test variable r
s2 /a2, which has a chiZ/f-distribution (91:44).

r “r .
The observed values of this variance quotient are found in
the bottom row of ‘table.16.19. The variance quotient is
non-significant for six of the variable pairs: EDIXEDZ,
EDIXLCH, ED2xLUW, ED2xLCW, ED22AP¢ and LUMWxLCK. For these
variable pairs the variation between groups in the observed
correlation coefficients is, then, not greater than could
be expected if coefficients were randomly sampled from a
population with a mean equalling the observed mean. These
observed mean correlations are also given in table 16.19,
where one can see that three of these values (mean r) are
not significantly different from zero, namely EDIxLCH, ED2x
LCW and LUWxLCH.

Apparent]y,'the vari@ble LCW (errors corrected by the stu-
dent) is uncorrelated with EDI and ED2, i.e. the number of
program response errors corrected by the student does not
seem to influence the learning effect. The variable LCW may
indicate that the available response information (key an-
swers) has been utilized by the students, but it does not

LY

contribute to the explanation of variations in learning ef-

fect. The variable LCH is, therefore, excluded from the
subsequent analyses. N >

The variables LW and LUY (original and remaining, uncorrec-
ted program response errors respectively)correlate highly

. with each other in F.5 and FO groups. Coefficients between

0.84 and 1.00 indicate that the two vardables are practical-
1y identical in these experimental groups. Within F1 groups
the correlation between these two variables is only modera-
tely high, and the correlations with the effect variables
EDT and ED2 are higher for LUY than for LW. In analyses of
relationships between program response variables and post-
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Table 16.20 Partial correlations within.cells in the design
F X G between APC and ED1 with LUW held cons-

tant. .
Group APC-EDT. APCeED2  Note: )
64 F1 161 .09 concevning z, and s, see note
F.5 .047  .129 in table 16.19.
FO -.579  .576 2. & |
G5 F1 .49  ~-.40] %> & (1/(ng = 4))/ks
F.5 .046  ~-.127 |
Fo .243 .20 where k = number of cells and
66 F1  .037 .074 n; = number of Ss in cell i.
F.5 -.267  -.131
FO .082 - .l61° |
2,2, b
st /05 0.99  1.11
i S
Foo-017 . 072
" . ‘

test results the variable LUW seems, then, to be a more ade- .
quate measure than the var{able LW, {.e. the remaining, un-
corrected errors made by the student provide a better mea=-
sure than the original errors. :

The two program response variables having the highest cor-
relations with posttest results (ED1 and ED2) are conse-
quently LUW, number of uncorrected errors, and APC, propor-
tion of errors corrected by the student. These two variab-
les are also fairly highly correlated with each other: co-
efficients for the nine groups vary between ~0.31 and -0.91.
%table 16.19). Since LUK on the whole shows a higher corre-
ation with ED1 and ED2 than does APC, the partial correla-
tion coefficients for APC and ED1 - or ED2 - with LUW Kept
constant have been computed. These coefficients are given

in table 16.20
The variance quotient for Fischer's z, i.e. observed varian-
ce divided by expected variance, is 0.99 for the partial
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correlation APCXED1 and 1.11 for APCxED2 (tabie 16.20).
Neither of these values is significant, which means that
the variation between experimental groups in partial cor-
relation for these variables is not greater than could be
expected if coefficients were randomly sampled from a popu-
lation with a mean equalling the observed mean. The mean

r values computed, -0.02 for APCXED1 and 0.07 for APCXEDZ,
are both nonsignificantly different from zero. The conclu-
sion is, then, that there is no partial correlation between
APC, on the one hand, and ED1 or ED2, on the othery when
LUK is kept constant. Of the four program response variab-
les studied here only one, the number of unéorrected errors
(LUK), seems consequently to have any particular value for
the prediction of posttest results,

The correlation between LUW and ED1 and ED2 respectively
variesy as table 16.19 shows, from one experimental group
te another. The variation between groups in Fischer's Z °
for these two variable pairs has been analysed by means of
variance analyses on the design F x G. The results are sum-

‘marized in tables 16.21 and 16.22. As
these tables -show, the variance quotient (observed through
expected variance) is significant for the factor F in both
cases, but not for G or for the interaction F x G. The cor-
relation between the number of uncorrected errors made by
the students (LUW) and posttest results (ED1 or ED2) varies,
then, with the key answer frequency (F), in that this corre-
lation is higher the lower the key answer frequency (cf.

r mean values in tables 16.21c and 16.22¢). -

In order to clarify further what factors influence the va-
riable LUY under different conditions as to key answer fre-
quency, the standardized coefficients of the partial regres- °*
sion of LUX upon the covariates <in the previous analyses,
namely PREI, PREC, SD2, SD3 and LPT, have been computed for
F1, F.5 and FO gro%ps respectively. These partial regres-

sion coefficients (R) are found in table 16 .23.
The coefficients in this table must, of course, be interpre-
ted with®particular caution in view of the low number of
degrees of freedom involved. They give, however, some inte-
resting indications about the nature of the influence pre-
treatment knowledge (PREI, PREC), intelligence (SDZ, SD3)
and PI time (LPT) have upon the number of program response

errors made by students.




* Table 16.21 Variation between groups in correlation between
unco;‘rected errops (LUK) and posttest result
(ED1). "

. = .
(a)-ar~valuee for Rl growpa in tﬁé\dgsign Fz @G

F1 F.5  FO - F1-0

G

4 - -.487 -1.088 -1.22] -.932
5 -.839 -.966 <-1.705 =~1.170
6 -.059 -.935 -1.102 -.699

4-6 -.462 -.996 ~1.343 = -~

(b) Variance analyais

. Source df 2

2, 2
of var. S s /o
F " 2 .o0.5910 8.11%%
G, 2 0.1666  2.29
FxG 4  0.0473 0.65

(c) r-values

F1. F5  FO

r ~.430 -.758 -.880

&
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Table 16.2z Variation hetween groups in correlation betueen-
uncorrected errors (LUW) and posttest 2 results
(EDZ)- / . .®
(a) z ~values for Rl groupe in the design F = G

-

G Fl F.5 FO F1-0
4 -.224 -1.066 -.994  -.761
5 -.682 -1.015 -1.119  -.939
6 -.116 -.957 -.959  -.677
4-6  -.341  -1.013 1.024 -
{b) Variance c‘znaglysn‘e
3
Source ) 2 2,2
of var. df s s°/a" .
F 2 0.4593  6.30"™
G 2 0.0834  0.73
FXG 4 0.0235 0.32 '
(e) rvalues
F1. F.5 FO
7 -.328  -.767, =.772
Ao’
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Table 16.23 The regression of LUK on' PREI, PREC, SD2, SD3
| and LPT for different key answer frequenties
(F; for R1 groups only).

e

" G ad @ >
P Oprer Pprec Pspz Osps  blpr

FI -.080 .122 -.386 -.089 -.507 .309
.F.5 -.146 .083 -.684 -.260 .004 .760
FO .035 .166. -.575. -.390 -.160 .617

RZ

Note: b; is the standardized (scale free).partial reg- e
ssion coefficient for variable 1 with the oth-"
er four variables held constantf

PREI,PREC,SD2,SD3,LPT
LUK
number of covariates

. ) A {5’\\\%1 ¢

2 ' 3
R® = é%%biryi » wher
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Hhen the key answer freguency is 100 per cent (F1), LUW ob~-
viously depends largely upon other variables than those in-
vestigated here, since these only dccount for 31 per cent
of the LUW variance. The highest partial correlation -~ for
F1 groups - is that between LUW and LPT (with a coefficient’
of ~0.51),-which iMplies that the response errors in the
program depend to a marked extent on the PI time. The corre-
lation 1s negative, so the shorter the time devoted to the
program the more numerous the errors made. It seems there-
fore reasonable to assume that the errors made in the pro-
gram and not corrected by the students, when the key answer
frequency is 100 per cent, are primarily mistakes caused by
neglect rather than errors caused by lack of knowledge. If
this is 'so, one should not expect these errors - or mis-

takes - to correlate highly with the posttest results (cf.
tables 16.21-22). g posttest (

tthen the key‘answe \freqUency is 50 or O per cent (F.5 or
FO), the amount of Wincorrected errors in the program (LUW)
- depends to a much gngater extent on the five covarfates stu-
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died here. The percentage of LUW variance explained by the
covariates is 76 for F.5 and 62 for F@, which should be
compared to the figure 31 per cent for F1. ATl covariates
do- not, however, influence the number of errors left uncor-
rected by the students to the.same extent. The PI time
éLPT) seems to be of very Tittle importance in this context
the coefficient is 0.04 for F.5 and -0.16 for F0). But the
uncorrected errors (LUH) are fairly highly correlated with
intelligence (SD2, SD3), particularly with verbal intelli-
gence (SD2, with the coefficient equalling -0.68 for F.5

“énd -0.58 for FO).

Summarizing the findings presented here concerning the va-
rious program response variables we note that
¢
- the covariation between the amolint of corrections of
program response errors and the key answer frequency
provides evidence that the key answers have been used
by the students for the purpose of response control; °

~ the correlation between program résponse errors and pest-
test result is highly dependent upon the key answer fre-
quency, in that this correlation is_high only when the
key answers have been partly or wholly removed from the
program; _ 2

¥ . .

- response errors made in the program are of a different
type depending on the key answer frequency, particular-

" 1y in the sense that errors made under the condition of
100 per cent key answers are 1ikely to be mistakes (cau-
sed by neglegt), which is not the case under the condi-
‘tions-of 50 or 0 per cent key answers; and

- the responses a student is expected %o give in the pro-.
gram 'The main parts of the simple sentence’ must on the

*  whole be considered criterion relevant, since the corye-

lation between response errors and posttest resuit is

high, r = -0.88, for those groups who have not been able

to correct any responses with the aid of key answers,

i.e. the FO groups. .o, s
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16,7 SUMMARY OF THE RESULTS OF THE MAIN STuDY

. ¥ .
16.7.1 The importance of the response requirement

S

The findings of the main study reported in this chapter a-
gree, in general, fairly well with the hypotheses formula-
ted concerning the {nfluence of the response requirements

R1 and R2 upon learning effect, PI time and learning effi~
ciengy (hypotheses 1:1-3 in_table 7.1 above). It has been

foun ' )

- that learning effect (E1) and retention (E2) were some~ .
what greater under the overt response requirement (R1)
than under the covert (R2), and that this difference was
larger in the Towest grade (G4) than in the highest (G6) 3"

y -

that PI time (PIT) was about twice as long under the o-
vert (R1) as under-the covert (R2) response requirement,
and that this difference was greater in grade 4 than in
grade §;

that learning efficiency (EFF1) was lower when overt re-
sponses were required (R1) than when covert responses
were required (R2), and that this difference was greater
in the highest grade than in the Towest.

It is quite clear, then, that this study gives no support to
the theory that overt response requirement {is generally su-
perior -to covert response requirement in programmed instruc-
tion using 1inear, Skinner-type programs. This is particu-
larly obvious if one looks at the results for groups with
100 per cent key answers, i.e. the normal Skinnerian condi-
tion, separately. In these groups both learning effect and
retention were about the same for the overt as for the co-
vert response requirement (E1 means 12.88 and 12.50 and E2
means 10.41 and 10.57 for R1 and R2 groups respectively).
The learning efficiency urider 100 per cent key answer fre-
quency was, however, much lower for the overt (R1) than for
the covert (R2) response requirement (EFF1 means 10.97 and
14.87, which are significantly different from each other.
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These findings are, on the other hand, in_good\agreemeht )
with the theory that the influence of the response require-

‘ments R1 and R2 in programmed instruction is dependent-upon .

a number of program and Student variables. Im particular
the findings support the hypotheses . .

- that the overt response requirement (R1) has a very
small positive effect when used with a program requiring
a small amount of response learning tcf. 3.3.2.3, 5.1
and 7.1 above); and ' LT e

- that for a.given program the overt response requirement
(R1) has less positive influence upon learning the ol-
der and the better equipped as to background knowledge,
study skills etc. the students are (cf. 3.3.2.2 and
7.1 above). :

This discussion of the importance of the-response require-
ment in programmed instruction is based on the assumption

* that any response required in a program is relevant. with

regard to the criterion test. This issue s further dis-
cussed below {section 16.7.4).
/

16.7.2  The importance of the key answers

The analyses of data from the main study reported here give

some support to the hypotheses formulated regarding the
influence of key answer frequency upon the various criterion
variables (cf. 7.2 above). It has been found

- that learning effect (E1) and retention (E2) under the
overt response requirement (R1) increased, as expected,
with decreasing key answer frequency - from 100 to O per
cent - while both effect measures (E1 and E2) seemed un-
affected by the variation in key answer frequency when
covert responses were required (R2);

- that the PI time (PIT) increased, as expecteds with de-
crea=ing key answer frequency - from 100 to O per cent -
wher. overt response was required.(R1), whereas this va-
riahle (PIT) was not affected by key answer frequency-
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variations when covert responses were required (R2);

- that the learning efficiency (EFF1) instead of remaining
unchanged under the overt response requirement (R1} when
key answer frequency recreased - as was fypothesized
(section 7.2 above) - seemed to increase, sftTe the effi-
clency (EFF1) under the covert response requirement (R2)
remained uninfluenced-by the decrease in key answer fre-
guency - instead of decreasing as hypothesized (section
7.2 above), | ,

In combination with a demand for overt responses the pro-
viding of key answers seems to have a predominantly nega-
tive effect on learning from the program used in the pre-
sent studys And this 1s true in spite of the fact that the
key answers apparently have been used to a large extent for
the purpose of control and correction (cf. section 16.5.1
and tables 16.17~18 above). .

A negative effect of the availability of key answers upon
learning from a program seems explainable in view of the
fact that 100 per cent key answers has Ted to shorter work-
ing time (PI time) than 50 or O per cent key answefs, al- v
though the increased amount of corrections under the 100
per- cent key answers condition must have consumed a certain
amount of working time.

Ope can conclude, therefore, that the availability of 100
‘per cent key answers has caused the students, who were re-
quired to give overt responses, to devofe less time to the
- content of the program frames. In other words, the effec-
tive learning time has been shorter the more key answers
have: been“proyided in the program. : :

Khen covert responses were required (R2), the variation in
key answer frequency seems to have had little influence on
learning effect or working time. The most plausible expla-~
nation for this finding is probably that the students have
- not utilized. the information provided through jgthe key an-
swers. It seems reasonable that the need for control of the
responses is felt less strongly by the student when the re-
‘sponses are not written down or otherwise registered.

A
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“ 16.7.3  The combination of overt response requirement and
. TG0 per cent key answers

The hypothesis that the Skinnerian combination of overt re-
sponse requirement (R1) and 100 per cent key answer frequ-
ency, (F1) is superior in terms of learning effect to other
conditions studied here (section 7.3 above) has not recei-
ved any support by the results of the main study. In fact,
both learping effect (E1) and retention (E2) under the
Skinnerian condition (R1F1) were somewhat lower than the
ayerage effect and retention under the other five condi-
tions. And the learning efficiency (EFF1) under the Skin-

_.nerian condition of overt response requirement and 100 per
cent key answers was significantly lower than the average
efficiency under the other conditions.

That the Skinnerian model of programmed instruction, in-
volving overt response requirement and 100 per cent key
. answers, should be generally superior to alternative forms
of response requirement and response information in pro-
grammed instruction seems, then, very unlikely - particu-
Jarly if the efficiency criterion is taken into account.
1]

16.7.4 Students' errors and corrections in OVerf
Ct responding groups

-~ The number of program response errors made by the students
increased and the amount of corrections of such errors de-
creased with decreasing key answer frequency. This seems
to imply that the available key answers (whether 100 or 50
per cent) havévbeen utilized by the students for the pur-
pose of cofitrol”and subsequent correction of errors. Key .-
answers may also have been used for the purpose of a form
of 'self-prompting', which is often called cheating, t.e. |

. the key answer is read before the student has written down,
or perhaps even thought out, an answer of his own.

< v

The correlation between response errors in the program and
the posttest result was high only for groups with 50 or 0 .
~per cent key answers (r = -0.77). When 100 per cent key an-

.
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swers were provided, this correlation'was:very moderate {r
= =0.33). This obviously means that in programmed instruc-
tion of this kind- with the program presented in book form
- the learning effect cannot be predicted from the number

of program-response errors made by the students, if key.an-
swers have been given after each frame. - ”

The very high correlation (r-= ~0.88) between program re-
sponse errors made by the studénts and posttest result for
groups who were provided no key answers (cf, fable 16.21
above) can be regarded as indirect evidence of the relevan-
ce of the program responses with reference to the crite-
rion test (the PUSL test). Holland (90), for example, has
made .the ‘point that the lack of positive effect of overt
responding in programmed “instruction is often attributable
to the lack of program response relevance. This is & very
good point, and it should therefore be observed that the

_ lack of positive effect following overt response réquire-
.ment - as compared to covert - in the present study can
‘hardly be due to such a lack of respoiise relevance,




A Synthesis Attempt

T

There seem to be three main theories regarding the impor-
tance of overt response requirement in programmed instruc-
tion using linear, Skinner-type programs. The first theory,
represerited by, among others, Holland, contends that overt
response requirement has a general positive influence upon
learning (90:93ff), and that :
tgtudies failing to reveal this effect are largely -
explained by failures in meeting the rationale for
overt responding and by poor experimental procedures."
(90:101f). o ~
It is recognised that overt responding is time-consuming,
hut the solution is helieved to be found in the develop-
- ment of more expedient modes for the registering of stu-
~ dents’ responses (90:102). ‘ f

3
fThe second type of theory is represented by Anderson (59).
He accepts in principle Holland's theory, but he modifies
it in admitting that the ?ositive effect of overt respond-
ing may be greater or smaller due to other factors - prima-
rily the degree of "response learning" (59:139ff), The ’
learning efficiency problem entailed by the fact that overt
responding is time-consuming is, in fact, not at all dis-
cussed by Anderson, although his analysis of the role of

- overt responding is otherwise quite thorough. ™.

The third fype of theory, represented by, among others,
Leith, dbes not ascribe any generally positive effect upon
learning to students' overt responding. This kind of theory
maintains that the effect of overt responding - or demands
for overt responding - can be positive or negative or non-
existent, -due to a-number of other-factors—in-the-total ——
situation of programmed instruction. Factors which are be-
lieved to be particularly important are the degree of re-
sponse learning, the student's age or maturity level and the
student's background knowledge {35), In his discussions of




“this problem, Leith indicates that he is aware of the lear-

ning efficiency problem involved, but his empirical studies -

contain no serious attempt at efficiency analysis.

‘The resuTts of my own studies and the results of the re-

search reviewed in chapter 3 above are not consistent with
Holland's theory concerning overt responding, unless, of
course, his demands on program design and program length
are interpreted so literally as to become almost absurd, If

7

+ his dictum that, in order to demonstrate the superdority of

overt responding, “programs must be long enough for sub-
Jects in the covert condition to become careless® (90:93)
is very strictly interpreted, then Holland's theory is, -at
Teast in this respect, a priori confirmed: if overt respen-
ding does not show positive effects the program just isn't
long enough! It a]go deserves mentioning here that Holland
discusses *in considerable detail the reasons why overt re-
sponding should be preferred to covert, but in his own ex- .
perimental studies (24 & 25) he only compares overt respon-
se requirement with no response requirement ~ not with co-
vert response requirement. This means that he has not real-
ly attempted to verify empirically his own theory.

According to Holland it can also be argued that a text must
be demonstrated to be programmed, before studies of respon-
se requirement etc. are carried out. This implies that the
responses required of the student in the text must be con-

‘tingent upon the greater part of the text. If this is not
' 50, most of the text could-be, to use Holland's term,

"blacked out" without this affecting the student's possibi-
11ty of responding correctly. What Holland calls "black-
out ratig" (91 & 94) has not been computed for the program
used in the present study, but since questions in the pro-
gram concern grammatical examples, it seems obvious that
the responses required are contingent upon the text: no
correct responses could be given without the student having
studied the examples given in the text.

As regards the two other types of theory discussed here it
seems somewhat more difficult to judge their respective me~
rit. The difference between the two lies mainly in the fact
that one - Anderson's - does not allow for the possibility
that overt response requirement has a negative effect on
learning, which the other - Leith's - does. (In a later
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essay on this subject Anderson (60) has recognised the pos-
sibility that overt responding can have a nggative effect
on learning.) The evaluation of these two theories is furth-
er complicated by the fact that they are, to a considerable
extent, based on different sets of experimental data, since
the British studies on which Leith”(35) relies heavily are
not at all discussed in the review by Anderson (59).

As far as the learning effegt under different response re-
quirements is concerned, the results of my own experiment
seem consistent with Anderson's as,well as with Leith's
theory regarding the effect of overt responding. Some of
the studies presented by Leith (35), and also certain other
results (cf. section 3.3.2 above), indicate, however, that
the effect of overt response requirement can be negative
compared to the effect of no response reguirement or covert
response requirement. A study which does} not deal with pro-
grammed instruction in the usual sense, but which is still
of interest in this context ‘has been presented by McGuire
(106). The learning of todls' names by means of an audio-
visual device was studied, using two different speeds of
stimulus presentation. With the higher presentation speed
the covert response requirement jed to higher learning than
the overt. Apparently, to force the student to give overt
responses may-interfere with the learning process, if the
student is sti1l uncertain of what is the correct response.-

1t seems, then, as though the hypothesis that.overt respon~
se requirement can have'a negative effect on the learning
effect in programmed instruction, should not be ‘discarded.

Markle has proposed ‘in a thought-provoking essay that
"i{n most instances the important part of a response is
what takes place before the overt behavior" (105:193).

. This can be developed into an interesting theory: the co-
vert response activity is the important part of the stu-
dent's responding in programmed instruction, and to require
overt responses will have an effect insofar as it affects
the probability - positively or negatively - of the occuren-
ce of the covert response activity. Such a theory is not at
all inconsistent with Holland's thesis: .

“"The reason for bublic (i.e. overt; my omment) answer

is not theoretical but practical ... private (i.e.
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covert; my comment) dnswering often may change to pri-
vate omissions" (90:93). :

A great deal of evidence shows that the effect of covert
respense requirement in programmed instruction can vary
with a number of program and student variables. Which are,
then, the most important of these variables?

The rele yance of program'respon -
Ses s obviously one of them. Unless there is a definite
connection between program responses, on the one hand, -
and the content to be learned, on the other, the effect of
. overt - or any - responding cannot be expected to influence

the measured outcome of the learning process.

Program length is, as this study has. shown, in

all Tikeliness ohe of these factors, although there still

remains the task,of defining an acceptable measure of pro~ -
gram length. ‘ ‘

- The ge andthe {ntelligence level]
of 4% he student also belongs to the group of
variaples on which the effect of overt responding depends,

- The rétation between the knowledge, aptitude etc. of the
student, on the one hand, and the program design, on the
other, is likely to be of great importance, This relation
is expressed in student-related program variables, here
called PI variables, such as program difficulty and the
degree of response learning required in a program. The in-
teraction between student age and the effect of overt re-
sponse requirement is in that case merely a secondary ef-
fect: a consequence of the covariation of age with know-
ledge and aptitude, variables which in their turn affect
the relative difficulty of a program. In this sense we are
dealing here with an instance of aptitude-treatment inter-
action of a fairly precise nature. o

Concerning the importance of key answers in programmed in-
struction the different positions do not seem to be very
clearly formulated. Anderson summarizes:

“..while it is generally known that KCR /knowledge of
correct responses/ facilitates learning, there is good .
reason to doubt that it functions primarily as a re-
inforcer... KCR may be chiefly ... a source of correc-

v
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tive feedback” (59:151).
The reinforcing effect of key answers has been even more
strongly questioned by Davies: .

"Frequent and apparent success ... need not by itself be
intrinsically reinforcing; the socalled programming
principle that mere progress through a programme is
inherently reinforcing is not only poor 1€arning theory
- it is an abandonment of common sense." (74:206)

Various reasons why the lack of key answers in a-program
should, under certain circumstances, entail bettar learning
‘have been . presented by Lublin (39:299ff). Generally, the
“evaluation of the effect of key answers in programmed in-
struction is. complicated by the fact that you -have to reck-
on with different types of effect: feedback, reinforcement,
negative effect on attitudes or motivation, possibilities
of cheating etc. But our measures of learning can only es-
timate the net effect of these different influences, some
of which may even cancel each other. In some cases even
this net effect of key answer presentation on learning is
difficult to assess. '

The research review presented here (section 3,5.1 above)

has demanstrated that the effect of key answers combined
with a demand for overt responses is dependent upon the
length of the instructional program. The nature of -this in-
teraction ig such that 100 per cent key answers influences
learning positively in shorter programs (less than 200 fra--
mes), but has no or even negative effect in longer programs.
The results of the present study are consistent with this
finding., It is also noteworthy that the time spent by stu--
'dents an the program (PI time) is longer when no key answers -
are provided than it is when the key answer frequency is 100
per cent both in Lublin's study (39) and in my own (sec-
tion 16.3 above). This seems to indicate that the presenta-
tion of key anhswers after each frame made students less in-
clined to reflect upon the tasks given in the frapes.

Anderson, ‘commenting upon Lublin's finding, contends that
there is a simple explanation of this negative effect.of
100 per cent key answers:
“The procedure and program format ... may have permitted
the students ... to copy the correct answers into the
blanks" (59:151). ~




Such an explanation is, of course, a]ways plausihle When
programs are presented in book form, as in Joth Lublir's
and my study, or by means of a simple, not cheat-proof'
machine. My ana1y51s of errors made by the students in

the program (section 16.5.1 abave) has.shown, however, that
the key answers to a great extent have been used for the
Purpose of what Anderson calls "corrective feedback". In
the groups given 100 per cent key answers on the average

65 per cent of the errors were: spontaneously corrected by
the students, whereas the corresponding percentage of error
corrections in groups provided with no key answers was as
low as 7 per cent! This finding makes it most unlikely, tnat
the students just copied the key answers. After all, i% key
answers are copied incorrectly, what information could the
student use to.correct those errors? It.is also worth noting
"that the teachers participating in the study did not ob~-
serve such copying, except on a few occasions. = .

Lub]in's explanation of the negative effect of continuous
key answer information seems, therefore, more tenable than
that of -‘Anderson. Lublin maintains that programmed tAstruc-
tion with 100 per cent key answer frequency makes the task

“so unchallenging, or so uninteresting (due to the 100
per cent.predictability that the right answer would
immediately be supplied), that they /the students/
were not attending to the concepts-being taught in the
frames." (39:300)

The absence of key -answers, on the other, hand, made
“the subjects study each frame more carefully" (39-299

The research review presented in the present.study covers
no studies of the influence of key answers when covert re-
sponses are required. A study by Kanner & Sulzer (92) is,
however, of interest in this context, although it does not
concern programmed instruction directly. These authors
found that the removal of key answers in a learning situa-
tion where covert responding was required affected learning.
negatively, but not significantly so.

The conclusions which can be drawn here concerning the ef-
fect of key answers under the condition of covert respoense
requirement must, consequently,sbe based mainly on the
findings of my own experimen ;}%hese findings indicate that
the variation in the key answer frequency under the covert




. response requirement (RZ} affects neither learning effect
nor PI time, which means that learning efficiency is not
affected either. The most reasonable explanation of this
finding is that the key answers simply have not been used
f6r the purpose of control to any great extent - or perhaps
not at all. -

. . A
The synthesis attempted here regdf%?sithen, in the follow-
ing major conclusions concerning progFammgd instruction,
using Tinear, Skinner-type,programs preséhﬁed in book-~form:

- When programs are shors, less than 100 fhames, varia-
tions ‘in responge requirement and key answer frequency
have Tittle influence on the Tearning effect, Consequent~-
1y, the least time-gonsuming-RI conditions g%n then be

~expected to Tead t¢’ the highest-learning-efficiency.

~ When programs are”fair1y Tong, more than 200 frames, o-
vert respanse-r¥equirement with no key answers or covert
redponse requirement - with or without key answers -
can be expected™o entail better learning than any other
combination of response requirement and key answer fre-
quency studied here. Which alternative is the most effi-
cient will then depend almost exclusively on the 'cost’

_of overt responding in terms of time spent by the stu-
dent-on the program. . .

- Qvert response requirement has its greatest positive ef-
fect when the program demands, .for a given group of stu-
dents, a high degree of learning of unfamiliar response
terms or otherwise has a high information level, i.e. is

} difficuit to master.

. - Covert response requirement leads to considerably shor-
: ter PI time than overt response requirement, if student-
constructed responses are demanded. And normally; the
™ Tearning effect is almost as great under covert as under
overt response requirement. If efficiency of learning is
the primary criterion, covert response requirement can,
therefore, be expected to lead to results better than
- or at least as good as - those reached with overt re-
sponse requirement. )




- The Skinnerian combination of a demand: for overt re-
sponses, constructed by the student, and presenting #
key answer after every student response cannot in any
respect be considered generally, i.e. with regard to
various program types and student categories, superior
to other possible combinatjons of response requirement
and key answer frequency. é : S
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* Practical Educational Consequences of the Results

T

Programmed insiruction of the Skinnerian type was original-
1y developed on the basis of one particular learning theo-
ry. The acceptability and usefulness of this theory can, no
doubt, be questioned. And it has been questioned both with
regard to its explanation value and its agreement with a-
vailable experimental data, or rather lack thereof, and for
its ideological implications as a theory of behaviour cont-
rol and shaping. This is not the place to reopen this dis-
cussion. My point here is instead that even if the Skinne-"""
- rian theory could be accepted, it is doubtful whether laws
or principles-of practical school instruction can be de-
ducted from its principles of learning.-The possibilities
- and also the desirability - of strict control of various
aspects of learner motivation in a real-life school situa-
tion are rarely - if ever - comparable to that of a lear-
ning laboratory situation. -

This problem has been touched upon earlier in this study.

in chapter 2. It has been emphasized that program charac-
teristics should not be mixed up and confused with PI func-
tions, which are dependent upon student behaviour. The
program characteristic ‘presentation of key answers after
each frame', for example, cannot.be said to be unequivo-
cally related to one particular type of student behav{our,
whereas the term 'reinforcement' undeniably implies that
something is happening to - or in the student, although this
‘something' may not be easily observable.

Decisions concerning the design of instructional programs

- as well as those.concerning other instructional mate~ °
rials < must primarily be dealing with program variables,
i.e. they deal with programmer behaviour rather than with
student behaviour. Naturally, the wisdom of the decision

is ultimately Jjudged with reference to some kind of student
behaviour. But this means only that the behaviour of the




student {s the dependent variable by means of which we
study the effect of the indépendent variable: the pro-
granmer behaviour, ke ) i

The reinforcement problem provides a good illustration of |
this point. Immediate and frequent success in working on
the learning tasks is believed to further learning in that
1t functions as a reinforcer of the desired student beha-
viour. The presentation of key answers after the student
has responded to a program frame is assumed to make the -
student experience success and, thus, to reinforce his -
learning of that particular response. This is, for examp-
Te, Skinner's ovn position (121:96ff).

A precise and definite relationship between a particular
program characteristic - the presentation of key answers

- and a student behaviour - experiencing success - is sim-
ply taken for granted. As a consequence, the positive ef-
fect of the key answer presentation is also taken for
granted - and even believed to follow by logical necessity
from the learning theory in question, To deny - or even
doubt - the importance of key answers in programmed in-
struction may then easily be construed as questioning the
importance of reinforcement to learning, which is quite a -
different matter altogether. The confusion is, of course,
not diminished if, as often hagpens, the presentation of
key answers in an instructional program is labelled 're-
inforcement?,

The presentation of key answers in a program can, as was
pointed out in chapter 17 above, influence the student‘s
behaviour in several different ways. It may, for example,
diminish the student’s desire to make an effort to solve
the problems presented to him, which will, in all 1likeli-
ness, affect his learning negatively, To question the posi-
tive effect of a program characteristic ~ tha key, answer
presentation -~ does, therefore, not necessarily Mean that
one denies the positive effect of the student behaviour
supposed to be correlated to the program characteristic,
namely the student’s.observing that his answer was: cor-
rect. It simply means that the program charatteristic and
the student behaviour are not believed to be highly corre-’
tated. )

v 2w
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The response requiremént problem can. be looked upon in a = *
similar vein. The principle that 'learning is doing’.is
. not necessarily.questioned, because one questions Whether
; one, in programmed instruction,.should demand overt, stu-

«  dent-constructed responses of the type and to the extent - )
presupposed in the Skinnerian PI model. Besides stimula- .
ting, with a higher or lower degree of probability, some

@ specific response behaviour (in this case the construction
' and writing down of a response), the response requirement
may well influence the student's behaviour in other ways
- which could be desirable or undesirable. In prolonging
‘the- time the. student has to spend on the program, the re- |
sponse requirement may, for example, have a negative ef- i
fect.upon the student's motivation to work with the pro~

gram. )

e This investigation has studied some alternative response S
- requirements-and key answer frequencies in programmed in-

3 ~struction using linear programs. On the basis of both pre- N

vious research and my own experiment I have drawn certain
conclusions, which were presented in chapter 17 above. I ~ =
want to emphasize that the present study does’not pretend

to have demonstrated in exactly what ways these response
requirements or key answer presentations influence the stu- -
dents' behaviour and th%?r learning. What has been studied
here is primarily-the net effect of different program cha-
racteristics, as this effect appears in measures.of lear-
ning effect, time spent on the program {PI time) and lear-
ning efficiency. L

'This net effect of a given set of program characteristics
"is, however, of very great practical importance. And it is .
. a primary objective of this study to try and improve the
basig for practical educational decisions” concerning pro-
grammed instruction. Even if our understanding of the' 'me-
chanisms' of different program designs s much less than
complete, we will probably want to make a number of deci-
- sions regarding what designs- to use in different situations,
when we want students to learn by programmed instruction.
gefore making any such decision we should consider very care- .
fully all the available data conCerning the probable net . |
. effect on Jearhing and Jearning efficiency of each of the
alternative designs among which we want to choose.

? \
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The coriclusions to which the'present investigation has Jed,
and which .have been presented in ¢hapter 17, should not be
regarded as 'definite in any way - conclusions rarely.should!
v Stnce the relevant experience and Tesearch results are
.hot unanimous and conclusive. These conclusions are, how-
ever,rjin my opinion more reaspnable and likely to be true
"than most ather possihle conclusions, they are also more
consistent with the available empirical data. These-conclu-
sions should, thebefore, be regarded as a summary of the
basis for decisiops regarding response requirement and key
answer frequency in programmed instruction which educatio-
nal research can offer’ at present.. ’

.

.The practical cohsequences, of the conclusions drawn fram
the findings of this study may not, be altogether self-evi-
dent. It should, therefore; be useful to try and spell them
out. I see the following consequences as the. most impor;§nt

ones-

~

- The applicatfon of principles of learning theory dogs‘ :

not automatically lead to the optimal design of program-’
med {nstruction as regards. response requirement and’ key
answer presentation.

The efficiency criterion, i.é) primarily the cost of :
lTearning in terms of student time, must be considered in
the choice of programmed instruction model, particularly
when it comes to choosing the*type of response require-~
‘ment. . : S

To actept and apply.generally, i.e. for all program and
student categortes, the Skinnerian demand for overt, stu-
dent-constructed answers and 100 per cent key answers is
.not defensible, especially not in view of the learning
-efficiency criterion. L

The .less ‘time-consumifig covert response requirement is
particularly suitable for programs which, for a given
group of students, call primarily for ssociating a pre-
viously, Tearned response repertoire . or-a lTimited num-
per-of new response terms -.with n€w-concepts, phenomena
etc., i.e. in programs entailing only a small amount of
response learning. .




- If overt responses are required, the key answer fre-,
quency should preferably be Vess than 100 per cent, in
particular ,wh_e\l “the program is fairly long,.1.e. has
more than .200 frames or the equivalent thereof.

. Vi *

~ As a consumerof programs ‘te be presented if book form -
or by means of simple*machines one should not accept da-
ta regarding errors made.- or not made - by students
going through the program as measure of the program's
potential learning effect, if these error data have
been recarded in a situation where 100 per 3ent key an-
swers. were presented to the_student. /4 i .

.

Finally, it should be observed that other programmed in---
‘struction designs than the traditional ‘Skinnerfan design
may make it feasible to construct more flexible types of
program; which are more easily adapted to thé different
learning tasks tnvolved in various schoel subjects.

i
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» Bilaga 1 (s 1)
Statens Fdrstksskola Exp PUSL67
Link&ping : . Prov
| Namn: Klass:
s
Skola: Datum: Grupp:

. . [y

A. I var och en av meningarna nr 1 - 15 (nedan) 4r ettlord understruket.

Du skall svara pd tvad frégor om det understrukna ordet!

a) Ar det understrikna ordet subjekt eller predikat i meningen?
Svara ‘genom att sitta kryss i1 en av rutorna till vénster cm me-
ningen! . -

b) Till vilken ordklass hér det understrukna ordet: substantiv,
proncmen eller verb? ' ’

Svara ‘gencm att sdtta keyss 1 en av rutorna till héger om mening-

-

en!
a) ordet 4r . b) ordet hér till ordklassen
sub- predi- N substan-  pro- verb
jekt kat tiv nomen
QEh] [0 1., Harald springer fort. O O (]
[] [J 2. Raven smet in i skogen. O O |
‘ [] [J 3. Pojkamna mtte en hund. 0 O O
[ [ u. Den hade gatt vilse [?__[ ;0O O
|j O 5. Taget kommer om en kvart. a v | O
[J [ 6. Det hir huset byggdes férra dret.’ []:»L‘ O 0
[J O 7. Hon & 11 & gamal. ‘ | O o
0 [ 8. Ni miste komma i tid. O [:1 O
0O 0O s B Jande inte sin lixa i dag. 1 O O
[J [J i0. I gir kundg han inte heller sin 1axa. [ O O
0O OO 1i Snart kommer _t_q._g_e_t . O -0, O
. . D 0 1. Stuganl_égl;’irgt inne i skogen. O Ol O
[0 [0 18. Mu dker jag hem. - o - O [
[] [ 1. Flickorna hade vildigt roligt. O O O
[0 [ 15. Lisas bHsta vén heter Klas. O g Od
VEND TVGE BLAD FURRAN DU BLIR TILLSAGD !
) .y
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{
|
B. f var och en av meningarna nr 16 - 30 tnedan) skall du stryka under

hela subj ektsdelen med ett streck och hela predikatsdelen med tvad

streck! o R . ’

16. Hunden skdller.
Ag w~ = 17. En fli::ka ramlade. .
18. Den svarta katten fdrsvann.
19, Svenssons bil dr mycket gammal.
20, Karin tittade ut genom ‘Senstret och hérde inte pa.
N _ 21. ‘Négpa pojkar lekte i skogen.
22. ;Tvé av dem gjorde upp elci. (
23. De tinkte grilla korv. . ‘ :
24, En gammal torr buske fattade eld.
25. Elden spred sig snabbt.
26. En av pojkarna sprang eft:a,r hijdlp.
27. Snart kom brandkaren.
’ 28,  Bé\d;brandsoldatema och péjkarna satte igang med sléckningen.
23. Folk sam bodde i ndrheten hjdlpte ocksd till.
30. 'ﬂ’ill slut slicktes skogsbranden.®

A

VAND INTE BLAD FURRAN DU BLIR TILLSAGD,! '

{
o
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C. I var och en av'meningarna nr 31 ~ 45 (nedan) skall du gdra f8ljande:
Skriv ett P mitt ovanfdr Erecﬁkatet (ett ord) och ett S mitt ovanfdr
subjektet -(ett ord)!

.

Str-yk"sedan under hela predikatsdelen med tvd sfreck och hela sub~

s

jektsdelen med ett streck!

_En vit katt sprang f£érbi. |
Den d4r hunden skiller aldrig.
En red bil stir pd grden.
Den lilla pojken vinkade ivrigt.
Minen lyser om natten,
n flicka frén Jénikoping vann tivlingen.
Nigra elever pratade hela tiden.
Det sista téget gir snart.
Barn under 6 & dker gratis. -
Alla bAtarna i hamnen seglade ut.
Ddr borta komer en bil,

~ Om dagen sover alla fladdermdss.
Den hir meningen dr svér.
Zebran dr ett randigt djur.
Den har svarta och vita réinder.

SLUT PA PROVET
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' INSTRUKTION FUR PROVLEDARE/ARBETSLEDARE VID EXP PUSLS7 e
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(pl: provledare, al: arbetsledare) ’

.
Lektion 1: DBA-testning .

[
Pl ldgger fdre leéktionens start ut provblankett DBA:2 (motsatser) pd alla elev~
platser. (Se till att blanketterna liggs med r&tt sida upp.) :

Ndr eleverna intagit sina platser siger pl: . )
"Lat papperet, som ni har fitt, ligga p& bidnken och lyssna pd mig..Den hir
klassen ska under dom ndrmaste veckorna vara med i ett férstk. Det firgh-
2 ket gdr ut pd att pr¢va olika sitt att ldra sig saker pd egen hand. Innan
vi stztar férsbket vill vi veta hur duktiga ni v pd att 1¥sa vigsa sor—
ters .1, Jifter. Dirfbr ska ni i dag f4 g& igenom tre olika prov - tva prov:*
den hir timmen och ett prov en annan timme. |
Jag kommer att tala om precis hur ni ska gfra - ndr ni ska bérja och sluta,
ndr ni ska vénda blad osv. Gdr som jag sdger - men gdr ingenting annat!
Ni ska arbeta snabbt. Men slarva inte. Och var och en miste arbeta helt pd
* egen hand utan att kika pd sina kamrater. -
Nu ska ni skriva nam, f&delsedatum, skola och drskurs nedtill p& det pap~
per, sam ni har f&tt." .
Nir alla har fyllt i dessa- saker, fortsitter pl: :
"Ni har nu fremfér er anvisningarma till ett prov som hetelr 'Motsatser?,
F81j med i anvisningarna, ndr jag gdr igenom dem." ® E
Pl liser anvisningarna h8gt. Uppehdll glres, s& att eleve¥na kan fylla 4
svaren till dvningsexemplen. Ddrefter kontrolleras svaren till dvningsexemplen
- genom frégor till nigon eller ndgra elever, Se till att alla elever fir klart
fér sig vad som@r rétt svar pd resp. Svningsexempel,
Facit: Uvn. DBA:2 uppg. .2 3 4 5
. svar . 3 1 4 2
Dérefter fragar pl: . )
"Ar det nigon som inte f8rstitt, hur ni ska 18sa sdna hir uppgifter?"
* Eventuella frdgor besvaras i enlighet med anvisningarna (t.ex.: "Se efter
vilket av %e fyra numrerade orden som #r motsatsen till det féirsta ordef. Skriv
numret pd detta brd, 1, 2, 3, eller 4 i svarsrutan.") Sedan sdger pl:
"Nu ska vi gd 8ver till sjdlva provet. Det bestir av samma slags uppgifter
som BVﬂngseiElen. === Vdnd blad. -~~~ Bbrja." .

Efter exak 10 minuter siger pl:

"Tiden slut. ifrdn er pennorna." )

Pl 1liter samla in blanketterna till DBA:2 och dela ut blanketter till DBA:3
* (Bokstavsgrupper). Nir Yetta #r klart siger pl:

"Ni har nu framfér er anvisningarna till ett prov som heter 'Bokstavsgrup-

per'. F61j med i arwisningarna, nir jag gér igenom dem." b

Pl liser anvisningarna hdgt. Uppehdll g¥rs, s& att eleverna kan fylla i -«
svaren till évningsexemplen. Ddrefter kontrolleras svaren till dvningsexemplen
gerom fragor till nigon eller nigrdbelever. Se till att alla elever Fir klart
fdr sig, vad som §r rdtt svar pi resp. dvningsexempel,

Facit: Yvn.ex. DBA:3 uppg. 2 3 4 § § 7

: svar 1 1,3 2 1 3 ot

Ddrefter frigar pl: )

- Ar det ndgon som inte har f&rStatt, hur ni ska 18sa sina hir uppgifter?™
Eventuella frigor besvaras i enlighet med anvisningarna (t ex: "Det gdller .
att se efter, vilken bokstavsgrupp, som skiljer sig frdn dom 8vriga. Nurne-

ret pd den gruppen ska man skriva i svarsrutan'). Sedan sdger pl:z
"Nu ska vi ga 8ver till sjdlva provet. Det bestdr av samma slags uppgifter - °
som 8vningsexemplen. --- Vind blad. =-- B&rja."

waB ’
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[

Efter"exakt 15 minuter sagerpl? : ]
"riden slut. L¥gg ifrdn er pennorna.” "
Diérefter samlas provblanketterna in. ‘

Lektion 2: Kunskapsprov. i spréklira (firtest)

Pl delar ut provhiftena (mirkta "Exp PUSL67, Prov” i 8vre hdgra hérmet) till e~
leverna och liter dessa fylla i namn, klass, skola och datum 8verst pd frsta .
sidan i hiftet (i utrymmet f8r gruppnummer < "Grupp: ...." - skall ingenting
skrivas.). Nir alla eleverna har gjort detta siger pl: ‘

" 4gg ifrdn er pennarna och lyssna noga. —-- Ni brukar ju ofta f& prov fir
att ni ska fi visa vad ni har 14rt er i skolan. - Men det hir & inte nd~
got sdnt prov. Det hir Mftet inhehiller ocksd uppgifter pd sdnt som ni
4nnu inte har l¥rt er i skolan. == Ni ska f4 l4ra er dom Sakerna lingre
fram. Mer nu vill vi’ veta, om det Hr mndgra av er, som kan' det dndd -- fast
ni inte har fatt l4ra er det i skolan. -- Ni ska alltsd inte bli ledsna,
om det dr nigot ni inte férstdr alls. G¥r s4 gott ni kam, si blir,det nog

_bra, - De uppgifter ni absolut inte kan 18sa, f& ni hoppa dver, -
Nu ska jag tala om hur ni ska gdra. . ’ -
Det 4r tre blad i hdftet. Vi ska arbeta med ett blad i taget och ni fér
aldrig vinda blad f¥rr¥n jag sdger till, ~-
P4 férsta sidan har vi A, Uverst pd sidan stér det hur man ska 18sa upp~
gifterna (pl hdller upp hiftet och pekar), =~ |, ’
Nu liser vi dom anvisningarnd..F8lj med i hifitet allihop."
Delprov A: " " -
Pl fMser ordagrant upp anvisningarna till delproV A ur hiftet och!sdger se-
dan: -
kom ihdg alltsd, att ni ska $dtta kryss 'pd tvd stillen vid varje mening:
dels i en av de bada rutorna till vinster (h3ll upp hiftet och peka), dels
. i en av de tre rutorna till hdger (peka)s Ta linjalen till hj4lp, s ni
hdller er pd rdtt rad." ) ' ’ :
Pl visar eleverna hur de ska l4gga linjalen tvirs Sver sidan, strax under
resp. rad med mening och tillh¥rande svarsrutor.. Sedan sdger plt '
"Ta upp pennorna. - Om ni gldmmer bort, hur ni skulle gdra, sd 1l¥s anvis~
ningarna 8verst pi sidan en gang till, -~ Nu fdr ni bérja."
Efter exakt 6 minuter! sHger pl: . : ,
Ligg ifrdn er pennorna och vind blad.”Hir har vi prov B, == Nu ldser vi an-
" yisningarna dverst pd sidan. - F61j med i hdftet allihop.‘"

~

‘ Pl ldser or'{dagrant upp anvisningarnf till delprov B ur hiftet och sdger
sedan: . -
My ska alltsd stryka under subjektsdelen med ett streck och p'rgd:@)@tsdelen

meds tva streck. Och ni ska g¥ra s& med varje mening. =~ Anvdnd linjal, ndr

ni stryker under. -~ Ta upp pennorna, =- Om ni gldmmer bort, hur ni gkulle
.. gdra, si 14s anvisningarna 8verst pd sidan en ging till. -~ Nu fé&r ni

mérja.”

Efter exakt 6 minuter! siger pl:

" Hgg ifrdn er pernorna och vind blad. ==

.

7)) Om samtliga elever uppenbart slutar arbeta med pro-

ERIC

Aruitoxt provided by Eic:

vet, f&r pl avbryta provet 3 0 s ¢ k -efter det han konstaterat, It
att s 4r fallet, I sadant fall skall pl ocksd notera, hur mycket prov-
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. JDelprov C: : r ~ -

: /131 sdger vidare: v . ’
| Mi4r har vi prov C. == Nu ldser i anvisningarna 8verst pd sidan. - F&1j .
imed i hiftet allihop." ‘ a ‘
{ P1 14sen ordagrant upp anvisningarma till delprov C( ur hdftet och slger se-
dan: - . . :
“"Kom pu ihdg att géra allt det sqm star i anvisningarna, -- Skriv P ovanfér
% predikatet och S ovanfdr subjektét. Stryk sen under ‘predikatsdelen med tvd
streck, och subjektsdelen med ett s . ~ Och g¥r sd med varje menirng, --
{~ Ahvdnd linjal nir ni stryker under. —- Ta upp pennorna. -- Om ni glimmer
, bort, hur ni-skulle gra,“sd 18s anvisningarna Sverst pd s:'.4an en gang
., til), == Nu fir ni bérja," . ' b,
Efter exakt l0*minuter! siger pl: o
" "Ligg ifrdn er pennorna. Nu 4r provet slut, -- Kontrollera nu att ni fyllt
- i nam, klass, skola och datum pi férsta sidan. L&t sedan provhidftet ligga
pd bdnken," 7 -7 . L ,
x Pl samlar in pmvhaftena,éééval anViinda sam ev, oanvinda, och behdller dem
i sitt f8rvar, tills han personligen kan Sverlimna materialet till férstks-
ledaren. . - ‘

w

) Lektmn 3: Inskolning i ’arbetss&fiéet f8r resp grupper (1-5) ) ‘

Fére lektionen skall al

1) kontrollera att material erhdllits fdr rdtt grupp (jfr arbetsordning och ut-

rustn.anvisn.) . : -

2) kontrollera att bandgpelare finns pi platg och dr i anvindbart skick

(Det kan ocksd vara limpligt att al i JfOrvig har lyssnat pd instriktionsy

ljudbandet, ) ’ : :

- 3) skicka den egna klassens elever - utrustade med gruppnummerlappar - till
resp salar (jfr arbétsordning samt f8rteckn. évep .gruppindelning).

Ndr eleverna &nlint till salen vid lektionens birjan skall al kontrollera

1) att’endast elever med rdtt gruppnummer finns i salen .

2) att det'har anldnt elever frédn samtliga de klassey, sém enl, arbetsordning-
~ en skall®samordnas’ under lektion 3. . . o

‘Ndr &l1a’ elever har den material som beh®vs fp lektionen pd sina bdnkar (jfr
utrustningsanvisn,) dater al dem fylila i namn, klass, skola och datum pd firsta
sidan i arbetshiftet, : ’ .

Sedan sdger al: ‘ ’

% "I dagiska vi brja ett'fbrstk, dirni sk £4 arbeta 1Elt pd egen hand med
en rad arbetshiften. Ni ska f&rst fi l4ra er hur ni ska arbeta. Men det Hr
inte jag som ska tala om det f&r er, - Alla anvisningar finns pd det hir
ljudbandet. N4r jag sitter iging bandspelaren, ska ni' f81ja med noga alliz
hop i arbetshiftet och gra precis som det sigs., Oni ‘ni har ndgot att frd-
ga omy §& far ni vinta tills vi har spelat igenom bandet. — Ar alla klara?
~- D4 sitter vi iging." -

Al startar bandspelaren, 5 .

Om al:blir tvungen att svara pi nigon friga eller pd annat sitt in-
ghipa, s& skall bandspelaren stoppas tills saken 4r uppklarad.

Bandet slutar med uppmaningen: "Nu f&r ni fortsitta sjdlva med det hir hif-
tet". Mir bandet dr slut, fir al besvara frégor om arbetssittet i enlighet med
instruktionerna pd ljudbandet och den s.k. kom-ihdg-lappen. Al:s svar bSr om
m3jligt inskrdnkas till uppmaningen "Lis pé kom-ihig-lappen" eller uppldsning

. I om samtli g'a elaver u PPenbawrt slutar arbeta med pro-
wvet, f&r pl avbryta provet 3 0 s e k efter det han konstaterat, att

sd dr fallet. I sidant fall skall pl ocksd notexa, hur mycket provtiden
ddrigenom- férkortats, © - .
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Bil. 2 (s )

av vad som stdr pd den lappen. Arbetstiden behdver inte noteras under denna lek-

tion. Nr alla elever, 8r firdiga med hiftet,-avbryts verksamheten (dven arbetet

med rékneuppgifterna), Direfter insamlas all material.

0BS! I hiftet "Férprogram' (version 1 och 2) fSrekommer det, att det rdtta sva-
ret lyser igenom, s& att det kan l¥sas utan att man vidrder blad. Denna
brist har eliminerats i huvudprogrammets hiften. Om ndgon elev under lek-
tion 3 pipekar ast svaren lyser igencm, s& skall al upplysa hela gruppen
om att det inte kommer att vara sd i de f8ljande hiftena. ¢

Lel;%@n 4-9: Genomging av resp. hdften i programmet "Den enkla meningens huvud=~
delafr - .
Fore varje lektion skall al - , : :

1) kontrollera att material erhdllits fSr r¥tt grupper (jfr arbetsordning och

utrusin.anvisn.) i o
2) skicka ivdg de elever i den egna klassen, som gkall till en annan sal - ut~

rustade med gmppnwnnerlappa‘g (jfr arbetsordning).

Nidr alla elever fatt den matérial som behdys fér lektionen pd sina bénkar |
(jfr utrustn.anvisn.), later al dem fylla i nam, klass, skola och datum pd ar-
betshdftets f8rsta sida samt nam och klass pd bladet med r¥kneuppgifter. Sedan
sdger al: , '

"I dag ska ni arbeta med det hir hiftet, Var och en ska arbeta precis pd det’
sitt han eller hon har fitt l4ra sig. Fér sikerhets skull har ni fitt var -

+%in kom-ihdg-lapp, P4 der stdr det hurni ska arbeta. lds allihop tyst i-
genom kom~ihdg-lappen, {Paus f&r li¥sningen.) Ni far girna lisa lappen om
igen medan ni arbetar, Omni 4ndd md 5 t e frdga am ndgot, sd tick upp
harden och vénta tyst och stilla, tills jag kommer till er. Nir ni Hr fdr—
diga med hela hiiftet fortsditter ni med rikneuppgifterna.‘Kam indg en sak:

Det hir 4r inget prov och absolut ingen hastighetstdyling. Det #r inte vik- .

tigt att bli firdig sd fort som m3jligt, men det-&r viktigt att arbeta or-

dentligt och noggrant., Nu far ni brja.” T ERA
AL antec knayr klockslag (avr. t. hel minut), ndn arbetet
padbbrjats . (Utry hirfr finns pA bladét "Utrustningsanvisningar").
Under arbetets gng fir al endast ge vdgledning ang. arbetssittet. Detta sker
genom hinvisning till kom-ihig-lappen samt ev, uppldsning fir enskild elev av
vad som stir div, (Kom ihdg att alla eléver inte har samma instruktion.) Al gér
runt och antecknar k'leicks lag (avr, t. hel minut), ndr varje
elev avslutat arbetet med hiiftet. Nir alla elever Hr klara med arbets-
hiftet, kan verksamheten avbrytas. Al later de elever, som bérjat med rdkneupp-
gifter, markera pd uppgiftsbladet, hur 13hgt derhunnit, Direfter insam -
las all matexr i’al. Bladen med rdkneuppgifter skall al behdlla och

_utdela pi nytt ndsta fdrstksléktion (t o mlektion 9). Eleverna fér alltsd nytt
“'blad med rikneuppgifier férst ndr de gjoyt férdigt uppgifterna pd det firra.

0BS! Al miste givetvis\se til], att varje elev fir hifte resp. kom~ihig-lapp for
den grupp som eleven ti}lhdr. ’

B

“Lektion 10: Kunskapsprov 1 sprékléra (eftertest 1)

Pl delar ut provhiftena till eleverna och liter dessa fylla i namn, klass, sko-
la, datum och gruppnummer 8verst pd frsta sidan i hiftet. Nidr alla elever har
gjort detta sdger pl: .

"Ligg ifrdn er pennorna och htr upp. --- I dag ska ni fa visa vad ni har lirt
er av de hiften ni har arbetat med de senaste veckorna. Det hir provhiftet
bestédr av tre blad. Vi ska arbeta med ett blad i taget och ni far aldrig
vinda blad f¥rrdn jag sdger till,‘Pi firstaYsidan har vi prov A. Upptill pd
sidan stdr det hur man ska 18sa.uppgifterna (pl hdller upp hidftet och pe-
kar). -=- Nu liser vi dom anvigningarnal F8lj med i hdftet allihop."

BN i)
At B




Bil. 2 (s 5)

Delprov A: :

°  Pl.1lZser ordagrant upp anvisningarma till delprov A ur hiftet och sdger sedan:
_"Kom ibdg alltsd, att ni ska sdtta kryss pd tva stillen vid varje mening:
' dels i en av de bdda rutorna’till vinster (pl hiller upp hiftet och pekar),
“ . dels i en av de tre rutorna till higer (pl pekar). --- Ta linjalen till
. [ hj4lp, sd ni‘hdller er pd rdtt rad." A @

Pl'visar elevernd hur de ska l¥gga linjalen tvirs Sver sidan, strax under resp.

rad med mening och tillh#rande svarsrutor. Sedan s pl:
"Ta upp pernorna. - Om ni glémmer bart, hur ni skulle gira, s& lis anvisning-
- arna verst.pd sidan en gdng till. -- Nu fir ni bérja"
. Efter exakt 6 minuter sdger pl: :
"Ligg ifrdn er pennorna och vénd blad. Hir har vi prov B. -~ Nu l4ser vi an-
visningarna #verst pd sidan, F1j med i hiftet allihop."

Delprov B: ! ?

Pl ldser ordagrant upp anvisningarna till delprov Burhiiftet och siger sedan:
"Ni ska alltsd stryka under subjektsdelen med ett stieck och predikatsdelen
med tvd streck. Och ni ska g¥ra sd med varje mening. -~ Anvdnd linjal, nir
o ni stryker under. -~ Ta upp pennorna. -=- Om ni glfmmer bort, hur ni skulle
gbra, sd 14s anvisningarna 8verst pi sidan en ggng till. -- Nu far ni bérja"
Efter exakt 6§ minputer sigerpl: - : .
"Ligg ifrdn er pemnorria och viind blad.-- Hir har vi prov C. - Nu 1lfser vi
anvisningarna dverst pd sidanl F81j med i hdftet allihop."
Delprov €:
Pl l4ser ordagrant upp anvisningarna till delprov C ur hiftet och siger sedan:
"Kom nu ihdg att g¥ra allt det sof stir i anvisningarma. ~- Skriv P ovanfér
predikatet och S ovanfdr subiektet: Strvk sen under predikatsde.len med tvd
- streck och subiektsdelen med ett streck. -- Och gr.sd med varje mening, --
* Anvind linjal, ndr ni stryker under. -- Ta upp pennorna., = Om ni gl¥mmer
‘bert hur ni skulle g¥ra, sd 14s anvisningarna 8verst pd sidan en gane till.
-= Nu fé&r ni b¥ria. Y
Efter ,exakt 10 minuter .iger pl; :
"Ldgg ifrdn er, pennorna. Nu #r“provet slut. -- Kontrollera nu att ni fvllt i
nam, klass, skola, datum och eruppnummer pd férsta sidan. LAt sedan prov-
hiftet ligga pd bdnken." v .
Pl samlar in provh4ftena, sdv4l anvinda som ev. oanvdnda, och ser sedan till,
att all s@terial -dterldmnas till férssksledaren. N ‘

Lektion 1): Kunskapsprov i spréklira (eftértest 2)

Pl delar ut provhiftena till eleverna och liter dessa fylla i namn, klass, sko-
la, och datum samt gruppnummer (om uppgiften dr tillginglig). N¥r alla elever
gjort detta siger pl: ' .
"L4gg ifrdn er pennorna och hér upp, -~ Ni kamer sdkert ihdg, att ni f8r -
ndgra veckor sedan gick igenom en del arbetshdften i sprakldra. De handlade
! mest om subjekt och predikat och liknande saker. -- Nu ska vi se vad ni
minns av det ni 1drde er di, Det hir provhiftet bestdr av tre blad. Vi ska
arbeta med ett blad i taget och ni fér aldrig vinda blad fdrrén jag séger
till, P& f¥rsta sidan har vi prov A. Upptill pd sidan stér det hur man ska
idsa uppgifterna (pl hdller upp hiftet och pekar), -~ Nu 14ser vi dom anvis~
n\ihgama. F81j med i hiftet allihop." .
Delprov A: < ‘
Pl lser ordagrant upp anvisningarna till delprov A ur hiftet’och siger sedan:
"Kom ihdg alltsd, att ni ska sltta kryss pd tvd stdllen vid varje mening:
- dels i en av de bdda rutorna till vinster (pl hiller upp hiftet och pekar),

| o 12 . | M
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» } : Bil. 2+(s 6)
: dels i &n av detre rutorna till hdger? (pl pekar). ~-- Ta linjalen till -
hj4lp, sd ni hiller er pd r4tt rad." v .
Pl visar eleverna hur de ska lH#gga linjalen tvirs Yver sidan, strax under resp. .
rad med mening o¢h tillhSrande svarsrutor. Sedan sdger pl: o
ra upp pennorna. - Om ni gldnmer ort, hur ni skulle géra, sd 14s anvis-
ningarnd Yverst pd sidan en ging till) -- Nu far ni bdérja.”

Efter exakt 6 minuter siger pl: . : Y

ot _ "L4gg ifrdn er pennorna och vénd blad. Hir har vi v B. —- Nu liser vi ‘an-
o visningarna verst pa sidan. F81j med i hiftet aifihop.¥ - . ;
Telprov B: ' .

> ;

P1 14ser ordagrant upp anvisningarna till delprov B uwr hiftet och sdger sedan:
"Ni ska alltsd stryka under subjektsdélen med ett streck och predikatsdelen
med tvA streck. Och ni ska g¥ra s& med varje mening. -- Anvind linjal, ndr

i ni stryker under. ~- Ta upp pennorna. ~- Om ni gi&mmer bort, hur ni skulle

géra, sd 14s anvisningarpa gverst pd sidan en gdng till. -= Nu far ni bér-
ja." o .

Efter exakt 6 minuter sdgerpl: %
"L4gg ifrdn er pennorna och vind blad. =- Hdr har vi prov C. - Nu liser vi
anvisningarna &verst pd sidan. F&1j med i hiftet allihop."

Dedpirov: . .

Pl l4ser ordagrant upp @nvisningarna till delprov C ur hiftet och sdger sedan:

: eom nu ihdg att géra allt det som stdr i anvisningarna. -- Skeiv P ovanfér,
predikatet och S ovanfér subjektet. Stryk sen under predikatsdelen med tvé

R streck och subjektsdelen med ett streck. -— Och gér si med varje mening. --
Anvind linjal, ndr ni strykerunder, == Ta upp pennorna. —— Um ni glémmer

bort hur ni skulle g¥ra, si l4s anvisningarna Sverst pd sidan en till,
~- Ny far ni-bdrja.” : . '
N Efter exakt 10 minuter siger pl:

"LHgg ifrdn er pennarna. Nu 4r’provet slut. -- Kontrollera nu att ni fyllt i
namn, kiads, skola, datum och gruppnummer pd fdérsta sidan. Lit sedan prov-
héftet ligga pd binken.” ) i

Pl samlar in provhiftena, sdvil anwiinda som ev. oanvinda, och ser sedan till,
att all material &terldmas till férsksledaren. .

+ ' - Y
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Statens F&rséksskalé : Bilaga 3 (s 1)

Link#ping ) : Exp PUSL67
Instr. f8rprogram
3 - -
INSTRUKTION VID BJUDNING AV, FURPROGRAM I EXP PUSLE7 )

Grupp .1 (kravpd ytire svar, 100 % facitsvar)

1

Ligg ifrdn er pennorna och 1&t hiftena ligga pd binken. “- Lysena nu noga. --

Ni.ska under de nirmaste veckorna f& préva pd en ny typ-av_arbetsdvningar i
sprdklira. Det dr arbetshdften, som ni ska i arbeta med-Telt™pa egen hand.
Alla elever som anvinder de hir hiftena far sammw arbetsuppgifter. Men olika
grupper av elever ska arbeta pd-olika sitt med uppgifterna. Sen fir vi se vil-
ken grupp som lyckas bdst.

Ni som sitter hir tillhér allihop samma grupp - grupp 1. Ni ska allihop arbeta
pd samma sdtt. I dag ska ni f3 1¥ra er hur ni ska arbeta. Titta nu Pa det ar-
betshdfte som ni Har fatt. PA f¥rsta sidan har ni fyllt i namn och en del andra

saker. Nu vénder ni blad cch tittarpdnista sida. -- Varje sida i hiftet har tvd
uppgiftsrutar, precis som den hiir sidan. Ni ska b¥rja med 8versta rutan pd férs-

ta sidan. Sen ska ni fortsitta med versta rutan pd ndsta sida, osv till sista
sidan i hiftet. Mdr ni har gitt igenom den Bversta putan pdivarje sida, di bir-
jar ni frén bSrjan av hdftet igen. Men di med den nedersta rutan. Si fortsdfter

ni med den nedersta rutan pd varje sida till slutet av hiftet. N :
Mi ska alltid -b¥rja med att ldsa noga allt som stdr i rutan. I en del rutor
fihns en fréga och plats fép eft svar. Dir ska ni skriva svaret pd frdgan. I
arvira rutor dr det ndgot sam fattas. Dir ska ni fylla i det ord eller dom ord
som fattas. Nir ni dr fdrdiga medien ruta, ska ni kontrollera att ni har gjort
rdtt. Det.rdtta svaret - eller det som fattades - stdr i marginalen till vins-
ter pA ndsta sida. Nu tycker ni kanske att mankan titta pd det ritta svaret
f8rst och sén skriya av det. =~ Visst kan man dety men di l4r man sig nog inte
mycket. -- Ska man l¥ra sig det hdr ordentligt, mdste man fipst ténka efter och
svara sjdlv och sen kontrollera att man giort pdrt. --

Nu ska vi g& igenom en del av hiftet €illsammans, si ni stkert fSrstir hur ni
+ska arbeta. Ta pennan i handen och f81j med i hiftet hela tiden. =- Lis texten
tyst for er sjdlva samtidigt som jag l¥ser upp den, -- ',

Vi ldser ruta 1."Dir stir: "Substantiv -- Titta noga pordet. Se efter hur det
stavas. =-- Hur minga bokstfiver 4r det i ordet substantiv? Svar: ..." Ja, hur
minga 4p det? Rikna dom och skriv svaret. - Nu vinder vi blad, =- Har ni
svarat ritt? Se efter i marginalen till vinster. -~ Ddr stdr tio . Det be-
‘tyder att ordet substantiv har tio bokstdver. -- R

Vi, ldser ruta 2., Ddr stér: "I en bok finns massor av ord. Det finns olika slags
ord, olika cardklasser. Ett slags ord kallas substantiv, Substantiv #r namn pd

en ..." Ja, dir fattas ett ortl, Vilket ord fattas pi sista raden? = Tink efter

vad det dr och skriv dit det ordet. -- Vind blad. Se efter i marginalen vilket
ord det var som fattades i f¥rra rutan. -- Om ni gjort fel, s fir ni girha gi
tillbaka till f8rra rutan och 4ndra sd att det blir pitt. --
Vit 1aser ruta 3. Dir stdr: "Det dr bara en sirskild sorts oyd som kallas sub-
stantiv. Ordet penna 4r ett substantiv, men ordet skriva dr inte ndgot substan-
g Tiv. Vilket ord 4r ett substantiv, penna eller skriva? Svar: ..." -- T4nk efter
vilket det ir och skriv svaret. Vird blad. -- Har ni svarat pitt? Se efter i |
marginalen till vénster. -- Dir stir "penna". Ordet penra #r alltsd ett substan~
tiV. — . i
Vi l4ser ruta Y. Dir stir: "Ordet tvil 4r &tt substgntiv, men ordet tvitta 4r
inte ndgot substantiv. Vilket ord 4r ett substantiv, tvil eller tvitta? Svar:.."
- Tink efter vilket det dr och siriv svaret. -- Vind blad. Se efter i margina-
»~ len om ni har svarat rdtt, ~- Dir stdr "tval". Rtt svap dr alltsd "tval"., --

2 . :’ -
it e {.D




. . v o Bil. 3 (B 2}
Vi liser ruta 5. Dir stdr: "Ordet boll dr ett substantiv, men oxdet kasta dr
* inte ndgot substantiv. Viﬁ«st ord 4r etts spbstantiv, boll eller kasta? Svar: Lea”
-~ Tdnk efter vilket det 4r och skriv svaret. -- Vénd blad. Se efter om ni har
svarat.pitt. —- Svaret 4r "boll", Det stdr i marginalen till vénster. —
Vi 1Hser ruta 6. Dir stir: "Hir 4 tvd ord: Penna, skriva. Den ena ordet dr
" npamn p& en sak, som du ofta hdller i. Det andra ordet 4r inte nam pd en sak,
det 4r ndgot man kan gbra. Vilket ord &r namn pd en sak? Svar: .es" Tdnk efter
- vilket ‘det dr och skriv svdret. -- Vind blad. -- Har ni svarat rdtt? -- Se.efter
=7 i marginalen, -~ Svaret dr "penna". -- .
Vi l4ser ruta 7. Dip stir: "Hir kemmer 'tvd ord: kasta boll. Det ena ordet 4r
namm pd en sak, som man kan leka med, Det andra ordet 4r inte namn pd en sak,
det 4 ju ndgot man g6r. Vilket ord 4r namn pd en sak? Svar: ves == Tlnk pfiter
vilket det 4r och skpiv svaret. -- Vind-blad, -- Har ni svarat ritt? -- Se efter
i marginalen f£ill vénster. -= o - ' .
Vi l¥ser ruta 87 Dir stdr:'"Hir" kommer tvd ord: bok, lisa. Det ena ardet dr nam
pd en sak, men det dr inte det andra. Vilket ord 4r namn pA en sak? Svar: ..."
e Tink &fter vilket det 4r och skriv svaret. —- Vénd blad. -- Se efter om ni
har svavat, rdtt. — " ) . .
Vi 1dser ruta 9. Ddr stir: "Alla ord, som 4r nam pd ®aker, kallas substantiv. .
Hir kommer.tvd ord: spade, griva. Vilket av orden dr ett substantiv? Svar: eed?
! — Tink efter vilket det 4r och skriv svaret. -- Vénd blad. -~ Har ni svarat
ritt? ~— Se efter i marginalen. -- ' . °
Vi 1Hser puta 10. Dir stir: "Alla namn pA saker 4r'substantiv, Hir kommer tva
ard: tvdtta, tvdl, Vilket av dem 4r ett substantiv? Svar: ..." -- Tdnk efter .
vilket det &r och skriv svaret. -- Vdnd blad och se efter om ni har svarat rdtt.
-< Det ritta svaret stir i marginalen till vinster..
1igg ifrdn er pennarna, -- Nu vet ni sdkert allihop hur ni ska arbeta med sdna
hir hiften. Ni ska strax fi fortsitta pd bgen hand med det hir hiftet, Fir sd~
kerhets skull har var och en fitt en kom-fhig-lapp. Dir stir det vad ni str-
skilt ska tinka pa, ndr ni arbetar. LHs igénom den. lappen om ni dr osdkra. Ni
FAp 1l¥sa den ndr ni vill och hur ofta ni vill. ’ ' ‘
Om ni, uppticker att ni svarat fel pd ndgon frdga, s& fir ni giérna 4ndra ert svan
s& det blir rdtt., . -
 N4r ni kommer till 8versta rutan pd sista sidan, kam d4 ihdg att gd tillbaka
till bSrjan av hdftet och fortsitta med den nedersta rutan p& varje sida.
Nér ni 4r Firdiga med d&t hdr hdftet, tar ni itu med de ré¥lmeuppgifter som ni
har fatt., -
. Nu f&r ni fortsitta sjdlva med det hir hiftet.” \//

~
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. T S /' Appendix 4 (p 1)
o . | | . ’
v . EXCERPT FROM THE INSTRUCTIONAL PROGRAM
. Statens Frstksskola g ’
o ‘ Linktping Exp. PUSL67
: \ Arbetshifte .
2 . . \ . .
¢ L T DEN ENKLA MENINGENS HUVUDDELAR
. Version 1 (fir grupp nr. 1 och 4)
HEfte 1 . ‘
. o . T : .' 3 -
- Namn: ___ . - Klass: ___ e
Skola: _____ e oo et e . Datm: __
A ., Arbetet med detta hifte avslutat klockan _____
‘ ¢ 1:‘ @ - * o
- T
™ . _
Note 1: In order to prevent readihg of key answers through the semi-
transparent paper, every sheet of paper in the program had a
... dot screen printed on its back., This dot screen is not inclu-
. ded 1in the program”excerpt given here, \
Note 2: The original program was printed in A51 format. To save space, s ’
two program pages are reprinted on each page in this appendix.
' Frame numbers in the upper-right-hand cornar of each frame in- o
dicate the order in which the frames should be read,
i - .
» ﬁ ' A4 a
\‘\ . 3 : . . a ",(" .
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App.

Kom ihég att du skall g igenom -

‘uppgifterna 1 nummerordning.
Bbrja dverst pd nista sida

>

4(p2)

XXAXKXXKXKXX
XXXXXXEXXXXX

,.I -
Den de], som ber&ttar nigot om subjekts= 4
delen, kallas predikatsdel.
PRE-DI-KATS=-DEL (tonvikt
ph KAT), ,
Se efter hur ordet stavas och skriv det hir:

.

22

Mo SN

subjektsdel

7

R
¢

PELLE SPRINGER,
Depna mening handlar om PELLE,
‘Ordet PELLE Hr alltsd

12

brinner

ERIC

PIA i Text provided by ERIC

JOHAN DISKAR,

Predikatsdelen berittar ndgot om
subjektsdelen.

Vilket ord 1 meningen ovan &r

predikatsdel? .
Svar:

34
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App. ? (p 3)

Ndr vi talar, anvinder vi minga
olika ord, .
Varje ord betyder ndgot.
Av orden bildar vi meningar,
DU SKRIVER.
De tv& orden hir ovan bildar en

predikatsdel

PELLE SPRINGER. .

Det ord som ber&ittar nigot om PELLE
kallas predikatsdel.

Vilket 9rd &r predikatsdel?

Svar:

HUNDEN SKALLDE, .

Denna mening .handlar inte om katten.
eller figeln. “

Den hand]pr om

diskér

Aruitoxt provided by Eic:

£y

BLOMMORNA VISSNAR,
Predikatsdelen berfittar nigot om
subjaktsdelen,

Vilket ord &r predikatsdel?

Svar:




‘

<

FAGELN FLYGER.
Den hir meningen handlar inte om
hunden eller hdsten,,

i
|
Den handlar om

APP-é"' (p4)

springer

FAGELN FLYGER.

Det ord som berittar ndgot om FAGELN

kallas predikatsdel.
Vilket ord &r predikatsdel?

Svar: P

hunden

HUNDFN SKXLLDE.

Ordet ‘ . &

. subjektsdel.

4 )
8

Aruitoxt provided by Eic:

ERIC

: . 36
vissnar BARNEN SKRATTAR.
Barnen dr subjektsdel.
" SKRATTAR r
* )
e
|
. vt Lt By
219




- : App. 4 (p 5)
« 3
fageln FAGELN ...... ‘

T FAGELN FLYGER &r en mening, men ordet
FAGELN ensamt &r inte en .

25

flyger HUNDEN SKALLDE,
Predikatsdelen berittar ndgot om
subjektsdelen.

Vilket ord &r predikatsdel 1 meningen
ovan? . .

Svar:

Den hir meninger handlar in

hunden LISA SKRATTADE.
) te om
PELLE., i .

Den handlar om

37 ’
predikatsdel BARNEN SKRATTAR.

SKRATTAR ir predikatsdel:

BARNEN &r

. L &
- 2 Yoy
O

ERIC’ | ,, ,
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mening

.

App. & (p .6)
-4

FAGELN FLYGER -

Ordet FAGELN siger vad vi talar om. "
For att det skall bTT en mening miste
vi beritta nigot om fagein.

Viiket ord i meningen berfittar ngot
om FAGELN?

.

Svar: .

skdllide

2%
VATTNET FRYSER .
Ordet FRYSER berdttar nigot om VATTNET,
Ordet FRYSER)dr alltsd

v

Lisa

_LISA SKRATTADE.
Meningen handlar om LISA,

Ordeg LISA dr, .

|
&

subjektsdel

ERIC © .-

Aruitoxt provided by Eic:

. 38
En mening har tvd delar
SUBJEKTSDEL och
PREDIKATSDEL..
Predikat;delen berdittar ndgot om

€o

&
£
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FAGELN FLYGER. .
Meningen handlar om FAGELN, Coe
Den berittar ocksd nigot m FAGELN

Den berdttar att den
—

App. 4 (p 7)
5

predikatsdel

PELLE SPRINGER. .
Meningen handlar om PELLE (subjekts#

del),

Ordet SPRINGER berittar- nAgot om

subjektsdelen,

Ordet SPRINGER &r alltsd .

subjektsdel

»

]
FAGELN FLYGER.

Vilket ord &r subjektsdel? .

(Ténk efter vad meningen handlar om. )

Svar:

Q
lz [{\!ﬂ::rzz

subjektsde]en

En mening har tvd delar:
Subjektsdel gqch
predikatsdenl,

Vilken del siger Yad meningen handlar om?

Svar:




FAGELN FLYGER.
Dessa tvd ord bildar en

App. 4. (p 8)
5 P

oY

* predikatsdel

BARNEN SKRATTAR.

Meningen handlar om-BARNEN (subjektsdel).
Vilket ord i meningen ovan berdttar

ndgot om Subjektsde]en?

Svar:

28

. faglar

EVA SPRANG.

viiket ord ¥r subjektsdel?
(Tink efter vem meningen handlar am.)

Svar:

18

subjektsdelen

ERIC

PArunext provided oy enic IS

En mening, har tvd delar:
€

subjektsdel och

predikatsdel,

Vilken del beriittar ndgot om subjektsdelen?

.-

G s
o idw

40

223




: T ‘ App. 4 (p 9)

.o . 7
mening FAGELN FLYGER.
Den hKir meningen hand1ar omT::) [
43 R ;.
; N 29
skrattar BARNEN SKRATTAR,

Ordet, SKRATTAR berdttar nigst om
BARNEN (subjektsdelen),
Ordet SKRATTAR 4r alits4

—_—

Eva XXXXXXXXXXX
AXXXXXXXXXXXXXX

19

1. POJKEN SPRANG FORT. 4
2, FLICKAN SPRANG FORTARE.

Yem handlar mening nr fuom?

Svar:

Yem handlar mening nr 2 om?
Svar:

predikatsdelen

EMC 224

Aruitoxt provided by Eic:

4

En mening har vanligen tvd delar.

¥i kallar den ena Aelzg subjektsdel

och den qura de1en

. £
s ine LD

1%



ERIC

Aruitoxt provided by Eic:

fageln

Det‘ord, som siger vad meningen
handlar om, kallas subjekts -
del.

PELLE SPRING?R.

Ordet PELLE ar subjektsdel, eftersom
meningen handlar om

App.84 (p 10) "

predikatsdel *

LAMPAN LYSER.

Denna mening handlar om LAMPAN
Meningén berdttar att lampan LYSER.
Ordet LYSER &r

1. Pojken
2. F1

POJKEN SPRINGER FORT.

Vilket ord ¥r subjektsdel i
meningen?
Svar:

XXXXXXXXXXXXXXXX
XXXXXXXXXXXX
predikatsdel

_/

£n mening har vanligen tvd delar.

De kallas

och




Pelle

App.94_(p 1)

Subjektsdel

.

ar ett .

, 1dngt ord.

Vi delar upp det i stavelser:

SUB - JEKTS - DEL (tonvikt p4& JEKT).
Se efter hur ordet stavas och skriv
‘det har:

predikatsdel

ISEN SWALTER. -

Denna mening handlar om ISEN. .
Meningen berittar att isen SMALTER.
Ordet SMXLTER ar

pojken

. X oo
FLICKAN SPRINGER FORTARE.
Vilket ord dr subjektsdel i
meningen?
Svar:

subjeﬂtsde] och
predikatsdel

ERIC .

e

SLUT PA HKFTE 1.




subjektsdel
4 o !

App. 4 (p 12)
10

Subjektsdelen sdger vad meningen
handT&r om,

FAGELN FLYGER, )
Denna mening handlar om FAGELN.
@rdet FAGELN &r alltsa n '

predikatsdel

PELLE SPRINGER j
Predikatsdelen berittar nigot om
subjektsdelen, :
Vilket ord i meningen ovan ar

predikatsdel?

" Svar: : ' -

flickan

21a
Fortsdtt nedtill pd fiorsta sidan

Jorsta siaai
i haftet.

ERIC

Aruitoxt provided by Eic:

ezrm

27




> App. 4 (p 13)

n
subjektsdel Subjektsdelen siger vad meningen .
. handlar om. ’

VATTNET FRYSER.
Denna mening handlar om VATTNET.
Ordet: VATTNET dr alltsa

5

springer HUSET BRINNER.

‘Predikatsdelen berittar ndgot om
;subjektsdelen.
» Vilket ord i meningen ovan ir

predikatsdel?

Svar: ‘3

O

ERIC

Aruitoxt provided by Eic:
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