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SUMMARY

The present stud& addresées itself to.the‘problém of.designihg'anu
automated system for iﬂﬁtruction in programming, and aiso to the study
of pfoblem-solving behaﬁ%or, as exhibited by studepts using a CAI course

° in computer programming.\‘ '

The study uses compuggr progréms written by 40 college students
during the winter and sprin% quarters of 1972 as part of a CAI course
in ATD (Algebraic Interpretive Dialogue), an algebraic language similal
to ‘BASIC. The course is self-contained and consists of 50 tutorial”

' lessons described inm detail in Friend (1973). . )
. .

i

The programs analyzed were written as solutions to 25 programming
_problems from the course; 747 solutions containing 7063 commands were
analyied. The distribu?ion of the data over préblems and over students

- is discussed,, Problem difficulty ana diversity of student solutions are

>

also discussed in detail.
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CHAPTER I ’ y

k Introduction

One of the major design problems in implementing computer«éasiated
in%::uction (CAI) coursea in computer programming is that /ﬁ analyzing
,student-written'programs in real time. An inatructional program.capab e
. - of providing response-sensitive, cpecifie 6orrective instruction for .
gstudent programming efforts should have several attributes, including " “
the ability to identify overt errors and to deliver unambiguous error | \
. méggages, the ability to determine whether /or not a'atpdant's program #%¢/ .
is a correct solution, ana the ability to determine from a partiallyfr
written or nonfunctioningAprogram the strategy preferred by the student
and‘to give aasistance‘on that basis: '
The first of thase attributeu--the ability to identify overt errors
to deliver the appropriate messages--1s usually seen as one of the
>>>>>>>> | ns of the compiler or interpreter. G&yntax errors and a few kinds
of semaXic errors fall in this category. Overt cemantic errors.that

o

ependent (such ac the use of an incorrect algebraic formula)

cannot be relepgted to the interpreter, they must be handled by a routine

that has access t;\burriculum data. However, no perfect' algorithm for
the detection of problem-dependent errojs can be written, and an 'ideal

programuing consultant' of the type degcribed above cannot be unambiguously

. ~ -

definedr

Similarly, an algorithm that provides the second 'ideal' attribute,

the ability to determine the correctness of a student's solution, does

5

not exist. It may be possible, however, to design a strategy that




usefully approacﬁes this goal, for practical purposes, and it is one of

the aims of this study to investigate how'close such a.heuristic solution

' might comil;7 ,

As for the third desired attribute of an ideal pfogramming consultant-- .

-

the problem of guiding a student along his chosen path--the problem it-
self is poorly defined and the final chapters of this report (in which a
study of the diversity of correct solutions is presented) attempt to
proyidq a greater understanding of the proﬁlem and to‘present a research

method and resultg th@b may lead to a workable solution, -

The present study add sces'itself to fthe probleh of'designing ah

automated sygtem for instruction ogramming, and also to the study .’

of probiem-dolving_béhavio;, ap éxhibited by‘studeﬁts-usingfaACAf course:

in computer programming. - e B ‘ U )
The s£udy uses computer programg written by 40 college students

during the winter and spring quarters of 1972 aélmart of a CAI course .

in AID (Algebraic Interpretive Dialogue), an algebrgic language similar

to BASIC. The course is self-contained and consists of 50 tutorial

lessons deseribed in detail in Friend (1973a).

- ' The AID course consiétu nf two computer programs, one that presents
'inst;uctionel méterial to the stgdent, and a second, the<AID gnterprgter,
which the student uses when wrifing and debugging his own AID programs.
The latter program was provided by Qigital Egquipment Corpofation, manu-

tyrer of the computer system on which the instructional system 1is,
implemented. The interpreter was modified to allow for the collection

of student responses.

9




The proéramé analyzed were written as solutioens to 25 programming

-

BN problems from the AID course. .They were. chosen'to test programming
" ability and were expectéd to be among the most difficult problems dn

the course--an expectation that was confirmed.' Npt all students at-

‘tempted every -problem; 4n all, 747 solutions contalning 7063 programming

commands were analyzed.

The format and method of presentation are the same for all of the

-

problems. After an introductory ingtruction, a problem is stated in
simple English by'the instructionél'proéram. The student.types the

¢ command 'AID' to call the AID interpréier, and he .tlien attempts to write
. T # . o .

aﬂd debug a /program to solve‘the glven problém.' During the time h€ uses

Tuat

the AID in erpreter, he 1is interacting.with the computer as a profes-

sional prOgrammer would., His attempts ‘are not monitored by the instruc-

tional program, and he is free to use any programming devices he chooseg

(he may even write programs that are unrelated to the given problem).

-

The only instruction he receives while ueing the AID interpreter is in
the form of error messages given by the interpreter 1f he attempts to
exe ’te an incorrectly tormed command .or program. The student may write

and execute any syntactically correct AID commands and may delete or
s »
r¢placg any commands+ . He may also file programs in disk storage or

ecall previously filed programs. When he has completed the program to

¢

his satisfaction--or has éiven up-~he recalls thé instructional program

by typing the command 'INST'.

s

~+ The ina@ructional program, which does not have access to the

/

student's program nor the ability to analyze it, attempts to determine

<, . . .
whether the solutlon is correct by ‘asking for selected results obtained




L&)

W

during execution of the program. If the student's report of the-per--

formance Of his’ program indicates that the solution is correct, the

o

'lessons continuq¢47lf not, additional instruction is given and the o

~atudent may be asked to,call the- AID interpreter again for another trial

>
The aequénce of instruction is under the control of the student._

,He may work eXercises in any oequence, skipping some eﬁgrciaes, returning

‘to others for review, ete. Hence, a student may encounter a problem

several times.

;+ The amount pf instruction varieg, depending both upon student per-
formance and upon the desires'of the student. Usually, after &n incorrect
response to an item one ohort corrective message ia given automatically.
The- student may ‘eall for additional instruction, in the form of jhints',
by typing a question mark. Some of the hints con ain explicitimelpﬁand

a /

occasionally even give-aocomplete.correct sblution‘to thenproblem.-
Because of the variation of the amount of instruction intervening be-
tween the studentls first trial'at a given programming’problem and
K aubsequent triale.only the data collécted‘during first trial havembeen
analyzed in detail. |
ﬁints are alco available to the student before his first attempt

»

and again, some of the hintﬂ are quite explicit. ('The use of hiﬁt&}is

-

discussed, with examples in Chapter II.) For this reason, and bec
//students are frée to chart their own pathway through the’ course, the”

amount of instruction~received before the first trial varies and affects

the proportion of correct solutions, a fact that must be mept in ming~'-

when interpreting the results reported here..

4
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An illustration of a student's 1nteraction with the 1nstructional

4 W n

program and the AID interpreter follows (the problgm is real, the student )
hypothetical). In £nis example,(and throughout this report, the 'problemo

~and the student's responses are,sﬁg;n in upper case as they appear on
- B LY v . -

: . &
The asterisk- to €the left of the student' respoa97 slgnifies~t? the ' -

7 ,
tudent that the system 1s ready to receive input. The problem shown

below is taken from_yeason 11 and is one of the problems used in the

12

research reported here.

J
144 o A

WRITE A PROGRAM THAT WILL LIST THE The instructional program states . '

' ¥ .
RADIUS, DIAMETER, CIRCUMFERENCE, AND = ‘the problem.

AREA OF A CIRCLE OF RADIUS R.- THE’I\;

USE THE PROGRAM FOR R = 10, 20, 30, - ;- .

o -// ' D '

40, AND 50. ' C . a
* 0 . ' ‘ .iThe student immedfately asks for

. L . " g hint...._ Lﬂ -,

USE THESE FORMULAS (R éTANDS FOR » «..which is given byﬁthe ingtrue-
RAQIUS) : N . ' . tional program. Formulas known by
D=2 %R ‘ - - " - nmost students dre given in the
. , . h S

hints rather than in the problem -

=43.lhl59265 % Rt2 _ statements. My
*AID ' - The otudent then calls thé AID
. ' i N N
interpreter.

i

*SET D 2*%R The student wtarts to write a

program but lnddve rtantly uhita,

o M .

the step number... -

’ . a 9.
- 6 - .

the terminal most commonly used for the AID course.

a,

[




R iy ;
iy A
'\.;} ) . -
. . .¥5.1 SET D = 2*R
%#5.2 SET:C = 2%3.1L4*R ‘
%5.3 SET A = 3.14%D12
. *5.L TYPER, D, C, A . .
*DO PART 5
) ’ : .
\
i 4
ERROR AT STEP 5.1 R= 2 -
" ¥DO PART 5 FORR =1
Lo- _‘R =1 . . .
v - D=2 .
» ‘C = 6.28
A =12.56 ~
*¥5.3:SET A = 3.14%Rt2
., *DO PART 5 FOR R = 10(10)50.
ﬁ =10 ¢ 2 (
. D= 20
.
c = 62/8
A = 3.4 \—-/
R = 20
- )
nf? ,
Ed > . 7

...and receives an error message

indicating that he attempted to "

P oo
Lt a

\ixgse an ;%?efined variable.

The student ‘corrects the error and

continues to write the program

7

withéut’syntéx errors.

B
R

i s

The student tries to execute the A 

program, but fails to specify a

value fér R...~' '

...and receives an error message.-
The student correctly executes’

the program.

s

BT N .

“The student replacesg S?ép‘5.3 to

correct an algebraic error...

o

...and then executes fhe pfogram

for the values of R specified in

'the'problem.




b

N

After the program stopi, the stndent

A ’ calls the instructiohal\program...
WHAT IS THE CIBCUMFERENCE OF A ...which asks for a selg&ted result.
CIRCLE WITH RADIUS 307" . . . | _5, |
- %1884 ;‘ | _ The student reports;the result he
- obta1ned...

...and is Judged correct by the

l

1nstructlonal program. = The in-
_structiona; program used 3.14159265
as an approximation for « rather
than 3.14 as used by the student.

For this problem, any response that -

agrees with the coded correct answer »--.. . .

to four -significant digits is con-
’ - B

sidered correct.

Had the student 5. response to the last gquestion indicated that his pro-

gram was not functioning’correctly,xhe would have been told to ask for

as many hlnts as he needed and then to try agaln. The aIéebraic formulas

o

would have been repeated in the hlnts, with the final h1nt giving a

correct solution thdt the student could copy. . -
; . :
‘Had the_above»work'heen done by a real'student, all'student input-
between the two commands :AID'tand 'INST' would haye'been*stored as data
. by the AID l?&C*HLCLer..‘<Other respenses, including the init;al request

‘for a h1nt -would have been COllected by the \dinstructional program, and

- are not analyzed in this report \“Except for characters of lines erased |

by the student immediately after they are typed every character typed

P




informatLOn--the student 's ident fication, the problem number, and the 4

(, 3

” . : i '

L/
date-and, tfhe--is stored With each data block.‘
The ‘data’ are presented in some detail: in Chapter III following the
description of\the programming problems in Chapter TI. The distribution

of the date over problems and over students is discussed, summary sta-

tistios of the/numbeﬁ/of,AID commands typed and the rumber of commands:

executed are<;iven, and\the\numberioé occurrences of different kinds of |
ATD commands 1s reported and compared with the predicted-proportiens of

the kinds of commandd’ - K i SRS I,f ' .

§........-......-.,........ [EOPPR
-

In the.remaining chapters, two different kinds of analysis are

presented. Discussion of,problem di_fieulty occupies Chapters IV, Vy .
and VI. ‘Chapter IV describes several methods, for determining the pro-

portion of correct and partially correctlsolutions, and derives the'

L1

) statistics that are used later in the development of fonnulas for

3

;measuring problem difficulty, the distribution of correct solutions is

i also discussed _ Chapter v reports an analysis of overt errors. Errors

';' are- classified as either syntactic or semantic, and each of these classes -
" is further subdivided. The distribution of errors over students is shown,
and;a ‘measure of error rates developed. Beth the number of errors and
,the error rates are used in measuring problem difficulty. In Chapter VI,

19 measures of problem difficulty are defined, and the correlations
between palrs of measures arengiven. Ten characteristies of the problem-
.that_might affect problemidifficulty are discussed and measured. These

Y

ten characteristics were used as independent variables in stepwise

N

multiple lineer regressions from which linear formulas for predicting .

. . . ) ‘ ) \




problem difficuity.were developed. The analysis of\problem difficulty:' f_
reported 1s smmilar to that 1n Moloney (19723 of proofs written by stu-
dents in a CAT couzse in-legic. ‘ B B . L
The second hind of analvsis is a study of the diver51ty of student
7-solutions, and in this I am indebted to Dr.‘Michael Kane -(1972) for the'
methods that he developed-for a similar analysis of proofs produced by
students in the CAI logic course. The use of equivalence relations
reported hegte is adapted‘from'Kane but the method of measuring diversity
is somewhat different fro Kane's‘method of measuring variability of..
' student-written proofs. : _ | .
| Equivalence of programs is discussed in Chapter VII. iFour defini- :
tions of equivalence ‘are given, and the 551 correct and nearly correct‘
solutions’ found in the data are classified by each of the four definitions.
In Chapter VIII four measures of diversity of solutions'are defined, and“
the effect on diversity of several characteristics of the problems and
the’curriculum is investigated., Stepwise multiple linear regressions
were then used to develop linear formulas for the prediction of diversity.

The final chapter summarized the findings of this study end discusses

their implications.

-




Description of Progfemming Problems | , - o
. : z
| o | o
 The 25 progrémming problems useé for this study are displayed below,

together with eXpeéted conrect solutions. The solptions given are
anticipated as fhe most likely correct solution to each problem.._(Thr
chagter closes with a dis ussion‘of why these solutions were cposen.)
The programs written by students (Appendix A) are diécussed in Chaptérs.‘
VII and VIII. / : o o o
Although comments on the,contex? in which each problem appeared are | ‘J
inecluded, there are no explanations of thenAID programst A descriptibn ‘
of the ianguage is given in Friend (1973). Each problem is:identified
by the lesson number and.the problem used in the cou;éé; the identifier | ‘
L 16-4, for example, refers to Lesson 16, Problem 4. The optional hints "f
'are shown following the pfoblem statement. A student who asked for a | ﬂw

hint received the first hint listed. A second request brought the Second ‘

- hint, and so on until the hints were exhausted.

L 5-30: 1 CENTIMETER = .3937 INCHES. CONVERT THE FOLLOWING LENGTHS

TO CENTIMETERS : .
6.9 INCHES ' - .
7.445 INCHES
23.9753 INCHES

Hint #1:
X CENTIMETERS = Y INCHES/.3937 y A —_—

Hint #2

TO CONVERT 5 INCHES TO CENTIMETERS, DIVIDE 5 BY 3937

Correct solution: | . ' .
" SET K = .3937 - : |
TYPE 6.9/K, 7.445/K, 23.9753/K

11
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Technically, Problem L 5-30 is not a programming problem, because the
concept of a stored program is introduced later; and the student is
expected to use direct (immediately executed) commands to solve the -
problem. Only two AID commands, TYPE and SET, have been introduced by
Lesson 5, and thosé only in their direct form. When the student's
"solutions were graded for this study,-a SET command was not required,
since &E}s was not requested in the“problem statement.

: i ;

L 8-9: USE A "LET" COMMAND TO DEFINE A FUNCTION THAT GIVES THE
" RECTPROCAL OF X. USE YOUR FUNCTION TC FIND THE RECIPROCAL OF
119.4 . e
- 67.313 | - LT
- 6+ h . -

Hint #1: , . .
THE RECIPROCAL OF X IS 1/X. . . §

Hint #2: :
USE THE COMMAND

LET R(X) = /X )
TO DEFINE THE-FUNCTION. :

Hint #3: - .

USEZTHESE COMMANDS : . . &
TYPE R(119.4)

TYPE R(67.313)

TYPE R(6 4 4)

Correct solution:
v LET F(X) = /X
TYPE F(119.4) .
TYPE F(67.3%3)
TYPE, F(6 + L)

This pyoblem is more nearly a 'programming problem' than the preceding
one, since it requires the use of a stored formula as a specification

of an algorithm. The use of the LET command was introduced in Lesson 8,

and this' is the second problem in which students were required to use
such a cammand. Unless a student defined and used a function for this
problem, his solution was censidered incorrect since the problem state-
ment specified that a LET command was to be used.

1

i

\ 7 : : ‘ '
L 8-27: DEFINE A "VOLUME" FUNCTION THAT WILL GIVE THE VOLUME OF A
CYLINDRICAL TANK OF RADIUS R AND HEIGHT H. (VOLUME = 3.1416 TIMES ~

12



N

THE RADIUS SQUARED TIMES THE HEIGHT.)
FIND THE VOLUME OF 2 TANKS:

.TANK ‘A IS 57.5 FEET HIGH AND HA A RADIUS OF 18.
TANK B IS 65 4 FEET HIGH AND T7E RADIUS IS 73 FEET.

Hint #1: e
USE THIS COMMAND TO DEFINE-THE "VO " FUNCTION )
LET V(R, H) =-3 1L16%Rt2xH

- Hint #2: - .
AFTER THE VOLUME FUNCTION IS DEFI D, ~HSE/THIS COMMAND TO FIND

THE VOLUME' OF TANK A:
TYPE V(18.6, 57.5)

Correct solutien:
*LET V(R,H) = 3. 1&16*R?2*H
TYPE v(18 6,57.5), V(19.3,65.4)

This is the first problem in whijch a function of* two variables is used._
Note that the formula for the volume of a right cylinder is given in
the problem statement; formulas that are likely to be known by most”
students (e.g., area of a circle) are not ordinarily given in the

problem, but are given in the optional hints.. / X
7 /

: ‘ ;
. L 8-28: DEFINE A FUNCTION TO CONVERT DEGREES FAHRENHEIT TO DEGREES
| CENTIGRALE. THEN CONVERT THESE TEMPERATURES TO CENTIGRAIE:

o, 10, 32, 72, 212

hd )

Hint #1: '
TO CONVERT TO CENTIGRADE SUBTRACT 32 AND MULTIPLY BY 5/9.
Hint #2: - .
. DEFINE A "CONVERSION. TO CENTIGRADE" FUNCTION LIKE THIS: .

LET C(F) = 5/9%(F - 3°)
WHERE F STANDS FOR "DEGREES FAHRENHETIT."

Correct solution: . . = ' ‘
LET C(F) = 5/9(F - 32) N
TYPE ¢(0), c(10), ¢(32), c(72), C(212)

This problem is similar to L 8-9, which also required the use of a
function of one variable, although here the formula is somewhat more
complex.

,

. < | \ : ‘
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L 9-3: WRITE A FUNCTION HKA B) THAT WILL FIND THE LENGTH OF THE

. HYPOTENUSE OF A RIGHT TRIANGLE IF THE LENGTHS OF THE OTHER TWO SIDES

ARE GIVEN BY A AND B. TEST YOUR FUNCTION ON THESE TRIANGLES :

l-A=_3,B=’4
2. A=12, B= 12
3. A=1/2, B= 3/4
L. A =9, B=13.2 ;
’ ~ ¢
Hint #1: |

THE HYPOTENUSE OF A RIGHT TRIANGLE IS EQUAL TO THE SQUARE ROOT OF
THE SUM OF THE SQUARES OF THE OTHER TWO SIDES.

]
Hint 42: \
HYPojENUSE = SQUARE ROOT( (SITE A)*2 + (SIDE B)12)

Correct solution: ( \
LET H(A, B) = SQRT(At2 + Bt2)
‘TYPE H(3, 4y, H(12, 12), H(1/2, 3/b4), H(9, 13.2)

The standard functions SGN, SQRT, IP, and FP were introduced in
Lesson 9; this is the first programming problem that uses SQRT, and
also the first problem that allows the student to define a function
in terms of a standard function. Hg¢wever, since the problem did not
specify using the function 'SQRT, solutions that used other algebraic
formulations were also comsidered correct

L 9-8: WHEN AN TNTEGER M IS DIVIDED BY AN INTEGER N, THERE IS A
QUOTTENT AND A REMATNDER. WRITE A QUOTIENT FUNCTION Q(M N). USE
THE FUNCTION TO FIND THE QUOTIENTS FOR THESE VALUES OF M AND N:

M- 5172 - 38
M- 13 N 87 .
M. 768 N - 101
M~ 6480 No.o15
Hint #1:
FOR FXAMPQE 14/3 HAS A QUOTIENT OF 4 AND A REMAINDER OF :
Hint #°:
USE THE TP FUNCTION TO FIND THE}QUOTIFNT
g /
Correct colution: 8 ,
LT Q(M, M) - TR(M/N) % ,

TYPE Q(917“,?8) Q(13,87), QQ;@B ,101), Q(6h80,15) /-
This ic the firet problem requiring the Use of IP, the 'integer part'
function. . /
Tk

lhéfﬂﬁ
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L 10-12 WRLTE AN INDIRECT STEP THAT WILL CONVERT MILES PER HOUR TO
FEET PER SECOND. THEN CONVERT ALL OF THESE TO FEET PER SECOND:
10 MILES PER HOUR . ; :
100 MILES PER HOUR | o
' - 65 MILES PER HOUR
. - 1023 MILES PER HOUR

£
Hint: :
IF £ ANDS FOR SPEED IN MILES PER HOUR, THIS COMMAND WILL GIVE THE
S E IN. FEET PER SECOND.
S%5280/ (60%60)
Qorrect folution: " i

3.1'TYPE Sx5280/(60%60)
DO STEP 3.1 FOR S = 10, 100, 65, 1023

With the introduction of the concept of stored-commands and their
" execution in Lesson 10, the first true programming problem in the
course is presented.

L 10-19: WRITE AN INDIRECT STEP THAT WILL TYPE THE SQUARE ROOT OF X.
DO THE STEP FOR X = 1, 2, i},..., 10.

Hint:
IN THE SEQUENCE
1, 2, 3y wouy '
THE INITIAL VALUE IS 1
THE STEP SIZE IS 1 N .
THE FINAL VALUE I3 10 : / ‘ "

correct solution:

5.4 TYPE SQRT(X) :

DO STEP 5.4 FOR X . 1(1)10 : ‘ e

B

This problem is similar to the preceding one, which also requires that
a single stored command be iterated several tifes. The instruction
intervening between these two problems explains the use of the range
specification in FOR modifiers, and it was anticipated that students \\

would use that device in solving this problem.
8-

/".
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1 11-11: WRTTE A PROGRAM THAT WILL LIST THE RADIYS, DI
CIRCUMFERENCE, AND AREA OF A CIRCLE X OF RADIUS R\ T
PROGRAM FOR R = 10, 20, 30, L0, AND 50.

\ .
Hint: o IR
USE THESE FORMULAS (R STANDS FOR RADIUS): \

: D = 2%R ~ (D = DIAMETER)
= 2%3.14159265%R (Cc = CIRCUMFERENCE)
A 2, 1h159265*R12 (A = AREA) T

2%R

2%3.14159265%R

3.14159265%Rt2

D, C, A

DO PART\2 FOR R = 10(10)50

In Iesson ll the student is taught how to write and execute sequences
of stored comm inds.. This is the first problem that requires the student
am consisting of more than a single command.

3 \
L 12-h: 4GRITE A PROGRAM THAT WILL ASK YOU FOR 3 NUMEGRS, A, B, AND C,
AND THEN GIVE YOU\THE AVERAGE OF THE 3 NUMBERS. AFTE YOU HAVE TESTED
YOUR -PROGRAM USE I{' TO FIND THE AVERAGE OF

A = 179.053

B - 23.7 I ’ . :
C = 271.0015 . L

Hint:

<TQ FIND THE AVERAGE OF 3 NUMEERS, ADD THE 3 NUMJLR" TU(ETHER AND

DIVIDF, THE SUM HY 3.

Correct solutior:
2.1 .BEMAND A
2.2 DEMAND B
* 2.3 DEMAND C :
2,4 TYPE (A + B + C)/3 -
DO PART 2

The DEMAND command has just been introduced and this 16 the first
problem that giyes the student the opportunity to use it.

\ A
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L 13-29:" WRITE A PROGRAM THAT WILL CONVERT YEARS TO MONTHS. THE
PROGRAM SHOULD ASK FOR THE NUMEER OF YEARS AND THEN PRINT THE NUMEER

16 YEARS .
, 100 YEARS - -~ . :
2593. YEARS . , _ .

—

Correct solufion}
8.1 DEMAND Y , Coe _ . Lt
8.2 TYPE Y%*12 ) f
DO PART 8, 4 TIMES e -
& , - ¥ $u>>‘

Id

Lesson 13 is one of seven tests contained ih the course. Because this
problem is a tést item, no hints are provided. Although the problem
4is similar to Problem L 12-4, notice that it was anticipateq ‘that
students would use a TIMES modifier, which was intrcdnced iA Lesson 12

after Problem L 12-4. , _ .

/

L 15-15: WRITE A PROGRAM THAT WILL FIND THE SMALLER OF TWO NUMEERS
X AND Y ’

. .
° i AL ’
.

¢

.

Hint: /
REWRITE THE PROGRAM IN PROBLEM 14 SO THAT IE;&TPES THE SMALLER NUMBER
RATHER THAN THE LARGER, . L : .

Treet_anlgiion: v
. DEMAND X ’

DO PART P ‘ .

The problem immediately preceding this- one serves as an example of a
program that types the larger of two numbers. The exaemple 1s identical
to the correct solution given above except that the symbols > and < are
interchanged. The conditional clause was introduced in lesson 15 and,
except for a problem that requiresc the student to copy a program glven
in its entirety in the text, this is the first problem that uses con-
ditional commands. 1In grading the solutiens to this problem, the
studant's program ic nnot required to provide for the case X = Y.

OF MONTHS. ) bl
USE YOUR PROGRAM TO FIND -THE NUMBER OF MONTHS IN




Yy

L 15-17: ‘WRITE A PROGRAM THAT FINDS THE{SMALLEST OF L NUMBERS.

[ Yl i

: : WA

Hint: e o - L f\\\\HE . _ )
CHANGE PART 51 -(FROM PROELEM 16) SQ THAT IT FINDS THE SMALLEST OF L -~
NUMBERS INSTEAD OF 3. ; e AT ,

Correct solution:

NUMBER IS"

2

t
|

This problem requires modification of a simila; program (used to find

the' smallest of three numbers) given as an example in the exércise that
precedes this one 1n the cq;riculum.

t
o

. : ] . » . .
L 15-18: WRITE A PROGRAM THAT TYPES THE LARGEK OF 2 NUMBERS AND THEN
THE SMALLER. = - - L,

' : . ’
N

Hint: ' : - (.
REWRCTE THE ABGVE PROGRAM SO THAT IT TYPES THE LARGER NUMEER FIRST,
" INSTEAD OF THE SMALLER. : : _

Correct dolution: R - . ‘ ‘ '
1.1 DEMAND A : " .
1.2 DEMAND B
1.3 TYPE A,
1.4 TYPE B,
1.5 TYPE A

%

A>
B 1

IF
IF
A

B
A
IF _ ,
DO PART 1 .

=
) N . v 5

Again, only ‘a slight modificatlon of a sample program ig required. The
text for this problem includes & example of three pteps cimilar to.
Steps 1.3, ‘1.4, and 1.5 above, with < in place of >. ¥Salubion%nyere o
considered correct even though they falled to provide for the case A = B.

’

- . .-
u’
- 2




L 15- 21: WRITE A PROGRAM THAT WILL PRINT "SAME" IF ALL THREE NUMBEERS .,
X, Y, AND Z HAVE THE SAME SIGN. THE PROGRAM SHOULD PRINT "DIFFERENT" <

IF THE NUMEERS DO NOT ALL HAVE THE SAME SIGN.
: 2

\Hint
CAN YOU USE A COMM.AND LIKE TI{[S?

SET A=1IFX>0AND Y > 0

Correct solutiong
- 9,1 DEMAND X

DO, PART 9

Preceding this problem is-an example of & program that’ determines
whether or not two numbers have the same sign. That problem is the
first 1n the course in which conJunctions are used.

-
SO

v
i

T

L 16-4: WRITE A PROGRAM THAT WILL DEMAND A RADIUS R AND THEN CALCULATE
THE AREA OF A CIRCLE WITH THAT RADIUS. UoF TWO PARTS, ONE FOR THE MALN
PROGRAM AND ONE FOR AN ERRGR: ROUTTNE TO BE USED IF R TS NEGATIVE.

/,
7

Hint #1/ '
- THE AREA OF A CIRCLF 12 3.141590265 Ru. ‘

Hint #: . :

FIRST, (:ET THF RADIUG BY USING A DEMAND COMMAND,

SECOND 'DECTEDE WHETHEEK OR NOT TO GO TG THE ERROR ROUTINE.
- THIRD, TYPE THE. AREA.

Correcx solution:
3.1 DEMAND R
3.2.TO PART 4 IF R < O .
3.3 TYPE 3.14159265 % Rt2 ) . N+
4.1 TYPE\"A RADIUS CANNOT EE NEGATIVE": ;_ .
DO PART 3 - e

This problem uses the branching command TO, which has Just been intro-
duced. An almooct idéntical error routine 15 shown in a preceding -problem.

19 .
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A PROGRAM THAT.WILL TYPE 3 NUMEERS A,’B, AND C IN *
“USE SEVERAL PARTS TO MAKE IT EASIER TO CHECK EACH ~

L 16-6: WRITE
NUMERIC ORTER.

PART.

. ‘ - LU
PART 1 SHOULD FIND THE SMALLEST OF A; B, AND &, AND THEN » . '
...BRANCH TO PART 2 IF A IS SMALLEST. . e SO S
.. .BRANCH TO PART 3 IF B IS SMALLEST. ewo U
...BRANCH TO PART L IF C IS SMALIEST. . - . . . e
Hint #2: ST |
PART 2 SHOULD EE USED I¥, A IS THE SMALLEST OF A, B, AND C. _

PART 2 SHOULD DECITE WHICH OF ‘B AND C IS THE- SMALLEST, ETC.
~. Correct solutiom? g Ty . Lo L
~ 1.1 DEMAND A. _ SR B Tl e
1.2 DEMAND B - R : - W
1.3 DEMAND C ¢ - SN el e e BT
I.4 TO PART 2 IF A <= BAND A <= C . SR
1.5 TO PART 3 IF B <= A AND B<= C" N Ee
1.6 TYPE C, A, BIF.A<= B 5t :
1.7 TYPE C, B, AIF B> A . a
2.1 TYPE Ay B, C¢IF B<= C, T e
2.2 TYPE A, C, BIF.C>B ~ ,
3.1 TYPE B, A, CIF A<= C
3.2 TYPE B, C, ATIF C > A ’
DO PART.- 1 . s
This problem“fs._dne of the langest and perhaps the most difficult . in

the entire course. The student has uced TO imiéonly one other problem
(i 16-4 above), and no gimilar program is shown in the letsor. In
grading the solutions to this problem the programs were expected to
function only for unequal values of’ A, B, and C. -

Ot - )y _
/ 4
. L 23-7: WRITE A PROGRAM THAT WILL PRINT THE MULTIPLICATION TAHLE

UP TO 5 TIMES 5. ) . _ ~
Hint: ’ ' _ .
THE PROGRAM SHOULD, PRINT SOMETHING LIKE THIS: . '

MULTIPLICATION TARLE , ‘ _ -

1.2 3 Lo 5k ” ,

2 4 6, 8 W F -

3 .6 9 1:2 15 ° ’

y 8 12 16 20 K . )

‘s 10 c15 20 25 7
[ L O
: <b -
g




Correct solutlon' . : C )
3 i SET X=1 ‘ : : *
L2 TYPE X, X%2, X3, X¢h, X*5 IN FORM T ).
. L3 SET X=X+1" . . ‘
o L. TO STEP k.2 TFX <=5

. ]
. ) . -

FORM 7:
I e g ’ . o : . . *
DO *PART L= S o R
.This ig the first program tg use a loop (introduced #n Lesson 23), afd
it was anticipated as a difficult problem, because/no similar progrg
~was shown previously. The student is allowed to print fesults ip esgr
form rather than in the tabular form qhown above. S ) </,
;‘eh -1 TE A PROGRAM;THAT WILL DEMAND A VALUE FOR N, AND WILL THEN .

T TlAND COUNT.UP_TO N,

XAMPLE IF YOU GAVE 7 AS THE VALUE FOR N, THE PROGRAM SHOULD TYPE

ﬂc\\nrwr\)l—'

Hint: L _— . : :
THIS PROGRAM IS THE SIMPDEST POSSIBLE KIND OF LOOPING PROGRAM.

IF YOU CANNOT FIGURE OUT HOW TO ‘DO IT, YOU HAD EETTER GO BACK TO
THE BEGINNING OF LESSON 23 AND READ, THE EXAMPLES VERY CAREFULLY.

¢

Correct solution: ‘ ; :

DEMAND N

DO PART 6 - : : - o /x.»

&

The use ‘of loops 1terated a variable number of times is discussed in
' Lesson 24, the secorid lesson on loops, and this simple problém (with
the ungpipful hlnt) is the first programmlngyprostm in the lesson.

173 .
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v~ L 25-8: HERE IS A PROGRAM WITH A LOOP: - s

g - 3.1€ET C=1 K S s
3.2 TYPE 1/C =~ - O = B
3.3 SET C = C# | RO
3. TO STEP 3.2

REWRITE THE PROGRAM

\*

. i

— . ‘ — ;
qFrrect solution: '

\
E Lesson 25y, and this is the first programming problem requlrlng such |
"a transtormation. . ‘

.. USE A

T 26-5: \ WRITE A PROGRAM TO CONVERT INCHES TO FEET AND INCHES
"DEMAND" COMMAND IN A.LOOP. ' '

Correct solutlon. ‘ -
- 4.1 DEMAND I

4.2 SET F = IP(I/12) . o
4.3 SET I = I - 12%F b o
L.h TYPE'F,,I IN FORM k4
e _4.5 TO STEP k.1 : ’
., TFORM h: - A
<< FEET, <+ INCHES o S
DO PART b

N

Since the executlen oé///program qontalnlng a DEMAND command can be
: halted by answering t

loops that incorporate DEMAND!s are acceptable in AID programmlng.

They’
are explained in Lesson 26. , AN
L 29-19: WRITE. A PROGRAM 'TO FIND WHICH OF THREE NUMBERS A, B, AND C
IS CLOSEST TO 13/17 L - .
Hint: ' S

USE THE ABSOLUTE VALUE TO FIND THE DISTANCE.

FIRST FIND WHETHER A OR
B IS CLOSER TO 13/17.

THEN FIND IF THAT ONE OR C IS CLOSER

T e 22 f

o . Ty : S
IF 8 o . ; ,4’ ... - o . - ‘s\ ,
S0 THA YOU QAN USE A "FOR" CLAUSE. -

. ° .
. e
. .
. .

A 1.1 TYPE 1/C R SN Y
& DO STEP 1.1 FOR C'= (1)7 o ‘ o '. o |
..~ The equlvalence of two methods of itérated executlon is dlSCUSSEd in |

TEMAND.with a carriage retdirn, seemingly endless '




o,

Correct solutlon ' : -
- DEMAND A

DEMAND B , ,
DEMAND C o 3
TO PART 2 IF !B - 13/17' A - 13/17F 0 .

TO PART 3 IF !C - 13/17! < = !A - 13/17!
TYPE "A IS CLOSEST TO 13/17" ' .
TO PART 3 IF !C - 13/17! < = !B --13/17!
TYPE "B IS CLOSEST TO 13/17" - /- .
TYPE "C IS CLOSEST TO 13/17” (

«DO PART 1 ,.

-
e s . @

.

WD
H N = OV W D

.

-

dlscusses tne use cf absolute value for flnd ng distances between
points on the: number line.” No program similar to the abbve is used ™
in examples. This problem is probably one of the most {ifficult in
the course, primarily because the obvious approach (us¥ng conjunctions)
produces nommands that are too 1ong to be correct AID commands. Solu-

shown above does not do thls) o

LY

PR

L 32-5: SET L EQUAL TO THIS LIST OF NUMEERS:

. 1,7, 14, 2,5, 21 j

WRITE A PROGRAM THAT WILL TYPE ALL OF "THE NUMEERS AND GIVE THETR SUM.

THEN CHANGE THE LIST TO THE FOLLOWING AND RUN f'HE PROGRAM AGAIN, ;
5, 50, 100, 0, 1, 2 o

 Hint #1:-

ANOTHER HINT IF YOU NEED MORE HELP:

Hint #2 : PR
S, AT THE END OF THE LAST PROBLEM THERE IS A [PROGRAM TO SET THE VALUES
0%, A LIST. THERE ARE OTHER WAYS TO DO IT) AND YQU MAY TRY ANYTHING
“YOU- 4JKE. USH A MAIN PROGRAM AND A SUBROPTINE FOR THE REST OF THE
PROBLEM, THERE IS ANOTHER HINT IF YOU D IT.
5 ) o
‘Hint #3 : e T T .
IN THE MAIN PROGRAM -- THE COMMAND TO| REPEAT THE SUBROUTINE FOR EACH )
NUMBER IN THE LIST; THE.COMMAND TO PRINT|THE SUM. :
\  IN THE SUBROUTINE -- THE COMMAND TO PRINT A NUMBER IN THE LIST THE
COMMAND TO ADD THAT NUMEER TO THE SUM.

~
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' Correct solution:
2.1 DEMAND X
2.2 SET L(I) =
DO'PARTDQ FOR I = 1(1)5.
O .
DO PART i FOR I =1(1)6

This {s the first programmlng problem in Lesson 32, which introduces
lists and indexed variables. This problem is quite difficult, since
the applicable strategies other than for input are not discussed pefore
“this problem is glven

L 32-8: WRITE A PROGRAM TO FIND THE AVERAGE OF 'THE NUMBFRS IN A LIST

' OF TEN NUMEERS. TEST YOUR PROGRAM ON THESE TWC LISTS:

A, -10, 0, 1, 5, -3, 28, 17, 6, 11, -7 :
-.4, 2.5, 3.1, =5. 8, o 7.1, 4, ’8. 9, -2, 3. 1

[

: ¥
Hint+

_ AVERAGE = SUM OF VALUES TN LIST/ NUMEER OF VALUES IN LIST.-

Correct solution:.
3.1 DEMAND X
3.2 SET L(I) = X
DO PART 3 FOR I = 1(1)10
4.1 SET S = .
4.2 DO STEP 5 1 FORT = 1(1)10
4.3 TYPE S/10 . A
5.1 SET S = S + L(I) . ) A
.DO PART 4 T e : - "

This problem shouid\ngt_be difficult for most students, since the pre-
ceding exercise shows an example of a program that computes the average
of the numbers in a list of five numbers

\

:\ | B B

I 32-19:* WRITE A PROGRAM TO FIND AND PRINT ALL THE NUMBERS LESS THAN
30 IN A LIST OF 10 NUMBERS. TEST YQUR PROGRAM ON THIS LIST: ‘
lO, ko, 39, 19, 28, 31, 30, 29.999, 16, 37




" Correct solution:
5.1 DEMAND X
5.2 SET L(I) =

DO PART 5 FOR I =
1.1 DO PART 2 FOR I = 1{1)10
2.1 TYPE L(I) IF L(I) < 30

: DO.PART 1

1<i>1¢'*

This progrem is simpler than the precedifig one (L 32-8), but no model
is given in the lesson. Solutions.that use < in place of < were con-
sidered incorrect.. : - S :

*

]

This concludes the list of progremming problems used' in this study.
: ’ ‘ I .

None" of the anticipated solutions are lengthy programs; the lgngest con-
. : ’ : - o,
, a

tains 12 commands and most require two to five commands. Although»many‘
of these problems appear simpile, the students did not‘find.them SO. For ]
this reason, olutlons were not -graded strictly; in some cases programs

were considered correct even though they contained discontinuitles not, 7‘. .

present in the eXpected solut;ons~(for example, failure to account for

.

J C . . T )
"the case X=Y in Problem L 15-15). - T

I turn now to a discussign of the oonstructLon ofzexpeoted correct

The rules followed are listed in the order in which they were applied.

1. Only lexical elements and grammatlcal CDnstructions that had

.
~ -
-

been previously taught were ‘alloweds -

- LN

2. If a correct program or part of a proéram was shown in the

solutions. The criteria used for this task were not completely objective.

problem statement, or in one of the hints, it.was used. ’ -

°

\ 3. I& an applicable strategy was mentioned in the problem statement

or in one of the hints, that strategy was used.
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~arncas.
e a
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~acncas,
e
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1 or part of i’ghmiiar program was shbwnvin

thé-prob 1 statement, or in one of the preceding four exercises, "it

4. If A similar progre

tararag

 was adoptefl, prowided rule 2 and 3 Vere not viglated.

-t wn«'m\,., .y

5. Ifan applicable f

Y

. ecurrent-lesson, it was us

violated. u ' \

6, Qf the correc solutions thét satisfied the above requirements,

the shortest wes chgsen. The shortest solution is defined as that which

requireé the fewegt characteys for the program*and the commands necessary

to execute it folr times.
ed correct solutions obtained by.these rules are neither

The expe
‘the shortest/nor the most efficient solutions, and in a number of ‘cases
oA students pyoduced more elegant programs. How well students' solutions

’ if it differed by no more than optional spaces, hames for veriables, and
) step n;mberé. (This conception of program equivalence is the first one

. discusped in Chapter:VIT and a more précise definition is’gIVen there. ),




Table. 1

Comparison of Expected with Student-written

' Correct Solutions

Problems for which the expected solution

was moét'frequent

occurred but was
not most frequent

LY
did not occur

L 11-11

L 5-30 "L 8-9
L 8-27 L 8-28A L 15-21
L 9-3 L 9-8 L 29-19
L 10-12 L 15-18 L 32-8
T, 10-1Y L 26-5 L 32-19
L 12-k4 |
L 13-29 o
‘L 15-15 .
L 15-17
L 16-L
. L 16-6 * -
L 23-7 **
S L 2hk-11
L 25:§ . )
L35 : —
* The expected solutiﬁn'was given by only one student but ?g'g T T
nther correct solution occurred more frequently. :
*#% The expected solution was given by two“students.
‘
7 ag




CHAPTER III : . ~

Description of the Data

| : o ' |

The data consists of the (recorded) uork performed by 4o .gtudents
on 25 programming problems. Students worked a total of 747 problems.
The distribution of number of problems attempted is shown in Figure 1.
The number ranges from five to.25, with a mean of 19. Because the .
1971 =72 Aiﬁ course was student controlled, students wcre permitted to
work problems in any order or to skip problems, thus, some students who
completed all 32 lessons did not attempt eyery problem. In addition,
several students did not cdmplete 32 lessons, resulting in a steady
decline from the first prbblem to‘the iast in the number of ,students
attempting a problem. This distribution-—the number of students
attempting each problem--is shown in Figure é.. The number of attempted
solutions for a problem ranged from 14 to 38, with a mean of 30..ercause
of the high variance in the number of problems attempted by each student 2
and in the number of students who attempted eacn problem, most of the
statistics cited hereafter are given as’ proportions. | B

The fact- that a student attempted a problem.tells us 1ittle about

". how much work he did or how close he came to solving the problem. The

correctness of students' solutions is discussed in the next chapter. A

good indicator_of'the amount of effort expended 1is the number of AID }

eommands typed while attempting to solve a problem. A total of 7063

commands®were typed by all students. "The number of comm&nds typed for

a problem ranged ;rom'l to 72, with an average of 7.1. The average ' S

‘numbér of commands typed for each problem is shown in Table 2.
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' Table 2

Comparisons of Number of Commands Typed and Executed
for Observed and AnticipatedASolutions

.. . 3 *

-

Number of Commands

. Typed in student : i . Executed in
.Problem ~ solutions In anticipated student solutions
number (average) . . correct solutions (average)

L5-30 3.7
18-9 3.2
- 18-27 | 4.5
18-28 5.4,
- E9=3° | 7.1
L9-8 | S5.b
L0-12° |, 2.9
110-19 | 3.3
L11-11 | ~mr”/
L12-h 7.8 |
113-29. | 6,6
115-15 © | 11.2
| 115-17 - 13.3
115-18 . 9.1
L1521 | . 15.0 .
L16-U 9.5
, L16-6 22.6’
123-7 4.2
12h-11 '
© 125-8
1.26-5
129-19
132-5
1L32-8
L32-19

3.5
2.9
3.7
Y
5.3
bk
2.3.
2.8
5.9
6.8
b
7.1
10.3
7..1
11.8 -
7.4
14.3
11.7
8.2
-3;6 -
8.0
7.4
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~ As oné wduld expect, the average number of'commands typed per

[N : e

problem varies considerably from one: problem to the next. As shown in- .
U

_..Pable 2, the average for Problem 18-9 is,3 2 1ines while the Jverage

for L32 8 is 23 5 lines] e/cqmparison between mhe/average number of
commands typed and the number of COmmands used in .the. anticipatea correct
solutions is_shoWn in Table 2.' The number of commands typed ;s consis-
tently greaber;than, in/}act almoat dgublé,~the number of commands in the
anticipated solutions. One must conclude that the students’ attempté to
solve bhese problena were not curaory efforts.  The correlatipn between

"expected and observed values is quite good; T = .834.

'Perhap5'a-mbre useful measure of the amount of effort expended than
the‘number ef~commands_ty§ed 18 the number ochommands-eXeeuted:‘ Of the
7063 typed commands, 5177 were executed. Thus, 1886 of the typed com-
mangl_s--26 percent of the total--were unused, either becoge no attempt
waa maae to execute them or because they contained errora that'prevenbed
their enecution. We aee in Table 2 that the number of commands in the
anticipated correct solutions is less than thé’nnnber executed, although

! thevdifference is nobﬂaéwgreat as that for typed commands. There are,
however, three problems for which the average number of executed commands
is less than tne number used in;bhe an;icipated solution. One wou1a

N t
expect a higher correlation for executed commands than\for typed commands,
but it is slightly lower, .821 compared with .83L.

We can characterize the commands that constifute the data by looking
at their function as progranming commands; which may be done in two ways.,
First) we can classify commands according'to whether they are direct

(immediately executed) or indirect (stored) commands. Second, we can

32
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classify commands according to the AID verb used. The'number of~occur-

1

rences of the different kinds of commands, usahg both methods ofﬂclass-«

0 .- . S

ification, is shown in~Table 3. A command does not appear in the .data
~hefore it is introduceddmn thé‘curriculum, that is, no indirect commands
" are used;hefore Lesson:lO, no DEMAND commands are used before Lesson 12,
ete, With the exception of the LET ‘comniand, which is used heavily in
earlier‘problems and less in later~prohlems, the number:of‘occurrences
of a given kind of_command remains fairly constant after'thé commandjs‘
introduction {although we see some large fluctuations from one problem
to the'nexts Thus, though. the total number of commands tends~to in-
crease with lesson number, the increase is due to a greater number of
different commands used, rather than increased frequency of uee. 'This
is partly due to the nature 6f the curriculum, in which an effort was
made to arrange problems and lessons so that a command once introduced
was used frequently thereafter. That this did not oceur with LET

e A

indicated a weaknesc in the curriculum, which was subsequently corrccsca.

We turn now to a.compariSon of the proportions of types of commands ,/
fobserved.in the data and the proportions used in the anticipated'correct‘ /'
solutions as shown in Table h ~ Looking first at the cla sification by /(
"verb (second part of Table L) we see that the®anticipated solutions do - // .

‘not contain any occurrences of DELETE or of -the file commands, ang
‘therefore they cannot serve as predictors of the number of occurrences
of these kinds of commands. Even so, the match between predicted and

;obgerved is extremely .good. The correlation coefficient 1is .958. - The

only two marked discrepancies are.for SET and DEMAND; there is a higher

[- e

proportion of SET commands in the -data than in the’ expected solutions

33
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Table L

Comparison of Observed ‘and Expécted Proportions

of Different Kinds of.Commands

-

' Kind of Command

pe

~

f Qccurrences

| Proportion

Number o

S

Observed¥

Expscﬁed**

Observed

Direct

Indirect -

80.1
96.5

38
%

» -

ks
he6h

ExPeoted

- 28.14
71?6%

Total

TYPE

TO

DO

LET

DELETE

FORM

File commands***

Unidentifiable

176.6-

153.6
37.h,
21
.8.8
33.8

7.5
4.6
2.5
1.5
55

41
.25,

Total

176.6

Mean
S.D.

7.7
18.1

13.4 |
14.8
= .958.

*The observed number of occurrences of the different kinds of
commends is the total number of such occurrences divided bv 40

"(the number of .students who contributed to the data)

v

. %¥%The expected number of eccurrences of the different kinds of~
commaends are taken from the expected correct solutions listed

in Chapter II.

**%USE, FILE, RECALL, and DISCARD

L)

B

A\
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and a lower proportion of DEMAND commands. One reason for this
. . . \
students gometimes used direct SET commands as a means of input wn-raas o
\

i

the anticipafedbsolutions used DEMAND. - Another reason is that studen 6

undouotedly,made fewer errors in DEMAND ¢

less frequentiy. A study either of the pXOpoTtlons of dlfferent kinds \\

. v
-

of commands used in correct solutions or of the d1str1bution of errorsf

% 4 .

over command types would examine this hypothesis. Nelther_of these

[

g'tudies has yet been undertaken.
. : L
Looking at tne comparlson of tbe propOrtions of dlrect and ind

~

commands (also shown in Table h), we éee that the antlcipated cor

the

direct commands play a larger role in debugging than ir?&ritinug' prograns,
and the annicipated solutions cannot be enpected to'serve as bredict
of commands used for debugéiug purpOses.. Another rzazon for the high
pfopon;ion or difeet c0mmsnd5rin students' work is that students fre-

quentl& omit the =rep number in what was intended as an indirect command.

v

Since the crlteriun for class;tylng a oommand as eitner direel or in-

direCt is the absence T presence of a step nunber, these erroneous

commarids were incorrectly classified.-



" CHAPTER IV

-

Distribution of Correct Solutions

o

- Perhaps the single most important'question'to be answered-by thisx

' study is: How many of the students solved the problems9 It is-to this

'question that this chapter is addressed.- . - .

A

In order to answer the question, one must first establish criteria

:for cérrectness, not, a trivial task for programming problems. We could—

beg the question by referring the reader to Appendix A (which contains

a list of all the correct solutions found‘in the data under consideration)

Any, solution in that list is correct. .Thus, membership in the list is a',

sufficient condition for correctness, but not a necessary one. ‘Rather
. % ]
R

than give a complete and exhaustive list of the cr1teria used in grading"

students work, we will giye an informal deseription of thezattributes
_ : . :
we looked for. . T - : .

S . N

First, each correct program must perform a 'minimal' function For

.

most problems this function is defined by the correct solution listed in
Chapter IT, but,for a few problems, the minimal function is.a subset of

'that anticipated.functionl For example; for Problem Ll5—lSi which asked ’

~

for a program that would find the smaller of two numbers, the function
_defined by the anticipated correct solution is o S
x if x <y ” !f

- . , S fA(x,y) = ) . )
o ' oy x>y .

‘

In grading students Worhifor;this problem, the minimal function used

\
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' x if x <y S -
fM(x’y) = ‘ a
- x if x>y .
f /
The domain of'TM excludes pairs (x, x), and henée,'ﬁM is & proper subset
of fA. The comments given on grading in Chapter II, along with the cor-

rect solutions listed there, are sufficient to imply the minimal function
that was used for each pfoblem, so a complete list of minimal functions
is not given here.

- In one case (Problem L5-30) students were asked merely to compute

three numericalfrésults, and any method (other than domputation by hand)

that produced the three correct values was’ considered correct, so that

-

the miniﬁalffunction for this pfoblem contains only these pairs. Far.
all other problems,a solution was not considered cdrrect unless it was

' a general solution; that is, the domain of the minimal ‘function is quite

large. In a fed{instances, students' programs defined functions that

included the dnticipated function as well as the minimal funetion. TIn
- other words, the students' solutions were better than tﬁe minimal one;

i

‘for an example of this, seé Sclution T to Problem 23-7 (Appendix A).

9
The ccmpuéational algoritﬁm used by the student could be defined

either as a stored program or as a user-defined function, and in"generél,
the student used the save device as in the anticipated solutions. Tn

‘-either case, the students' solutions were required to .print values as
. well as to compute them. . T ’
We have been discussing functions defined by prugrams as if they

Awere real-valued functions. 1In fact, these functions ordinarily have

-

as values text strings in which numeric values may or may not be imbedded.
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-~ : o
Consider, for example, -Problem L15-21, YhiCh aéksafon,a'programAthat will
print efther 'SAME' or 'DIFFERENT' depending upon a compa;ison of the
signs of éhree numbers. Or, as another example, ‘Problem L16-k requires
. . ' : LN - ‘
A a-subroutine to print an error message if algégative value is given as
‘the radius of thé cirele. 'frobiem 129-19 also requires text output.
For tﬁese three problems a student's program was considered correct if
it typed text' wilth the appropriate €ontent. Thus, for Problem 116-4,
these error messageé would all be considered equival nt’and>correct:
A RADIUS CANNOT EE EE NEGATIVE. Z
,DQN:T USE NEGATIVE NUMEERS, '
YOU'REVNUTS! l
Such decisions about equivalence éf téxt are, of c&urse, eésy in hand =
grading but present great difficulties to an automated procedure fof
.grading programs. Other than the three problems Just mentioned, the
minimal function used in grading did not include text. However, students'
programs freéuently provided for more than the minimal output. Often
this was done by printiné input wvalues asAwell as output values, For
examplé, one program to convert inches to feet and inches printed the
result_in the form *
27 INCHES EQUALS 2 FEET AND 3 INCHES
rather than the simpler
2 FEET AND 3 INCHES
used by mdst prOg;amg. In grading, the context of the output values was
ignored if it was not required by the minimal function.

In addition to computing and printing correct values, students’

solutions were also required to handle input reasonably. Input in AID

‘
N
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-~ pfogramming can be manéged in two ways. Using DEMAND commﬁnds, a program-
can request the input data it needs, at execution time. A second methoéﬂv
is t6 storébda@a in the program befoni efggytion, by means of diregct SET

. ‘commands, a FOR modifier, or an auxiliary program that uses SET or DEMAND
commands. Using either metho&, a student's solution wés notr Jﬁdgéd to be
correct'unlegs it was execuied correctly; for those problems that speci-
fied input values, the student's solution was considerec correct only %f
he executed hls program successfully for each §peoified value.

For certain problems, additional criteria of correctness were im-
posed. A probiem statement might contain explicit instauctions to use
a specified kind of command or programming structure; for.example,
Problem 18-9 réquires a LET éom&and.as does Problem 18-27; Problem L26-5

: requires a 160p'incorporating a DEMAND command. Requirements implied
but not explicitly stated in a problem statement are not takeﬁ as abso-
lute, however, Thus, ?roblem 123-7, which asks for a proé}gm to print
part'of the multiplication table,.did not require the outpur iq'tabular
form, though the use of the word 'table: implied that it should.

For-é few cases the standards desciribed above preved inadequaté in
some way, primarily for the last three problems, which required the use

of indexed variables. Solutions to such problems must be studied in

much more depth and with more data before strategies for .an automated

¢ v
. '
[}

_ program check can be devised.
In checkiﬁg for correct solutions, all trials for the first en-
counter with a problem were inspected until a correct solution was
found. Table 5 summarizes the performange on each problem, showing the

number of correct solutions for the first trial, and the number'correct

Lo

| ERIC : 47 ,




 Table 5

i

Comparison of Performance on First Trial and All Trials

Number of' Correct Solutions

. Problem Proportion Correct¥
number - First trial All trials First trial.

15-30 7o 35 S
18-9 31 36 .84
18-21 _, | 25 _ 29 - .66
18-28 : 21 28

13 |7 19 29 . .59
19-8 ' 12 19 '
L1o-12 . 27 - 33
L10-19 - 3
L1l-11 22 26
L12-4 28 L 3
L13~29 21 a1
115-15 . 15
L15-17 18 19-
115-18 11 n
L15-21 ' 20 22
L16-4 24 ‘ 25
L16-6 7 ‘ 9
123-7 12 16
L2hk-11 8 8
L25-8 18 18
L26-5 13 17
129-19 3 3

 L3e-5. 7
132-8 10 10
L32-19 6 7

ka7 515

*Uses number of students attempting problem as denominator.

a

-




aver:all irials.-of the 7&7 attempted'solutignsé 427 (57%) were correct
on the first trial and 515 (69%) were correct on some trial. The aif-
feiences between perforﬁance on first and subsequent trials is not gfeat,
except for three problems (L5-30, 1L9-3, and L9-8) in which the second
o ' figure is 50% higner than the first. The score for each student was
computed for first tria&a’//ne mean of these scores is. 56%, with a range
- from lO% to 92%. The distribution of students' scores is shown in

Figure 3. . Two conclusions can be drawn--one, insofar as variance is an
i o - .

,. ‘ «indicator, this set of programming problems was well chosen as a test,
and two, the students did not find these problems‘easy. Although’the

. ‘, performance of these same students on other exerclses in the AID course
has not been analyzed in detail, the average scores on all exercises in

L [

tHe course is over 75%, congiderably higher than the $7% for the set of .

:
. ' .

programming problems considered here.

The pr0portion correct, shown' in the third column of Table 5, is

o

used in Chapter VI as the primdry measure’ of ﬁroblem difficulty. Com-

»

paring the proporticvns correct for different problems, we none a range
of .12 to .86f .The tnree most difficult problems %y this eriterion are’
L16-6, L29-19, and L32-5. Both L16-6 and L29-19 are logically complex
problems requiring the use of several condliiorml branche&. L32-5 is
the first problem using indexed variablea, and the factlthat it is quite
difficult probably fndicates the inadequacy of the curriculum rather than
the inherent difficulty af the problem. A’more detailed study of pfoblem
difficulty is purs‘ﬁ“ed in Chapter VI.

Rather than Judging solutions by a simple correct-incorrect seheme,

I3

we found that some system of assigning partial credit was also desirable.

39 .
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The one used here is a simple count of. the number of commands used in Q.
A " ‘:‘ -

correct or partially correct solution.o This is not a completely satis-

factory system, -but it does have- the virtue of providing a fairly

obJjective measure. Using this measufe of correctness, we were able to .
determine ‘what proportion of the eifort expended by students was useful
effort. Table‘6 shows the average number of commands used in correct
and partially correct solutions for each problem. The criterion used
in tallying the commands for Table 6 was not dnly that the command con-°
tribute to a correct SOlution, but also that the command'be executed.
Originally correct commands that vere replaced by the student before
execution did not contribute to these statistics, nor did commands that
were stored but not executed. v )
In comparing the statistics from Table 6 with th0se’in ;Zble 2

(number_of-commands typed), note that less than half (3h0h/7063) the
commands'typed were used in correct or partially correct solutibns.
Students typed an average of 9.5 commands for -the problems attempted,
but only k.6 commands contributed tdward a correct SQlution.ﬁ Locking at

the totals for different problems; we see that for three problems (1.29-19,

L32-5, and L32-193) fewer *han one-third of the typed commands contributed

«

. to correct solutions. Two of the.e problems are-fromrlmsson 3+, which

N A N
introduces indexed variables, . apd again we attribute thi tc a weakneaa

£ n\ -

in the curriculum rather than to characteristics of the problems them-
selves. This aupposition might be confirmed by compariaonn with data

from similar problems in the 1972-73 AID course in which the lessons on

indexed véariables were substantially reviced.

.

bl
5% § .

o

o
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Table 6 ‘
. Number of Cbmmandé Used in Anticipated and ’
. Correct and Partially Cotrect Solutions
M" . ©
. Number of Commands A;erage Number of Commands¥*
Problem  Anticipated ! Correct and partiall}
. number - correct solution - correct solutions - )
L5-30 | x: " . o L,
18-9 Suow T 2.6 _
18-27 © 2 ' \ 2.7
. 1828 . “ 2 o L3
R T 2 /- T |
, 198 2L ! “ ko .
Ango-ie 2 ' S . 2.0
, 110-19° 2 " . 2.1 . :
s ,'Lll;li'j 5 ' ¥.0 v -
C , i . : s
 Ll2-b 5 ' b7
113-29 3 ; 2.7 ,
. L15-15 "5 S N
L15-17 11 - . 85 )
" 115-18 6 Lo k.8
L15-21 10 ‘ 9.9
116-k 5 5.8
< 116-6 12 . 8.0 ]
© o L23-7 6 - 6.2
< I2h-11 6 5.9
1L25-8 2 1.7
L26-5 - 7 6.5
P . 129-19 10 3.7
L32-5 9 : 5.1
132-8 . 8 10.5
132-19 - 6 5.0

S

*Used 3404 typed commbnds.




Avsimilar/comparison can be made between the number of, commands

\
|
used in corfect'or pertially correct solutions and the number.of executed - ‘
commands; wh}ch are shown in Table 2. This comparison is*more meanlngful | J
than the preceding one because the commands tallied in Table 6 had to be
executed, and thusg we are: comparing.the number of" executed commands that
contributed‘toward a correct solution with the total number-of executed
commends. Of the commands that were executed, two-thirds (3kok/5177)

‘contributed toward a correct solution. For a detailed comparison, look

K

K again at the averages.for the individual problems. We find thaflfewer

thanvhalf of the‘executed commands: contributed toward.correctpsolutionso

" for three problems: L25-8, 132-5, and 132-19. The last two of these sre
the same two ’(guite diffi'culnt) problems teron Lesson 32 for which the dis-
crepancy with commands typed was sq marked. Intexestingly, the.othe;

problem, 125-8, 1s one of the easiest problems in the set with a proﬁa- ' s
bility correct of .72. Looking at discrepancies at the other end of the
scale, we find that 90% of the executed commands contributed to correct
solutions for Problems 18-9 and 1L9-8. Tor 18-9, 84% of the students
produced correct solutions on their first trial, but for 19-8 that figure
15 only 35%. Obviously no simple relation exists between these different
meagures and, a more detailed analysia of, thc"glationships {8 undertaken
in Chapter VI. o / ,

In the correct-incorrect grading we allowed only completely correct
solutions. However, relaxing these standards somewhat, we can define
another variable, allowing as correct those programs that are correct . . '
up to algebraic expressions., By disregarding algebraic errors, weﬂcan

' obtaein additional, possibly better, evlidence of the programming,gifficulty

L6
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represented by the different problfms. The pertinenx summary statistics
for this variable are shown in Table 7. 'The number of solutions that'® .
were correct except for algebraic errors, 18 shown separately from the |
total in order te, emphé%ize the variance. The correlation between these ’
two measures of- proportion correct is quite high {r = .90&) Notice that
lS ‘students solved Prob&em L5 -3a cOrrectly, except for algebraic errors,
this nearly equals the number ‘who" solved the problem completely correctly
(17), and changes the proportion correct for that problem‘ from .47°to" ,89.
Other ohanges are less impressive, but several others are also subs antial:.
the proportion correct for 1L9-8 changes from .35 to .56, for L19<12 from
.78_ to .92, and for L2h-11 from .38 to .52. Tor nine of the‘ roblems,.

no change in propo;tion correct is achieved by modifying he definition

of correctness.

In some cases the definition of the minimal functién,’ digcussed

earlier, markedly affected the measures dguived for propordion correct.
(o4

The problems that would be most noti bly affected if -the criterfa were
A

more stringent are LlS 15, 115-18, Ll6- 6, and L29¢19, in all of/which

the'students were allowed to ignore t é possibility ~that difyérent in t

variables might have equal values.

{ .
of the eriteria. o /

AR
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i N : : ~ Table 7 _
' EE ’_ R '_ Nuxgber of Solutions Tﬁa%e Correct Except for
" o o -, < Algebraic Errors (flrst trials) '
= | _ Number of SOlufions . Number of solutions*
s - Problem that were correct - - that were cdrrect or '~ Proportion
i number - except for algebra correct\ except for algebra..  correct**
. 15-30 15 S ® . .889
L8 27 2 » o1 .1
LB 28 L 25 e . -‘7,35' o
1L9-3 1. , Sy, 20t . 625 -
§,L98 . 7 19 559
leo 12, 5 32 S
L v ? . - . ’ -
Llo 19 2 L3 S gk
111-11 0 o 2 SN L.667
Ll2-} 5 '~ 33 3 ‘-.?1»3
‘113-29 - o 21 ' 600
L15-15 o1 16 - o . <516
o '\'ﬂ . ’ Do
£ 11517 » 0 18 ya , 643
15-18" 0. 11 - v .. kot
Lis-21 0 20 .. .690
Y . :
116-4 2. 26 - : - .839
L16-6 1 & 8 . s - .310
123-7 0 - 12 - . 500
T2k-11 3 oy 11 .52k
L25-8 ! <3 © 21 ©.846 ‘
126-5 1 | , B s Lo
129-19 1 ’ an . 154
1.32-5 N 0 T o 7 269
3 ‘_ . » N . {D
& C .
Y 0 (continued)
l ’ bg Lt /"N' '[i.,;,\» S
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Table 7 {cont'd)

- : -

. Number of solutions Number of solutions* .

Problem- that were correct - that were correct or Propoxtion -
numbe r except for algebra correct except for algebra corregt¥*¥ -
1.32-8 o ‘ . ‘10 435
L32-19 =~ 0 : : 6 429

~

*Sum of. the number of solutions that were correct except for algebralc
errors (taken from the preceding column) -and the number of solutions
that were completely correct. R . -

- *%The proportion correct for each problem is calculated by the formula'
total number of solutions that were correct or correct except for-
algebra - - ’number of students -who attempted the problems..

»
o -

.

-~




. CHAPTER V

Errors

The primary reason for undertaking an analysis of errors wéas to

'
)

provide variety in the means of measuring problem difficulty. In gddi=- .
&t . '
tion, a study of errors provides insights into student performance not

:fobtained from examinations of proportion correct'ahd distribution of J“; .
correct solutions. - . | N ‘ “‘ o
Ve considered mainly overt errors, errors of omission are not aE :
examined, except for failure to provide for program output. ‘A student
may fail to solve a problem correctly, but ut the sameptime~make no overt !
errors. If his work is correct but not c0mplete, the student is not . -
. e
credited with either a correct solution or any overt errors. Even more
dramatically, a.student_mey prOduée a lerge number'of;commandsathat are
correct in the sense that they contain no.errors andvyetlmay not be
credited with any'commands that contribute to a correct solution pecause
his work has no identifiable relation to 1h;'problem he is supposedly -
solVing. lhere wvere a number of such instances in the data. TIn some
cases, the student.was clearly working-On a completely unrelated program,
e.g., on a previous problem; perhaps,-or even one of his own choosing
(one student spent considerable time writing e‘game-playing program that
had no relation to any oé the problems in theycourse).
In this chapter we use two methods to.derive statisties. Tn the

first method, all errors regardless of their source are classified by

type, and in the second, we show for each problem the number of students

who "made errors, though nct .the number of errors made by each student.




-

.;

v

‘errors in this subclass were errors of omission and others were errors

N . , N

@

There were. 1090 errors in the: 7063 commands typed by students, with -«

someacommands containing more than one error. Of the 1090 errors, 740

N
to

(68%). were syntax errors,and 350 (32%) were semantic errors. Note that

. >4

because we are eoncerned only,with overt errors the proportion of syn-

tactic errors is probably overestimated. This method'is'nore‘likely to

)
’

fail to count semantic ithan syntactic errors.
Syntax errors were divided into seven major classes containing 22 -

*

sub-classes, and the distribution of errors into these classes is shown

in Table 8. Format errors, which accounted for 12% of the total, are of ’

four types. : A : .

o

1. TLine too long (3.0%). AID commands mist be contained within

~

fr

.lines of 72 characters or less. If-a typed line exceeds T2 chara7&ers, L

an error.message is given by“the interpreter.

2. Omitted‘space (5.9%). One or more spaces are requireddas de-
limiters after step numbers, after verbs, on both sides of IF, AS,;FOR,
etc. r‘ o | . ‘ '

3. Inserted space (1.6%).\ Spaces are not allowed before the left
parenthesis in expressions- like F(X) and F(3), where F is either a user-
defined function or a standard AID function; all of the observed errors
‘were‘of this type. Nor are spaces allowed before the left parenthesis
in expressions like X(2) and L(1,4) where X and L are indexed.variables,
‘but there were no~occurrences of this error. 7

4. Visible delimiter errors "(1.5%). Visible delimiters such as
commas and semicolons are required in specific commands. Some of the

of substitution.

4




. T
L Classification

C - . _Table 8

*

I.

IT.

ITT.

.

C}assification of Syntax Errqrs

B v Number of Percent of
errors total errors
Errors in Format' " \
‘'A. Line too long e, 22 3.0"
B. - Omitted space o ) Ly 5.9
C. Inserted space 12 1.6 )
D. Delimiter error Rt 1.5 .
Total ‘89 / 12.0
. - P
Transient Errors ’
A
A Typqéraphical error . . 80 10.8 °
'B. Probable typographical error 36 4.8
'C. Incomplete command 137 18.5
Total - . 253 3h.1
. PR
Errors in Verbs ’ .
A.” Omitted verdb .
1. SET "33 .
2. Other 5 0.7
' Total 38 5.2
B. T%,,or DEMAND used directly 30 4.0
C. Incorrect wverb ) 0.7
: o ¥, 3
- Total 73 9.9 ;

a

‘(éontinued) ’

.

-~
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B |
) Table 8 (cont'd) ‘
. , Number. of  Percent of
Classification . errors total errors
’ : ) ’ . . Ta :
et '~ IV. Errors in Arguments of Verbs .
A. Equation used in TYPE command - .~ 11 . 1.5
e B. Omitted "STEP" or "PART" © 24 B I-as
C. Errors in algebraic expresgions :
1. Unmatched parentheses or . SRS
) absolute value signs 15 ‘ 2.0 o
2. Other 20 2.7
, Total o | 35 ° .7
D. Omitted quotation marks .1 r7.2.0"-
A
4* Total 77 10.4
Y. Errors in Multiple Form of-Argument - .
L , A. Used X(1,2,3) for X(1),%(2),X(3) -8 1.1
# . B . R . C .
: N .
B. Used DEMAND or SET with multiple - .-
argument ' 23 . 3.1
" C. Omitted second occurrence of ’ | | ‘
) ) "PART" or "STEP" 1 1.0
Total - ' 38 . 5.
VI. Errors in Modifiers
A. Misplaced IF clause - 6 0.8
B. Ertror in 1pgicai expression 7 1.0
C. “Modifier used with wrong verb
"1. FOR with-TYPE 16 .
2. Other 1 1.0
Total ~ 23 3.1
‘ .
w 9
(continued) /




. Table 8 (cont'd)

- : Number of Percent of
Classification - . errors total errors

——

b. Used FOR with more than

one variable ' -3k _{&___6_

S ,’/' Total . 70 9.5
VII. Miscellaneous | ' 140 - + 18.9

_TOTAL T 740 ~100.0
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The)next ?hrée subclaéses are contained in the class called
'transient errors'. These‘are typogréphicél.and related eriors, and
~ accounted for 34.1% of all Syntax“erro;s;" | | 7

5. Typograpﬁical errors (10.8%);. A strict é;iterﬂon was ﬁseq for
this subclass. The errors include (a) doubling of letters (PARRT for
PART), but not éoubling of noﬁalphabetic charééters,i(b) omitting of |
letters (ﬁELTE for DELETE), bu£ only for words contailning aﬁ least three
other letters in correct sequence so that the.word could Bé identified
gnambiguously,‘(c) substituting I for 1, énd (d@) substituting any char-
acter for anéther.charaéter with an agJacent'keyboard position, provided
that both characters were not digits and that no otherfsimilar substitu-
tion resulted in an identifiable expressioh wlth a diffgrent semantic
value (for‘examble, FO can be fﬁken as a tyﬁbgraphic substitution for
DO or for TO since F is adjacent to both T and D on the keyboard; hence,
this error was not classified as a typographical error).

6. Probable typographical errors (h.é%). This class includes the
‘typograﬁhical‘efrors that did not satisfy the above eriterion. Caté-
gqrizing these errors was guided in part by the student's subsequent
action. . for example, if g student typed a line like

3@Q€ FO PART 7
and immediatel& replaced it (before execution) by
. ' 3.15 TO PART 7
the error was included here. '

7. Incomplete commands (18.5%). If a line is an initial segment

of some correct AID command, it was counted as an error in this class.

-}

In most instances, it appeared that the student changed hi;'mind in

55
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midstream and, rather than type an1éraée command to erase the line, he

typed the RETURN key and then retyped the command meking the desired

correction._‘If these efrors are considered gomentary aberrations invthe
. . A / ‘

same sensejgs typographical errors, rqther/fhan as éemantic errors,‘they
acc§ﬁhtxf§r 34% of all syntax errors. Together with subclasses (1) and
(2),.which‘are also transient errors, the total reaches 43%, a éubstantial
pdrtion of the syntax errors. ‘

Errors in verbs, which constitute 9.9% of the syntax errors, are
divided into three subclasses: | L | .

8. Omitted verbs (5.2%)% Because this. occurred much more fre;-' 5
quen@;& for SET than for all other verbs, this subclass was subdivided
to eﬂbhasize that difference. Of the 5.2% of the syntax errors'that are
due to omitted verbs, L4.5% are omissions of SET. The SET command, unlike
-any other AID command, gaﬂ be given w;thout the verb but only when used
directly. To illustrate this distinction,
| S ox=7 | _
may be used in piace af

. SET X

Ts

but

i}
3

3.5 X
cannot replace
3.5 SET X= 7.

We shall see other evidence of such logical 'overgenefalizatiog' again

in this discussion.

3 3

9. TO or DEMAND used directly (4.0%). Of the commands taught in

the first 32 lessons of the AID course, TO and DEMAND are the only two




’ . : T ’

. , . N ’ ’ » L]
.that cannot be used directly. Although the error message is specific
o - ) ’ ”
; and uneinbiguous: (DON'T®GIVE THIS COMMAND DIRECTLY), there were 30 such
' . L 2.

3 ] ‘ . B
errors. .” A reasonable explanation for many:of these errors is that the O

student'foréot to type a siep number; “this explanation is

‘the fact that the errors occurred qore frequently/iﬁ}the'first step of
. e - ‘ .

-
~

a program (with DEMAND) than elsewhere, givipg one the impression that .

the student's conceritration on.the sémantic structure of the program was ..

3w
re

.sufficiehtly intense t@ preclude mipor syntactic. considerations. This

kind of error is relgted‘tokéfrors in the first subclass of semantic

] [ 0. . ":' . -
errors and is mentioned again when those errors are discusged.

6
.

10. TIncorrect verbs (0.7%). We expected that there would be more
. ¢ .

errors due to incorréct vérbs than the five found in the data. The

incorrect verbs found incluﬁeaDEiFTE for DISCARD, PRINT for TYPE, etc."

T
’

There was no evidence of misspellings other than typographical errors,

. "

which are not in this claéé, “ s !

»

The fourth category of syntax errors includes those made in argu-
ments of verbs. These accpﬁnted_for 10.4% of the syntax errors, somewhat

more than the 9.9 for errors in verbs, and less than either the 12.0%

for formst errors or the J34.1% for transient errors.
11. Equation used as arguments -for TYPE (1.5%). Technically, &
command like g .

TYPE ¥ = 2 ¥ X

. - -

- .

is not a ,syntax error. since logical expressions can be used as arguments

. "for TYPE (and will rethrn.either TRUE or FALSE). However, this™form of
the TYPE commafd was-fot taught in the first 32 lessons, and other

¢ evidence of the data indicatgs that students were incorrectly using .
\ o :

Y
) Y
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this command as a combination of

-

7j!ﬁ o ‘ SET Y =2 % X * _ .o
o ~ TYPE Y. , - | ya

* A

ALl such instances caused an error message that an undefined Variabie -

_7 " had Jbeen used, so that if one takes a more rigid view of the classifica- ' S

-

tion scheme, these errors should be gréﬁped info the first‘subélass of

semantic errors. We felt that .to do so would be misieading;even thou%h

’

¢ “ A -

) “cofrecf;“‘ . ' o v : / .
I o “,12. Omitted STEP or PART (3.2%). Some/ékambles of these gr;ogé/
‘ axe; - | o o :
- D0 3.1  for IO STEP 3.1 -
% O L for T0 PART b | B
j BN | . DELETE 5 for DELETE PART 5. o y; .
‘ 5 ~(since a command like DO 3.1 cannot be interfreted as other than DQ/éTEP ‘
3.1, Qne>m1éht reasonably fault the-inﬁerpretér rathé¥ than the éfudent; , f.

)

5 Lo / .
The same complaint can be made about many cther errors desceribed here.)

- 13. Errors in algebrafic expression (4.7%). Only syntactic errors
gre included here. Semartic errors in algebraic expresstbns are discussed

, later. Nearly half (15 out of 35) of these wrrors wepe in grouping, dgyi”
N 4 B N 4 - . .
scribed in Table Y ec "unmatched parentheseb or absolute value signs', .

L3

oo In many cases these errors had more the appearance of typographical'than

" of conceptual errors, as in - _ .

n

: TYPﬁ F(3.5)).

’
.

Among the other errors in algebraic expression, one that oceurred several

times was the cmicsion of fhe‘multiplicatien symbol ¥,

)




-

p ,
J "1k, //6mittéd quotation marks (1. O%) Because of numerous use-mention

errors/that oc%urred during pilot testing of the AID course, we expected

a higher ratesofAthese errors. In fact, students used text strings ‘more

often and made fewer errors than we expected.

The nexk three subclasses of syntactic errors also occurred in argu- «
rl
ments of verbs but they were errors in the forms of multiple arguments

~

-~ 1

rather than single arguments. : & .

115. Psed x(1 2,3) for x(1) x(e) x(3) (1.1%). Errors of this kind

usually o#curred in TYPE commands'
or TYPE F(10),F(20),F(30).

" TYPE F(10,20 30)

A
pd v
These errdrs could have been classed wit delimiter errors, but were so

differént'from other.delimiter errors that\they were put into a separate’
. . , ’/ ® . .

eIass. e _ i .
- 16. ¢/Us%d pgydﬁm or SET with m{ltiple arguments (3 r%) The only
two AID verbs/tnat allow multiple arguments are TYPE and DELETE 80

e . -
comménds-1ike 3

. - SET X a\1,2,3 . : .

and , A .
DEMAND X,Y,Z

are in error. Apparently, the students overgeneralized the rule that

allows multiple arguments and produced these reasonable but ‘erroneous

1

commands.

-

7 . ) 4
}7. Omitted second occurrence of PART or STEP (1.0%). Some

eﬁamples'of these errors are: f '
R . L T . ) ‘
TYPE PART 2,3,k |
o/ " DELETE STEP 2.1,2.15,2.2

3 ¢ - »

| 59
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- tional clause:

modifier of TYPE:
,Since FQR can be used only with DO, this resulted in an error message.

‘modifier for DEMAND, the use of AS as a modifier TYPE, etc.: -

a
1

Alsd grqﬁped with these are similar commands in which the words PART.or
. - // g .

STEP were pluralized
TYPE STEPS l.2, 1.3, 1. L ‘ ( ’ .

DELETE PARTS 10,11,12.

L]

The next four subclasses contain errors found in AID modifiers.

18. Misplaced IF clansp (o 8%) . A?zyys kind of error, whidh occurred
rarely, was caused by'F'transposition f the main clause and the copdi-

3.7 IF X>Y TYPE X.

This order of clauses is used in many othér- progr;mming

19. Error in logical expression 9& O%)//,Several of these errorB , .

20. Modifier used with/ wron 3.1%). The most common of

S

tﬁeée'errors (16 out of 23) resulted from an attempt to use FOR as a
' <4

TYPE 3#Xt(1/2) FOR X = 1,2,3,k.

Other instances of errors in this class are the use of TIMES ac.a . ¢

£

DEMAND X, 3 TIMES , - .
TYPE R aé "RADIUS". ' - .

* 21. Used FOR with more than one variable (L.6%). Most accurrences

« . -

of this error were for Problem L15-15, and reflect an omission in the'

curriculum. The problem asked for a program that would type the larger
: p }

’ .
of two numbers, and the partial model shown-in the problem did not

-

60 . ' v
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.1, Y= 2
\

D
1; Y= 2

-7 "7 L7 Do PART 2 FOR X |
. o0 , o 6 T
- " DO PART 2 FOR‘(X,Y) =(1,2).

el

Studente tendédtto persist in theSe errors, typing,the same command-agaiq,

14
.

or a similar one, even after receiving an error message. With & warntng

that POR cannot be used with more than one Variable,éthese errors eould

probably have been avoided entirely; (Such a change was made in a sub-
!

v

sequent ;evision ot the curriculum.)

22. Miseellaneousn(18 9%) The errors classed as miscellaneous
are teo“varied to be simply characterized. However, a large portion of
these are'probably typograpﬁical and are of a transient nature (i;e.,
many of the errorsvwere %orrected before execﬁtion or‘after an etror

mess age was given). A few of these ertors were,caused.by attempts to //

a

uge text btrings as one of several arguments for a TYPE commend: o

TYPE "THE AREA IS", A |

This error was caused by a bug in the,interpreter and no warﬁing about

it wgs given ih the lessons. B : ' .
The second main group Gg\errors, the semaritic egrors, are also

- divided intofclaeeea and subclasses--in this case, 9 classes containing
16 subclaeses. The dietribution of semantic errora'ie showﬁ in Table°9.
Of the 1080 @rrors analyzed 350 (32%) were femantic. ‘Each subclass is

described individually, The first four subclasses are in the clasg

61
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Ny T - Teble 9. v Lo

B - v E & o " Classification of Semap{ic Errors . -

[
awt

li'-\ ~ AN o . o \ TR . -
" B - . . . B . E I o0
;; s /. . o « . Number ' . Percent-of . »° .
- ‘ ®

o : Classification - | 15;$v © of errors = total errozs® .., -’

B T L e €
. et - - )

I. Errors'in Use of . Variables

f

R4
s
. (@}

A. Real P
“ o ..‘B; Funciioﬁé

C. Step or Part 20
%" . D. Other . =~ ST
| | . Total - . 1kl
' & g

»

IT. Algeb;aic Errors o » :
4": R A. Omitted pareﬁthesegw . ’ 6
C - B. Incorrect operator .\; I Ci/ﬁs : y//
o ' ”C. Other . i ’ ) : -6_6- .
R Total : R
R [ AN B . M\
IIT. Erfors in Logic o X
' o A. Logical expressions 14
s - \/ . . g Y P I ; ° . « ] o f
o  B. Sequence oﬁ'éxecution N 16 : 4.6

s

C;\ Other _ 2
. : ’ Z Total f i 32 -9.2°

. IV. Erdors in Usée of Dummy Varyables 13 3.7

2.3
1n 3.1

- VII, Numerical Error
Ay SERC

VITI. To Prévisibn‘for Qutput 6 1.7

f'; .5 _ IX. ' Miscellaneous ) . , 33 , 9.4
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t1tled "Errors in Use .of Variables. The errors in the first three subi¥ .

»

. -

o e o K . g . .}
~

¥ \\.\ K4
- < -5

- clﬁsses are 'reference errors', that 1s eTTOYS - -caused by attempts to

use undeflned varlables, modlfied functlons, ete. Errors in the use of

A

dummy varlables are not included here but in Subclass 11.- GAmtOgether,

v » <t

errors 1n the use of varlables, excludlng dummy varlables, accounted for“ '
T o . ,
L1.2% of the semantic errors: = - .

1. Real variables (30.3%)._ These errors'resulted frem’attempts to
execute a command containing undefined real variables, unindexed or ln-
°dexed, .in an algebralc express1on. A large nu;ber of these ‘errors were
caused by the 1nadvertent omlsslon of"a "8 step’ number, whlch caused the - .7
commands to be executed imnediately, rather than stored and executed ' .
later as‘intended;' Thus, some of the errors ln;this class_are closely ,

related to some of the errors in Syntax Subclass 9.

2. Tunctioms (2.6%). These ®rrors resultéd from attempts to use

v

_undefined functions. 1In several cases gtudents used one game for the

functlon when deflnlng it and iné%vertently used another in a later

functlon call. Some of these errors, however, indlcate a deeper con-
‘ﬂ
ceptual mlsunderstandlng, errors in which the name of the dummy variable .

»was used as the function name in‘the function call are of this type.

EN

3. -Step or part (5.7%). These errors occurred when students . »

-

attempted to execute, list,'or delete an undefined step or part:

. . . v .
L. Other errors in the use of variables,(2.6%). Most of these
occurred uith‘indexed variables.

A1l of the errors listed above caused error messages, and areithus ‘“

a

closely related to the syntax errors. Also, like mest syntax errors,

>

: most of these errors were immedlately corrected by the students and
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are not indicative of any serlous mlsconcéptions. The remaining seman-

'\

. . C 1
standlngs.- o L A

.
@. .

- . '\
errors. (‘g - ]

. 5, Omitged parentheses (1. 7%) Most of these errors occurred in
\ oo ; ../

-, el
s s

. . 6. Incorrect operator (7.1%). Most of'these errors occurred in

o ]

the correct 6.9/. 3937 ' - -

/

he suldéff incorrect translations“of algebraic exbressions into AID‘
d

notation many others were the result of incorrect{expressions that

were correctly translated._ The two problems with the most errors in

this subclass were the only two problems that required the use of the

standard ATD function TP (integer part).

The next three subclasses contain errors in logic, which accounted

N

for 9.2% of the semantic errors.

o /- 8. Errors in loglcal expressiona (4.0%). These errors in forming
conditional clauses occurred most frequently for Problem 124-11, which

asked for a program to count from 1 to N, and the most common ewror was

J
than Ns&
4

e errors are, for the most part, evidencexof more fundamental misunder-
- The next three subclasses contain algeb}aic errors, other than syntaxv*'
. Problem L12-h, where students used expressions like A+ B+ /3 to find‘\\\
L the average of three numbers.nﬁh B : ' o P
3Problem L5-30, where students used expressions like 6 9* 3937 instead of

. o 7., Other algebralc errors (18.9%). This is the second most nume rous

" subclags of the semantic errors, and_the errors were varied. Many were

-
o
B
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sidered correct..
T\

-

stack is exceeded. Since students were taught

capacity of thejﬁush do

nothlng.about this featute of the interpreter, ahd’ since thisqprogram

functioned correctly from| the student 8 point of view, it might, have

o been better not to have cdnsidered the DO command in error.

10. Othey errors in {logic (0.6%). j : . -
1l Errors in use of | qummy variables_(3.7%). ‘Several of these

errors occurr§Q§nhen the sfudent changed the name of the dummy variable
‘ in the middleof a LET comml{and T o

- - LETFX) 3. Rt2. N

v - Py

All of the errors with dummy variables indicated a serious conceptual

<

dlfflculty, which the curriculum .did little to:@ spel .

w

12, Confusion between LET and SET (1.7%). Bs 4 ’rule, LET and SET

cannot be interchanged and certainly not in the ways they were used in'~

' the lessons. There were, however, several instances where LET was used
7 »

‘ correctly, but a SET comma\d would have been preferable. These did not

{‘y .
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count as errors, dlthough it is likely that these students were confused
about the difference between LET and SET, ‘

- - -

- 13. Confusionebetween STEP and PART'(2 3%). An example of ‘the

grrers in this subclass.is
? Do PART 3 25.

1. Numerical errors (3.1%). Several numerical errors were prob-

ably typographical in nature. ’

-

15, No prov151on for output (l,7%) Again, more errors were
expected than oceurred. - Co o e

6. Miscellaneous (9:4%). = | ' T -

o

'The error analysis was undertaken moreiin the spirit ofldembnstra-

.
a »

ting a method of error analysis for use with gimilar data than as a
e

definitive study of the kinds of errors students make in learning to

‘program. With only 25 problems and 40 students, the data are too 3parse
to.warrant viewing the statistics as more tnan indications of tendencies. ’

Some tendencies are clearly indicated, however. Typographical errors '

accounted for the largest part of the syntax errors, and reference errors

A

(Subclasses 1, 2, and 3 of the semantic errors) accounted for the largest

~ portion of the semantic errors. A sizable number of syntax errors are

'reasonable' errors, that ts, commands that could have been interpreted

éorrectly-had the interpreter been prepared for them; most of these

resulted from misapplying--or overextending--some1ékisting’syntac%gcal

«a ¢
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and. that the curriculum does not devote enough time to teaching under-
lying algebraic concepts.

Several ‘summary statisties are presented in Table 10 for indiv1dual

O

. prdblems. For each problem, the totals of both syntactic and semantic

. errors and the ratios of these to the number of students who attempted

R

each problem are shown. Some of these derived statistics are used in
the next chapter'as measures of problem difficulty.
+ In comparing the error rates for\different problems it is clear

that Problems L32 5 and L32 8 are diff ult both syntactically and

.
7

semantically; these two problems also a peared among the most difficult
by othef measures of difficulty.

The correlation between syntactic and semantic errorseis not high

“(-.34) and the most striking discrepancy is for Problem L29-19 for which

there were 70 syntax errors and- only 8 semantic errors. This problem
is also one that was mentioned as extremely difficult by the criteria
used in Chapter IV. . o

The error analysis described above yielded some interesting results

and pointed,the ma? for future detailed studies of similar data.” How-

ever, the results may be misleading because in classifying and counting

errors, we used the occurrences of errors rather\tnan of the number of

o

- students who made. errors. One would expect some correlation between the

two categories but it would be far from perfect for there were a number
of cages'in which a sizable number of errors were made by only a rela-
tively few students. This‘was“mzticularly.striking vhen a stud¢nt
persisted in repeating an error many times evenﬁafter receiving invser-

vening error messages.

- 67
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Table 10

‘Classification of Errors by Propbﬂﬁ' i

2NN

- o~ -
Type of Error :

b

(continued)

Syntax ‘Semantic .
‘Problem Number of Errors Number of "Errprs L,
" number errors, per student - errors per student ”{
15-30 1, 0.31 23 0.6k
18-9 0 0.27 9 0,24
18-27 o1 e : 0.55 12 0.32
18-28 23 '0.68' L 15 oy °
19-3 - 26 - ~ 0.81 18 | 0.56
19-8 ° 18 ©0.53 - 20 0.59.
110-10 9 C0.25 13 0.36 .
- 130-19 12 ey T 0.20
r-in - 4 -7 190 . T 0.58 8 0.2k
L12-h 18 0.5L 721 0.60
LI3-29 22 + 40,63 17 0.49
L15-15" 6L 1.97 11 0:35
115-17 36 1.29 11 0.39"
L15-18 25 ©0.93 1 0.41
L15-21 .32 "o 10 0
116-} 36 1.16 0
116-16 54 ' 1.86 ' i
* 123-7 23 ©0.96 7 0.: ‘
124-11" 21 1@ = 19 0.90
125-8 1, ok f a2 0.148 ‘
" 126-5 35 : 1.25 19 0.68 |
129-19 70 2.69 -8 0.31 .-
L32-5 75 2.88 30 1.15
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{ | “Table 10 (cont'd)

o ¢

Type of Error

~

Syntax Semantic

Problem Number of Errors Number of _Errors

_ humber ‘ errors per student errors . . per student

132-8 51 - 2,22 25 .09
o 21 l- 50 7 - - 0- 50
740 1.07 - "y 350 Co 0.49
(avergge erroyrs, ' (average errors - .
per student per student

per problem) per problem)

g
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CHAPTER VI

«

Problem Difficulty

In the last'three chapters several measures of problem difficulty

v . °

’ were discussed: the number of typed commands that contribute toward a

e

correct solution, the proportion of students who produced correct solu-
tions, the number of syntax errors, etc. In‘this ohapter these and

other measures are compared, and ‘an bttempt is made to account for the

~

.variance in problem difficulty. o -

°©

Nineteen measures are defined below. All are measures of qualitiea

‘presumed to .be related irn some way to problem difficulty. Some, like

the rate of syntax errors, vary directly with‘problem'difficulty,‘whereas

'
others, like the proportion of students who produced correct solutions,

.

vary invergely. The ftrst three variables are measures of proportion

}

correct, and the gtatistlcs are derived from those discussed in &hapter

IV (Distribution of Correct Solﬁtions). The next ten measures are based
on errors; the valqés of these varigbles are found from the statlstics
4 \

discussed in Chapter\v (Errors)., There are five measures of the effort
S v

, expended using stati&tiés from Chapters IIT and IV. The final measure,

s

the proportion ot ntu5¥nta who attempted the problem, is evaluatcd from
statistics given in Chapter II. The 19 measurel are deseribed below and

the values for each problem are given in Table 11.

Proportién Correct.’ Al three measures of proportion correct are

ratios of the nﬁmberfof gtudents who gave correct solutions to the number

of students who attempted the problem. This definition of proportion

correct 1s somewhat different from the definitions used by others.

70 »
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¥ Table 11

’

15-30 | 472 - .889 .912  .3p6  .639 .9hk .0B2  .172
185 |83 .892 .973  .270  .243  .514 .08k
1§4-27 |.658 .71 .763  .553  .316  .868 ~ .122 .070
18-28 | .618 .735 .82k  .676 .hk1 1.118 | .125 .082
19-3 | .59% 625 .906  .B13  .563 1.375 .11h. .0T9
19-8 |.353 -.559 .559 ~ .529  .588 1.118 .09  .109
110-12{ 778 .917 .oMh  T.083  .361  .hkh 028" .123
© Lle-19| .857 .91k .g7d. .33 .200 .5h3,;;;loqu”'o6L
: La-11| 667 .667 .78 .576  .213 8K .15 .036
, Liz-h |.800 .943 .g971 .51  .600 1.11k .066  .OTT
" 113-29| .600 .600 .600  .629°  .486 1.11h .095 ~.OTh .16

115-15 | 484 .516 © .613 1.968 ~© .355 2.323 ! .176 .032 .207  .180
115-17 | .643 .643 .679 1986  .393 L.679 .097 .029 .126  .306-
115-18 | .bo7  .ho7  .bO7 .926 7 .hOT 1.333 102 .0b5 LN LbboO
115-21 | .690 - .690 .759 1.103  .310 Mihik- .o7h  .021 .09k ;281
116-4 | .774  .839 806 1.161 .323 i&.h&h .122  .034  .156 .278

. 116-6 | .216 .310 .35 1.862  .276 2.138 .082 012 .095  .1iB

© 123-7 |.500 .500 .667  .958  .292 1.250 .067; 021 ©.088 . 30k
r24-117.381 .52 .381 1.000 .95 1.905 .095 .086 .180 . .905
125-8 |.720 .Bk0  .720  .hkO 480 .920 .088 'Qié +.184  1.091
126-5 |.536 .571 .607. 1.250  .679 1.929° .12h 067 .19L  .543
129-19 | .115  .154 - .115 2.692 .115 2.808 .190° ..008 .198 .0k3

% 1325 |.260 .269 .269 2.885 1.15h L.038 .12k  .049 .17T3 . .hOO

132:8 |-435 ¢ .435 .€35 2.217  1.087 .3.30b .09% .46 . .1kO 490
132-19 | .b29: k29 .500 1.500 .500 2.000 .09%2 .03l .122° .333
Mean lsgé | .623. .663 1.06 A48, 1.54 .101  .061  .162° .76
'S.D. . 218 .22 .75 .26 .87 .033. .038 .okl

.19k

(continued)




Table 11 (contld)

m/ms/ s

3h7J 2.167 .
2.892 , 2.595.

3.658 | 2.684
4.647 3. 147
5.313  4.063

. b.353 * K.000

2.306, 1’972
28971/ 2.143
5.909 3970
6.829 . 4.686

h.h29 - 2.68k
7.097 . 3.77h

' 10.28 8 464

7.1i1', k. 778

L11.759- 1 9.897

. 7.387 '5-77h
1h.3h§ 8.034
11.708 - .6.250

. 8.238 "-5.857
3:640 ., 1.720,
8.036  6.500
7,423 5.692
. 14.692° * 5.077 "
15.739 '20.522'
la.ooo;' 'anpo \

582 .1.861 900
.§07 1.608 .925

1,595, 2.263i i950 ~ .
1,582 . 2.706 ,bjso S
. +570 (z 563 . .800"
43 2, 691 - 859 ‘
10 Y, St
652 1643 .921 T
.518 1.533 .868
603 1,554 g2l
407 20200 .921
-337  2.239. .886‘-'-0
- .635 L. 33 .800 o

¢

527" 1.512  L77d
B0 . 1.500 - 829
.609 1.897 ".886
.355 1:885 .829
.b40" +2.368° " .750

A}

.554. 1. 762" 656
(344 2500, 781
645 1,439 ,375'*'
260 1.092 -.839-
217 3.891 ,.867
ANTC hTON 767
.306 5.552' 483

L .523 2.27 - .83
N . ‘\r’ .

Prob.
~ No. M1l Ml2
15-30 | .472 .250 .
18-9 257 .23 .
18-27 U347 421
18-28 | .559 .382°
19-3 | .688 .563
L9-8 .559 . .h12
Llo-12 | .222 .139
L10-19 | .271° .257
L11-14 | .170  .b2k
L12-h 4223 w371
L1329 | .371 .Loo
L15-15 | .465 .581
*115-17 | 168  .571
L15-18 | .222 , .370
115-21 | .41 (.83
L16-4 | .297 -.516
‘116-6 | .178  .828
123-7 | .208- ‘sh2
L34-11 | .317 a9,
125-8 460 ..566
L26-5° .26 .536
129-19 | .216  .692
L32-5 .673 .808 «
","L32-8 661 .739
' £32-19.| 667 857
| Mean | .37 v 87T
. 8.D.. };@ .189 -,

gl
O

a5 108 . .loa

a7 8, Mgt -

S e
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Commonly, the denominator of this Fatio is'taken to be the number of

students who encountered the problem, so that a failure to respond-is

equivalent to an incorréct response, this definition is used whenever
o 1 & .
all students are expected to respond to every exercise presented to: them.

- o
. -

Since the AID tourse allowed students to omit problems without penalty,

"we chose the definition using asra divisor the number “of students who -

, actually at;empted to- solve }he problem. The three measureSrof propor- .

tion cprrect are as; follows. - B S ’ | - S

. ! o .
\‘M

;. Ml., Proportion Correct on First Trial--(number of students.who gave . .

} >

a correct solution,on the first trial) - (number pf- students who attempted
the problemYs Ml is taken as the primary measure of pfoblem dffficulty !

This variable was discussed in Chapter Iv. Its value ranges from ll.S%

] . oL

//for Problem L29F19 to 85 7% for L10-19. The mean is 55 &% for the set ) Y

O,‘ .
; of 25 problems.- ‘ . i'v_ ’ . Cos

o4

e ,M2' Proportion Correct on First Trial Disregarding Algebraic Errors--
(number of students whose solution on firgt trial vas correct except for- e

possible algebraic errors) - {number of students* who attempted the problem)

8 4 u a

'For several problems, e. g, LS 30, L9-8, L12 h students ‘used an algebraic

N =

formula that was incorrect, for instance, %% 3937 for x/ 3937, altho7gh

T4

"in'all other respects the solution wgs correct. As pointed out in

Chapter Iv, diSregarding errors in algebraic formulasoincreased the pro-

L

"\ portion correct substantially for. some problems, with increases ranging

: 4.
up to nearly 1004 (for 15-30). The mear of M2 1is 62 3%, as compared to -
55. 6% for M1, ‘and the standard deviation 1s 21 8% Pursuing the compar- ot

ison further, we find the correlation between M1 and M2 to be quite/ﬁ/gh T

1 , 7
-




* . . )
’ vt -4 T4 . * , . PR

(r = .90), as shown in the correlation matrix for, the measures of problem
[

PR

aifficulty (Table 12).
M3: Proportion Correct ‘on All Trials;efnumber_of students who

. o ) .'. v N - - .

 achieved-a correct solution on some trial) - (number of students who .,

attempted the problem). Had the teaching program consistently asked P

students to meke another try if their first was not suceessful, M3 would

A\
o’

R be a better measure of problem difficulty.'*Since this was not done and '

4

since the amount of help offered varied considérably, this measure is not
- . as satisfaétory as either M1l or M2. The mean of M3 is higher than for ' .
eitheran or M2 (66.3% compared to SS 6% ang 62. 3%) and the standard

deviation (24,2%) 1is also higher. M3 correlates slightly better with .,
. N t M ,01 'd . ,

M2 than with M1,(.9% vs...88) although M1, 1like M3, is based on c0mpletely

correct solutieons. This evidence iJ{itself is not convinecing but, coupled

.. -

with a closer study of the subsequent ‘d@ctions of students who made simple

algebraic errors on their first try, it supports the inference that the -
/N ‘
‘teaching program is reasonably adept at detecting such errors, and offers

,effective assistance to the atudenta who made them.',, T g
., IS # .

Number of Errors.. The ~three measures of number of errors are. all

R R o !

. avggages for the students who attempted the problem. Coe T “ K :

*

v’a

‘MH: Namber of Syntax Errors per Studenfh-(number of.ayntax erroraé . .
- (number of studentsjwho attempted'tne:problem).f The a;eraée number of S
sjntax errors ranges from';oﬁ-for Proplem L10-12 to 2.88 for Prgblem
P : L32-5, with a meap of 1706 (8. D. = .75). One would expect errors to ,
correlate negatively with proportion correct this is- true,.and the - |
S correlation coefficients are all quite large: l,h = 7?, rP b = '.‘83’

end r

- - .80. The correlation with M2, which disregards algebraic

-

3,k
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s . Brror Rates. Since the total number of errors may be depende%t upon

~errors, is

: better measure of pro rammin
., ovppert to the uoi ¢ g |
difficulty than MT. ’ -
. o , L \ . - N
M5: Number »f Se ant1c rrors per Student—-(number of semantic
0 errors) = (number of students who attempted the problem) The average ¥

numbeT of semantic.errors ( 8) 1s less than half the average number of

o . N

syntax errors (1.06) and th .range of values is also smaller (.ll to,l.lS
w1th S¢b. = .26) kFurthermore, the correlation;between syntax andfssmantic ,

o errors is qul(’te\loW'(rLL 5 = .32). The correlations between semantic
: J s . . . ' [}
. : , » . SRS

ﬂ'%»errors and -the three measures'of proportion cprrect are also quite’low

-

between -xag~and -;32, and semantlc LETTYOrS, unllke syntax errors, corre=
’ £ lrlate betq?ffglth'Ml thanpwith ME,‘as'would be expected since a large
. ” ¢ ) 0 :

4

- ’ ' - @ o .
number of semantic errors are taken out by M2.

L.

o W . B . : B
\ M6 Number ‘of all Errors per Student--Mi + MS* “The average number

1 errors is composed ‘of about two- th1rds syntax errors and one- third
a fsemantie/e rorsy with a.mean of'l.5} éTrors per problem. The correlation,v
\ of M6 %Xth svntax errors is remarkably high; Ih96 = .96, as compared P .

»

6-_ .57, the correlatlon w1th sgmantlc errors, The correlations'Of
_‘ﬂy6 with the thre. measures of proportlgn correct }ollows ‘the same patterm

) // .as Mh' the: number Gf syntax errors, again, there is a sllghtly hlgher
fcorrelation with M2.\'an with M1 (seevTableglE). |

1’

A,

@ . \ o

=4
the number: of commands givyen by the student three ‘measures of error

.
e,

K rates were also deflned éo~respond1ng to‘the three measures Mh M5, and .w>.

. . M6, For~each of these, thet gymber of ??rors is divided by the number of \

1’

. . b}
. © A 4 T > ) é - L4 ~ .
o commands typed. / : o v = Ce

. . T \ ' ' v
. N S R G T, T




LY

N

.

. infer that an error rate of 10% indicates

.

”whereas r

PR

L " [ S . L

" M7:..-Syntax Error-Rate--(number of syntax errors) < (number of

'commands_typed). The mean syntax error rate is lO% with a standard

©
. . ‘b - .

deviation of 3.3%. Recall that _the count of syntax errors is a count of

errors themselves and hot a count,of,comm ds in error, soO ‘one cahnot
hat one command in ten ‘is in

error but that, in ten dommands, there ‘is on tin werage one error.' M7

/corresponds to M4, the number of syntax errors, and the correlation_is

subs\ahtial but not spectacular (r = .59). In'making comparisons wi-th’i':r‘

proportion correct we find that M7 follows the\\\\e\pattern as Mh but

»

B that the correlations are much lower, for exafiple, Ty )7 is\only

o '3”' a
l Te h.72 As a rediqtion of proportion correct, the number
£ 1,,] e

S

of -syutax errors would serve much better than the rate of syntax errorsy :

accounting for 50% of the,- variance as opposed to 20%.

' \

M8 Semantic!Error Rate--(numbercﬁf semantic errors) (number of

éommands typed). As e would expect the semantic error rate is lbwer

. than the syntax error rate ( % Vs, lo%) Further comparing these two

measuresg we notice that “the correlation is negative (r 8 _'—.3h), and

that the correlation ‘between the semantic%error rate and thg number -of

'syntax errors is’ also negative and has "an even higher ‘value (rh 8- -.63).

..
LA

4

’ not knaow whether this phenomenon can be acéountéd‘for by characteristics'

o«
'.

\

Furthermore,_although all of the other error measures, M4 to M7, correlate

. v 0 . . /

negatively with proportion correct, as expected,” the semantic error rate

- .
. - 3

correlates pOSitively wiith all three measures of proportion correct and

‘the values though not high are.. substantial (.25, .58, and .50). We do

/

w

that_are peculiar to this set of problems .or curriculum, or whether it
is 1ikely to .be true for other programging problems given in qther
e . . ‘e | & i ' . -




circumstances.” The'evidence here is strong enough to warrant a closer
‘study of other data. ‘ ' ' ' o’ : T

. IR
M9: Error Rate--(number of all errors) - (number of . commands typedds

-

" The .mean of M9 is 16. 2%, an average of one error for every six cqmmands
typed. M9 stands in the same relationship to M7 and M8 as M6 does to Mh e

and M5, and oné vnuld expect to find & similar pattern in the correlation

§

matrix. The similarities are few, however, and one of the more noticeable - .

-~ ~
¢

vvarfationsxis in the correlation with. syntax errors. As we‘saw, M6, the
: . : . ’ . ' \
|

number offerrors,lcorrelated extremely highly with M4, the number of = "

syntax errors (r = .96). 1In comparison the‘correlation between M9 -and
M7 is only .49. The correlations with semantic errors are guite'com-

o v ) " ﬂ' , . .
parable 5 6= .57 ‘and 58 9 = = .65. Thus, the rate of all errors

>

correlates better w1th the rate of semantic errors than with the rate of
’ : a ) : ) 3 .
syntax errors, whereas the opposite is true if we measurs the numbez of

-

errors instead of the error rates. Although there was a’ fairly high -

correlation between M7 and M4, and a lower but not lnSLgnificant corre- j;

lation between M8 and M5, the correlation between MY and M6 i: essentially
o : . . : . .
. . N . ; v &
nil (r = ©.03). As a final comparison-between number of ©rrorg and error

rates, consider the value of‘¥9 as a'prediction of proportion corrget:

. : . : Y . ) -+
not more than 2% of the-variance in proportion correct could he accounted

s

~ “for by the total error rate; on the other hand M6, the U7La1 numbe r of

3 -
H

errors, could account for 50%. - . ‘ ) :
and in Z

particular the total error raté measurijproblem difficulty alonp a ' "f(

> o o
mdifferent\dimension than pnoportion correct. Although there is a very “t
[t . . : N o
. N ) - _ N . L @
“ % high eyrrelation Fetween thé number of syntax errors and proportion
. < 3
T ey b . N

. / . 8 § v 5
> _ o 8 ¢ ‘ -
S " 85 :

A Y
n Fromﬂthis discussion it is eclear.that measures..of errors,

~
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correct, this may be because longer programs tend’ to be more difficult

' - Y . . \
and also afford more opportuﬁﬁti%s for syntax eFrors; that this is not .
R v " - ’ ! _" . , . ‘ -
the whole story, however, is sho&n by the substantial correlation between . -
. * syntak errors and proportion correct even after length is factored out S
n \ n U‘. H

(r = -.48, for example). L . .
|- _ .

2,7 |

There are two more meagures of error rates’ that may be of some

A
Q

interest: -,
o

M10: Ratlo of Semantlc Errors to Syntax Errors--(number of semantic

k4
«

errors) - (number of syntax errors). The mean of MlO is .76; on the
.}average“thexe are three semanilc errors for every four syntax errors.
The range of this wvariable is large, .04 to L. 33, w1th a standard devia-
* tion of .86. M10 is, as expected; negativelyLCorrelatedrwith Syntax SR
errors, both M and M{., and positiveiy correlated with M5 and M8, the
two measures of semantic errors. Except for r | these correlatiogs“a‘

5,107

all have a magnltude of over 5y and the correlatlon with M8, the.

-
0

: 3
semantic error rate, is over .Th.  The correlatlons “with proportions .

correbt have the same patferq, and nearly the ame values, as for M8, ”QQ

M1l: Ratlo of Errors to the Length of the Expected Correct Solution--

(number of errors) = [(number G gQommands in the expected correct sokution)

X (number of students who aftempted the prdblem)], ,This variable has a/

X e g -
=
mean of <37 and its correlatlon with the other measures of/error rat
s falirly low except for the numbey'of semantic errors (r5 11 = 60) 5
s v . ’ ;

M1l correlates negatively with' proportion correct, as_we expect of error
) 1 B ) , ~ ’ N . .

‘measures, but the values are low.

The Number of Students Who Made Errors. For many problems, most of

the errors were made by only s few” students. The fact +hat studentt
. N . |
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[ ‘ P

v’ ' * ) ’ .
skippéd’different problems may cause somé doubt about the reliability of

measures Mh to M11. THe last two error measures do not share ihis- defect.’

. .
M12:  Number of Students Who Made Syntax Errors--(number of students

A
who made syntax errors) = (number of students who attempted the problem).

'4On the average 48.7% of the students made one or more syntax errors, and '
the range is from 13.9%. for Problem L10- 12 to 85 7% for L32-19. The

correlation w1tb the average number of syntax errors is guite high

('rh,ip = .86) but riot nearly‘sthigh with the syntax error rate
R Rttt . S ’ ! ’

A(r‘;lé = 39) “Again we see evidence of the difference between syntax

4'§nd semantlc errors"the correlation between the semantic error rate and

number.oﬁ‘students who made syntax errors is negative and qulte\high

® - "

N o [
(r89i2 = -.67). "The correlations of M12 with the threa measures of
s

o

proportion correct follow th same pattern as for the other syntax error

N

meacures (M4 and M), Lhow1ng the greatest correlation with M2, the pro- . .
- " :
portion correct di;counting algebraic'errprs. Thece three -correlations

e
. S

~

are not quite as high 2 tor Mb but are conaiderably higher than for M7.
A i ~ = ‘ .
M13: Nurber of Otidents Who Made Geman®ic Krrore--(number of

students whe made cemanticz errors) = {number of stwicrt s wno ebtonpted

* - '

the problem). On the averasg: AL of 4he ctudents made one or more

t

semantig@errmrs er low value of 1€.0% 1s for Problem ps-g amg the © \
. v < #
hign Qf 69”4;71F for L3w=5. Again the correlation ic mugh Higsher with o
i . IEN N . ' -
the number cf errors'than with t%gﬂerror rate: r. e .86, whereas
) ’ ’ . Dy ' )
r8 13 = .28. As_we have come .tol oxpect, there is 1Rttle corrvelation
) A . » -
S - mea o 0 s g e = .30 - Q16,5 .and r ~ .16.
witb.mggsgie. bf syntax errors: ru’13 32, T;XJE 377weﬁ< ]3 de |
\S“-‘\ N T ’ ' ’ : '/‘
» - The lowest of all correlattons. for MI3 is 1013 T -the tquelation Ty
A . — = ’ ‘ "~

between M13 and the ratic of semantic, to syntax errors. The corredlations
Y 4 . . '

. S . ®
v -, .

e T » | 80 C _' v

»
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A

of M13 with the measures of propdrtion correct are negative but the values
1 . . . wy . “ °
are not high (leéss than .k).

If M12 and M13 were to be teken as. replacements for Mi and M5, we

. can see that not much would be gained; the correlations r, ,, and T

’ 5,13

" are both-quite high.

o

- Leaving measures of errors, we turn now to measures of effort. b

2

Effort Expended. TFive measures of effort are defined, the last two
' o ’ 1 ‘
of which are ratios.

* o

Mik:- Number of.Commands Typed--(ndﬁ!!ﬁdof commands typed) < (number”

P

of students who attempted the problem). )The_ﬁumber of commands typed has

o

a wilde range, from 2;9 for Problem L10-12 to 23.5 for L32-8. The mean of .

this variable is 10.2. We would expect this'variable to vary directly
with problem difficulty and hence~inversely with proportion correct this

expectation is b?xne out and *the correlations with M1, M2, and M3 are
e -

quite high (e.g., r, ;) = -.75). Looking at the correlation with Mh, we
LA N

confirm the suspicion that the number of commands and the number of syntax

" errsrs are statistically dependent (r = .66), and ‘the correlation with

syntax error rate is éirrespondingly satisfyingly low (17 1 = .16).
5till tuokiﬂé at the cotrelaticn vector tor M1lh, we find tnat the cor-
relation witl. the semantlc error rate i, falrly high but Le¢ negative

(r8 W = -.65).

3

b : n
& o

MlS: Number qiLcémmapds_Executed--(number of crmmands executedy‘}

I3 B
(number of sg dents who attemptgd tﬁw problwm) The d@ergge number of

>ésﬁgﬁnds -executed is 7. L, about@%h ecPpurths of the LUm%EZS_-tyPEd, and

the correlation wi}h”commands typel/ is extremely high(r )15 © .98).
. e . 3 ’

-

The correlation vector for M15 is guite similar to that for commands

r
- 3

v : 81 . ¢ PP

[ / 1’
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typed, including the high negative correlation with the semantic error
rate (r8 15 = -.64).
M16: . Commands Used‘in Partially Correct Solutions--(numbgg;gf

>

students who attemptéd the problem). The average number of cpmménds

. used in partially correct solutioné is 4.8, as compared to 7.l executed

commands and 10.2 typed commands. As mentioned in Chapterﬁfv, fewer

commands used in correct or partially correct solutiohs) = (humber of T
\ |

than half the typed commands contributed toward a correct soiution, The

. gorrelationé of M16 with both commands typed and commands executed are

[

‘quite high- Ty 16 " .77 and rls 16 = .85. The correlation vector for
Ml6 again follows the pattern set by M1k and M15 although the magnitudes

are genérally lower. Again we note that the correlation with the syntax

error rate is low (-.08), and that the correlation with the semantic

error rate is still negative, though somewhat less than for M1k and M15 .

(-.56 as compared to -.65 and -.64). Since-it is hard to believe that,

~as a general rule, the rate of sgmantic errors dbclines with the number

.-’Q

of commands, it s eﬂmt lixelv tha+ thic resull is ceuwed by uni dent Lfied
peculiarities. of. the cet of problemn or ghe curriculum. i
M17: Ratio of Command:s Used in Partially Curnéct solutions te

Commands Typed--(number of commands uced in correct or partially crrrect

igolutfons):% number of c&mmands typed). This variable measures the .

e W A
o 'propo‘- of useful effort the mean is 52.3% and the range s from
i - y ‘4" s 1
? 7% to 80 7% Zn examininp the’ relationavectwr>fqr %;g,‘wg.»ee nglséiﬁ “
that M17 correlates well/with thi yMxee measures of/ﬁrﬁﬁk%#%oﬁ'éérfect o
»*A . ’
Fig A4 / )L
(r > 6) and_in the cxpected«direeﬂionu As expected t cUrrelateg
g —V'* ~~~~~~~~ - 3 .
3

i
|
negatively v th Jthe num%eg of errors, although the correlation with!the .
. a s Ve

I' : , . /




number bf semantic errors is not hiéh, -.19 as coﬁpared to -.71 for
syntax errors. ML7 also correlates negatiQely with the syntax error
t&te (r = -.395, but the correlatiory with the semantic error rate is
positive (r = .42), and there is a’very low correlation.with the total
error rate (r = .07)« ‘ . '

M18: Commands Typed = Length of Expected Correct Solution--(number
of commands typed) — [(numberJof'commands in the expected correct éolur’
tion) X (number of students who attempted the problem)]. This last
measure of effort is aki%/to an efficiency measure: it measures the
amount of effort in temms of a standard, and presumably félativeiy ef-
ficient, solution. The range of MlS is from 1.09 to 5.45 with a mean of
2.27; on the averaée, students did over twiée as much as was needed to
achjeve a correct solutién;’;Iﬂ‘the c&frelation vector for M18 we find
ortly one sizable value: Ty jq = .86. (Since M1l is also a ratio with
the length -of the expected solution in the denuminator, this value is a
reflectioh of the high correlation between the tutal‘n&mber of errors
and the number of commands typed. Qf some interest are the very low

correlations with M7, M8, and M9, the three measures of error rates

Y .
(frl < .Os)y/relative efficiency,/ﬂu measured by M18, seems to have 1little

- B,

otatiutical relation -to error rates. -, /

Nugiber of Students Who AttempteA Prublem Wic final megasura of
¥ . ™

pzéblem difficulty might have beengclassified as ‘another measure of,

9 ” . L ) . . . . .
effort for it simply measures the; proporticn of students wh$ made some
y _ "

4 . .
M P . .

effbrt to solve the problem. A . . .
_ 1 4
- L lt - . - A . -
4 M19;: Students Who Attempted Problem--(number oﬂ/utudents who//// -

attempted problem) = [(n bef;bf students who attéhtted the prob;ém) +

‘o .
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95% with a mean of 83.4%. We do not know why some students skip certaln

—of students who made semantiec errors (r - -.01). >

“are along severaly, quite different dimensions. There are, of course,

(number of students who skipped the problem)]. Although there are 40
students represented in the data; the denominator of M19 is not alyays
4o since some studerits did not progress far enough through the course to

-

encounter all of the 25 problems. The values of Ml9 range from 48.3% Io .

‘ problems,ﬂwhether it is because a certain problem is perceived as diffi-

cult, or perhgps as too easy and hence a waste of time. An examination °. v
’ ? Y v

/
f student -protocols indioates that there was neither a small group of"

"students who consistently skipped problems, nor a particular problem or

set of problems singled out. In«fact, only two problems were skipped by -
L W .
more than one gquarter of the students.r A study of the correlation vector

,for M19 does not shed amuch more l;ght ‘on this question. » There are two

N

alues greater than’ 5 The value of r is -.51, indicating some

12,19
statiotical relationship with Mlz the number of students who m&de syntax - /ﬁ'

errors. The value of rig 19 is -.56, indicating a relationship with - : -
) ‘ : . ;

relative efficiency. At the other end of the scale, we see very low R

,
. B -

correlations with the syntax error rate, (T = .06) and uiyh the number .

©
\

Several facts emerge from the above discusuion of the 19 variables

v

_» related to problém difflculty. TForemost iu thet many of-tHese mcasures ' o

-

are‘statistically unrelated to one enother. I£all of them 'are measuring

v

some gspect of problem difficulty, then it is clear that the measurements Lo

y C - R
. /

strong similarities between certain pairg of measures. ML and M2, for -

A

. /. . * i .
example, which are both measures of* proportion correct, are closely ////

related both conceptually and statistically. For the most part, these o

-




0 / N * L . .
pairs that one would expect to be closely related do correlate high

-

" and in the expected direction. There is a striking exception ° this P ot

o .

‘ 4
' in the s,t/of'measures based on semantic érrors; these asures; in

particular M8 and M10, do not relate to measures of proportion correct

“or to measures,of syntax;errors.in the way one‘would expect. In fact, .

v 4

'if we had looked'only at M2 as a measure of proportion correct and MlO R

as “a.measure,of thé errors, we might have been tempted to conclude théat '
] L4

o~ the’ error rate is highest “for the eaaiest problems. We draw no such . |

» .
a ) B

conclusions,.however, as we have not. been ablé to fonMulate any intu-

Sl
4

i .. ' ’ - . L) ‘
s anomaly in the data. : /, ’ : T o o

L3

itively satisfying hypothesis that gould account for this apparent

Having 19 measures 6f problém difTiculty is an embarrassment of

riches, and for, more’ detailed’ study we chose from among them a smaller,

- M ° 4 - . ‘i/'
more managéable subsot. Ao mentioned be fore, e conside Ml te be the (/,

primary measure of problem difficulty because/it 1is xhe most similargto
measures: Of problem difficulty uscd by otler researchers and ,our results

can thys be me re Toailly cbmpanvd to geculh:/éﬁainnd by,others. For .

~reasons already mentiSEEd;‘uo’fedllth%t M2, the propuTtion c.rrect dis-
regaxding errmr% in afgcbraia 1rrmulat, L; ‘a mere sati ;aﬁthry measure ,

, ot v *

. uf programming alfflceul® "y pl 5o Nl and N“ BeCH tnzmbasure vrry similar

>

-

aSpects of proble d*zziculty, so for varia7y we also chose four other .

", measures that seemed to be quite unrelated to Ml and MZ and to one another,.

? ~

one is a meas ure of ryntax efrors (M7), anothcr g measure of semantic

- ~

_’,en&ors (Mlg), ihe third 15 a measure of efficiency or effort (MlB),

bE T
. the last is the number nf students who attompted the problem (Ml9) For

N

b




' L R ! . .
- r v - - . . o

ease of reference théfe selected measures are listed in Table l3,'which

“
N S
LI

also shows the correlations between each pair. SR -

. ' : o . s
.

In pursuing the stud& of these six measures, we are interested in ' ' .

S,
- n

discovering what characteristipsoof the problems or of the curripulum

1 £ st
influence problem ifficult ,;aﬁd how well we could have predicted .

ngélem diffioulty frpm an a priori evaluation of these characteristics. B e
, v
The tool we used in this.study was step-wiSe multiple linear regression , - .

’ ﬂ .

using ten iﬂdependent variables to predict the values of the six’ selected L e

fmeasures of prbblem,difficulty The ten vafiables .are defined indepen- | v

.
‘\ml

dently of the data~ some of them measure charaﬁteristics of the problems o,

¥.
- .y B ;
themselves (ARG, FCT and INPUT),asome measure aspects of\the curriculug% . 'f:
: \ ’

» HELP, VOCAB, and, NEW), and some are obtained frm%ftheﬂex-
o
pected correct solutions and are’ hence dependent upop both the proglems

context (LES

=%

and their context (IF and LNG) The ten variables .are described belown -~ . - 7,

o

‘and their“lues for each problem -are given ‘An- Table. 1h.. : ST
. R . e .

.IF{ The variable IF is thé proportion 6f cﬂ;ditional commands (i e., o

[}

‘the commands that Zontain an TIF clause) used in the expdeted correct

A,

responses "lict ed in Chapter TI. Thc values of IF mary Irom O% to’67% o 5

with a mean of lh% and a otapaard dcviation of 20%, as shown in ‘Table 1h.

- N TN o

" ARG: This variaﬁle depends upon the mathematical function required :
by the problem. The'values of ARG are ‘~ , ' o \, - . - )

L ‘
O if there is ‘no argument for the function . . P , v

1l irf there is one real argument . . "

2 1if there are two real arguments - ' » ‘ v e
% £ ) . . -
'3 if the argument is a stored list . . ! f ,

. L4 -

The mean of -ARG is 1.6.
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“

L

\
A

Six ‘Selected Measures of Problen Difficuity -

I

., Desgcription bF .Six Measures

Co

rreiations-

L LA .

“
o . . o

Mi: Proportion Correct.
* (number of students who gave a cog‘rect
* solution on their first trial) = '(number

of students who attempted problem)

M2: Proportion Correct up to Algebra, .

" (number of students whose solutions on
‘first rial were correct except for
possible errors in algebraic formulas)

> (number of students who.attempted
problem) ‘ - .

U ° s‘f} <
M7: Syntex ‘Ertor Ra'be v S
(number of syntex errors) — (num‘ber of £
‘commands ty'ped)

PR

t

Ml3 Number of BStudents’ who Made
~Semantic Errors. ‘
~ (number ‘of students who made semantic ‘
errors) = g(number of students who
attemptecf the problem) \ o
I‘ . . R
M18: Efficiencya :
{number of. commands typed') - (number of
commands in the expected correct solution)
X (number of students ~who attempted the '
problem)

.

“

L y N N
. Y .

Ml9 Students who Attempted Problem.
(number of .students who attempted .problem)
< [(number of students who attempteq
problem) + - «(number of ‘students who gkipped
problem)] . "

- "

M1® M2

M7 M3

MI8 MI9

.90,

A

l1.00

A

. :!_..00

-, b

.48,

=37

'-.21&

o3

i

J-.;l

=27 .39

ST
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TR 'vr"r‘y . w\Values “of. Indepinc}ent (Problem) Variables - [ |
- o P o
o #"‘ -
Pi‘qblein A e , : i - ) |
. Mumber . IF ARG FCT RBIT ING INPT 1ES HELP VOC NEW
© . .15s30 | .00 - 12 o 2 -3 5 o . 2- 1
. . I8-9" .00 1 0 2 3. 8 2 3 1 .
0wy |02 1 Lo 2 2 8 o 3 0 R ‘
CaBf28. | .00 1 1 o 2 -5 8 o $ o . l
193 | .00 2 1 -0 2 T S S S
19-8 00 2 1 o0 2.7 4 4 9 0o 3 7/
L10-12 | .00 .1 1 0 2 4 101 5 ¥
L10-19 | .00 1 1 o0 2 10 10 1 s ot g
[11-11 | .00 L 3 0 5 5 11 -0 6 1 ’
‘L2sy” | o0 20 1 .0 5. 1 .12 1. 7 -1 T
S cowmseg [ .0 o1 1 00 3o B Tm oo 7 o
Y ‘11515 Lo 2 1 "o -+ 5 o 15 1 8 1
CLolasel7 | .36 8 o1 o 10, o0 15 1 8 0
58 | .50 2 1% o 6.0 15 1 8 o :
115-21 | .300 e+ 1 0 -0 Yo 15 0 "9 1
164 | .20 1 1 o -5 o 16’ 2 . 110 1 .
L6-6 | .67 ‘2 1 o 12 9 1% o 10 o0 '
_ 123-7 A7 0 -2 1 6 o 23 o0 212 0 ¢
peb-11 | L17. 10 1 T2 6 o .2s b, . 0
125-8 | .00 1 1 0 2 7 25 2 12
126-5, | .00 1 2 1 7 o 26 1 12 [ .
129-19 | .46 "2 1 o 13 - 1 29/ ‘0o 12 0
‘1325 | .00 3 2 1 6 2 3 o 13 ) )
L32-8 .00 3 1 1 5 2 32 2 . 13 iz
| 4132-19°| .3 3 1,1 3 1 3 o6r 13 o0
Me axt b 1.60 1.6 .2k 5.00 2.68 16.7 760 - 7.9 bk
S.D. .20 .76 L7 ol 3.é‘9 2.87 8.6 .76 3.80 .51
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_FCT: Most programs wrinten for the 25 proHlemslin ihis set define

A

. vonly a singie mathematical function but a few define several functions

- .

.

( of the same number of arguments) " The value of PCT ds the number of
" e

mathematical functions defined, and may be;ﬁg 2, or 3 , : R

LM >

e . dEfT: THis is a 0-1 ”rviteration” variahle whoségvalue is 0_1if.no \‘ | .
loops 0r¢aubnnu£1£es are required and l otbebwiset-_,'A ‘ ' - . ;7
R HLNG This variablr 15 the rmamb:®’ of gnmménd in phe\expeEtédhqerrect‘
a 'boiution: The valuevirange frdm 2 tp 13 with.a mean of 5. . Gy, . ’ ,.i
’ 7 . . v
RET INPT Tre number of sets bf input valucd pecified in fhe problem
‘ o,

is given by INPT, whuse value ranges erm 0 to 10 with & mean of 2.7.

..n K

. ;LES: THis variable, the lesbon dumber, is a meaapre of the positien

rd
3 ’

of the prub;em in: the curriculum. . = " z ¢ e

HELP ~Thib variable neasures "the "amcunt of nalp given in the

‘
*cn . *

problemastatement i Prqblem wtatementq UMLaJionally,include an example,

..
of a closely related prugram, or part ut ;huh a prugram, and HLLP ia a .

: measure ofs thin kind Wf e,,iﬁtance. HELP + O if no model was, Rivon,  q

HELP - 1 i % part‘al M l wa‘ giw n, and HELP - & if a dbmplgte model S
‘was glven. ‘The Valu" «f HELP 15 nun-zer frr 170f ¢he @5 problems,
with a méan vty .6 -
- M ‘, .. . P
V(»f‘- Tri. Yariable meaoures the ams ant o1 ATL v cntaalaty that- had
been pret enred by thé ﬁirrivnlum betore the pryblem wao givrn. The
oo
lexical items that are vnunted are . o .
\' TYPE . 5 A
SET . ' N A oo
- / . .
LED - ' .o N
. X . L
0 STEP (uced directly) .
FOK




<
]

i
A

- . . +
s . . . N
» . A
. K | -
) - . . , - .
- B . . . L [} :
. Y . . \ ) - . S . w2

e

“ * DO'PART (used directly) .
DEMAND ..
IF B |
R o L I
L o~
D0 (used indirectly) L ' ‘
FORM - - ) - o -,

Indexed variables

- . ® a
N \

-8

"NEW: This is a 0-1 variable that .depends upon whether the problem

requires the use of a command or function that has not beén used in a

preceding programming problem. For this definition "programming problems

are taken to be any exercises that require the use of the AID interpreter

-other than those problems that require only that the student copy ver- -

- &
v 1

bat1m AID commands pr1nted by the teaching program _ The "new' %commandsr .
.%,o . §L

and functions cénsidered here are not restricted to the 1list. given ab0ve E.”

for VOC. Approximately ‘half of the problems do require the use;of & new
S T . ' . 0l -
word, and hence have a value of 1 for NEW:' o \

The- ten variables described above were used as independeét yariables“
- fl .
in step-w1se multiple linear: regressions in an attempt to d1s¢over which

-~

" were effective in accounting for problem difficulty Por this purpose '

it is best to use variables that are stat1st1cally 1ndependent of one

another. ' This goal is difficult to achieve, and was approached with

B I‘ . i .
only moderate success by this set of variables, as can be seen from the’
correlation matrix given in Table 15. There are five pairs of inde-

pendent variables for which the correlation is greater than 5 The

- -

first of these 1is IF ING. In a preliminary study, the variable IF Was

-

defined to be the number of conditional commands used in the expected

_correct solution, nather than the proportion of conditional commands.

P

EN N

fa
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When' it was fpund that thi7/variable correlated highly with length

[\

. = .85 an attempt was /made to reduce the correlation by dividin b
’ g Y

length. SOme reduction/ﬂas accomplished but it was not as great as was

hoped for (from .85 to/.73). A study of the values o% IF and‘LNG (see\

Table lﬁ) reveals that for 9 of the 25 problems the expected correct
_solution contains oniy two commands, and that. for these problems the
oo / .

' /-
value of IF is zeroé this fatt alone explains the high'val‘b of r and is
- . . ) N .

' - .-

sufficientireason for‘considering‘separate analyses of programs with and

.

without conditio al commands. This was notdone here because the size of

/ O

the sample is t#g small to warrant subdivision.

/
/

The second pair of highly correlated variables is REIT-LES, for
v \:“-;h-a .

which r = .77

-

Whether or not there are loops or subroutines (REIT) is
highly dependent upon lesson number (LES);' For the first 17 problems,

included in/Iessons 1 to 16, the value of REIT is zero. The value of .

2 . P
voc/is also hlghly "orrelated with 1ES (r = -94) and with REIT ‘/ﬁ

= .6B). It is to be expected that the amount of vocabulany introd?ced

There is one remaining pair of variables with a high correléti n:
for/LNG-VOC the value of r is .54. In Chapter IIT we obderved a similar

_ ph nomenon; that the total number of commands in the deta tended to in-

crease with problem number but that the increase depended more upon an
increase in the wariety of commands than upon an increase in the ‘occur-
/‘ \,

/rence of a given kind of command. That comment referred to the data,

[ '




[

whe reas ING is a function of the expected correcf'response; the same

observation seems to be true for both, however. ’
As a preliminary°view of the relationships between the ten inde-

-’

: o ' : ,
pendent variables and the six selected measures of problem difficulty, .

a correlation matrix is shown in Table 16. The correlation vectors'fér

Ml gﬁd M2, the two measures of prdportion correct, are strikingly similar.
v ‘ -

Both Ml and M2 are correlated highly (negatively) with’LES; there are

glso substantial correlations with IF, ARG, LNG, and VOC; and the corQ

relations with FCT and INPT are quite low. \The pattern & the correlation

ey . [

véptor for Mi9 shows some reéemblance to the~vector§ M1 and M2 although~

A

the similariti@s are not as grea£ as between M1 and M2. There are few

<

similaritie ‘tween the other correlation vectors, and the difference .

. ’betweeh M7, the syntax error rate, and M13, the ' number of stgdents who

% made semantic errors, is marked. REIT, for example, correlates quite

well with M13 (T = .5) but not at all with M7 (r = .025). Also, the

" coefficient for IF-M7 is positive whéreas it i negative for TF-M13.

In general, the correlations with M2 are high, followed closely by M1,
and the correlations for M7 e 1dv. -
" Using BMDO2R we ran usix step-wise regressions, vne for each of the

*six selected measures of problem difficulty, and derived linear equa-

. tions for the prediction of each of those measures. These equations

'kwith coefficients rounded) are given in Table 17. TFor easé of ‘reading
we have transformed each egquation to yield percéntages rather th;n
fractions. Our primary purpose in using step-wise,regressions was not
to produce these linear models, however, but to’detefmine which of the

independent variables had the greatest influence and to find out how

P 3
100 .




Table 16 °
Correlations Between Independent Variables and
Six Measures of Problem Difficulty

=}

. - . . i . . :
Measure ‘of Problem Difficulty

. Independent : : - ,
Variable oM M2 M7 M13 M18 M19 .

-0.579  0.277 -0.308 -0.151 -0.358
-0.506 ~ 0,265 - 0.225 . 0.572  -0.299
-0.129  -0.0l4 o.29§:’ Z0.055  0.125
-p.L43  -0.025 ) o.h96 0.531 -0.576
-0.603  0.256 -0.022 -0.324 -0.133
‘0.238 -0.215  -0.245 0.002  0.248

-0.648  0.245  0.382 0.464  =0.599

| 0.394  -0.064 . 0.026 -0.070  0.166 . .
voC -0.436 -0.585  0.155 0.303 0.270  -0.555
NEW 0.252 , 0.358 -0.162 0.045 -0.085  0.395
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much of the variance in problem difficuliy-could be accounted for by \

~ linear combinations of the ten indgpendent varlables. . - '

«

Table,k 18 is a summary table of the dynamics of-the'regreésion,

independent variables entered into the regression and” the amount of

. showing for each measure of problem difficulty the order in which, the
\
|
|

'variance accounted for at each step. The total amount of variance ac-

counted for is shown at the bottom of each Eolumn, and we wiil start

with those totals. The first fact of interest is that over 80% of the "

variance of M2 and M18'are accounted for; that is, the modglé serve |

q;ite well for predicting the proportion correct up to algebra and the ‘ T

amount of effort'm’a'dg by students relative to & fixed et of correct

solutions. Thé models for Ml and M19 are also reasonably good; 76%. of

tﬂ; variance in proportion correct can be accounted for, and 67% of the

variance in the number of students who attempt the problem. The models

fo; M7, syntax error rate, and M13, the ﬁumber of students who made

sem&ntié errors; are }éss satisfactory, with lecs than 50% of the vari- .

anée accounted for. A f ' '
In considering thése'figures it should ﬁe kept in mind that we are ’

using ten independent variables to aceount for the varliance in 25 prob-

le@s, and thua'wnuid expect to account for a substantial portion of the

variance even if oﬁrlindependent varlables were poorly chosen. For a

compariéon, {et us see what the resﬁlts would be 1if we selected only

five of the ten independent variables;(tbe best five in each case). The

amount of varlance accounted for by ;hé first five var;gbles to enter

the regression is also shown at the bottom of Table 18. For all but

one regression, tHe first five varig%account for 95% to 98

i v
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'al'. . K
vari%nge agcounteé fo; by the fuli set of ten variables; in éfher(ﬁords,;
our prediction would be essenfiall& as‘éood 1f we used only, one-half of
th?-independent‘variébles.4 The noticéable exception tg this rule %s the L
médel for the prediction of M?, the .syntax efror rate. For this measure .
;of problem difficulty the‘predictiun’with ten ;ariables 1s nét good (oﬁly.
: 42%) and the predictioﬁ based on the best five variables is quite unac-
ceptable (19%). In short, our derived linear model for the prediction (
of M7 ig worthless for practical.§Urposes. o ’

F;r the cases in wﬁich we can account for a regsonable aﬁount of r( -'
the‘wariance,-it is instructive to'lgok more closely‘at the order in - ‘,‘
whiéh the independent variables enter into the regréSSion.v Forlthfee’ - ‘
fegressions, LES iz the first variablé, from which‘we;can cénclude'that 4 4 i

uthe position in the curriculﬁmjis an extremely infiuenéial'factor in , ”
problém difficulty. On the-a&erage iES alone accgunts for more variance

than any other single variabl;. The 5e§ond most influential variable
seems to be IF, whict. 1n ameng the fifut five variables.to enter the f
regression in all cases. REIT 1t among the first five variables in four : .

out of the six cases, and would have appeared more influential if LES, |
with which it s highl{ crrrelated, had been removed from the list. , ‘ ‘
Anothe; variable of some importance is HELP which entered second in two
6asés and fifth in one.case. In summary, we conclude that in predicting !
probleﬁ difficulty the variables with.greatest influenqe are the position
in the curriéulum; thé predicfed proporiion of conditional commands, ’
whetﬁer or not loops or subroutines aré%requifed, and whether or not the

curriculum offers an example for the student to model his solution on. .
o .t |

i

® ALy
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The first .and last of these might be characterized as curriculum-dependent

L

whereas the other two are more related to the problem itself than to the‘

-
-
~

context in'whicn iﬁ.is found.

S :
These conclusions are subject to some interpretation, however, For

example, in the regressions M1 or M2 kproportions correot)!'REIT entered

- 1in only the'eighth step, and we mignt conclude that whether or not loopa
or subroutines are required has‘little‘effect on proportion oorrect. This
conclusion cannot be‘drawn with impnnity, however, because of the'high
correlations between REIT and botheLES and VOC. Since both LES and VOC
entered into the regressions earlier, they took out a great deal of the

variance that would otherwise be attributed tp REIT. -

Another fact worth commenting on is that although LES, HELP, and IF

entered as the first three variables in the regressions for M1 and M2,
_they did not enter until the fifth, sixth, and seventh steps in the re-
gression for M18 ‘the relative efficiency of students' work.

Before turning our attention to other aspects of students' perfor-

<

mance on programming problems, we would like to make a few comments on
!v
. the analysis described in this chapter. First, althcugh we defined and
. . - *

explored in some depth a large number of measures of different aspects
of problem difficulty, there is another sizable set of variables that
might be even more precise measures of problem difficulty, and those are

measures based on the time required by students to produce solutions.

\\

~ We did not consider time- dependent measures herc because the ing tructional
sy;tem dia not record elapsed time in any precise way. The reader who is

a

interested in analyses of problem solving behavior using time- dependent

measures of problem difficulty is referred to Br. Jamec Maloney's paper

99
h B TA7




- . . . ’ ;

I
a

"An Tnvestigation of College Studenf Pgrformence on a.Logic-Curriculum
. . g o gic ,

in a Computer-assisgted Instruction Settihg."~lfhe mefhods.of,analysis

-2 [~3 - .

‘used py'Dr. Mal¢ney are similar to those used in thi% chapter?‘aqq,>in
,fact; provided a mOQfl from whicﬁ this éuthor drew ideas about both
method and definitions of indepeﬂdent:variéblés«- |
. . One‘independent variable of;possible;importance was inadvertently’
omitted, a measure of the amount of guidance available to the students
. ' in thé optiongl hints. This variable is akin to the HELP variable used
‘to ;easure the (non-optionai) guidance ﬁgven in.%he problem statement. .
LIh view of the fact that HELP was quite effective in predicting M1l and

. o ‘
M2, it seems reasonable that a HINT variable might ¢lso have been worth °

considering.




!, CHAPTER VII

© ’ y Classification of Correct and Nearly Correct\SoiutidRs'

R A
[ v .

_; v . **In the preceding chapters we discussed the number and distribution

-

of correct solutions. ;ﬁ thic ch&ﬁter and the next we study the kinds

of correct solutions. Correct, and nearly eorrect solutions are clasg-
- . ‘ ”
sified by type using four differept methods of classification, two baseg

on the forms of programs ahd two,bassd on the functions. As noted in

" Chapter IV, L27 of the Ly first attempts made by students were correct.

In addition, there were 124 solutions nearly e odgh correct that ‘they .

could be unambiguously classified accordidg ﬁo each of the four classi-
; fication schemes. These aearly;corréct solstions are 1nciudea in «the

analyses described here giving a total ofhgsl studé\t-written programs

an averagé of 22 per problem.
. - - [1]

In this chapter we use "solution,” or more lupsely "program," to

refer to, both.the stored program and the direct commends used to execute
. it. TFor. the first few problems, through 1.11l- 11, =« «lution i not con-

sidered courrect unlezs the studént oxccutod the program us ing the input
vf.

values specified in the problem sta+vment. (He: v,uld, of courue use

additional values al,o.) Affﬂr I11-11 s Corroc+ ulufion st 1nclude
# o

‘the commands npeded to execute the program but :Bgoaﬁ/zal vsluﬁg used

are immaterial. Because. of this disponti 'y in the grading.scheme

. ' " . -
our definitions of program'equitﬁ}ence will eontain cpedial clauses for
, R ,
¢ithe treatment ofi solutions written after Problem L1ll~11l.
For the 1 et two defipitioﬁs of program equivalence we are con-

cerned wvith the forms of ofograms,_and Qill define equivalence in terms

. | | 101

Q , . . '
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of substitution.of equivalent commands Or seguences of commands. These . 4 .

. .
v

first two kinds of equivalence, which we will call formal identlty and

b

~fonmal equlvalence, are def1ned in tenms of" allowable substltutlons QSg

'follows~ two programs are. said to be formally identical (formally equ1v~~ -

alent) if.one of them can be transformed 1nto the other by any f1n1te Ay
vsequence of subst1tut10ns, w1th poss1ble repetltlon, from the lLSt of * \
I A \

;SubStltutlonS allowable for fonmal identity (fonmal equlvalence) - \

Since the allowable subst1tutlons for formal equlvalence 1nclude

."the substltutlons allowed for formal identity, 1t follows +that any two

vy

' fonmally 1dentldal programs are also formally equlvalent‘ although the o \\

conve, is not necessarlly true. Furthermore, all of the allowable v ,1M3 ' \
L Th ) .\ - B .

' \

substltutlons preserve semantlcs, so any two “that are either fonmalLy . ‘ ;\

tn

identical or fonmally;egulvalent will alsopbe functlonally equlvalent PRET
(which will be our fourth definition of program equivalence).

The formal substitution rules are desc¥ibed below. Rules 1 to 7.

-]

-

define formal 1dent1ty, and Rules 1l to 15 define formal equivalence.

‘Rule l.» If two. commands are identical except for optlonal spaces,

3
- v

one may be substituted for the other. For example, spaces mayrbe freely

- used in'simple algebraic‘expressions, so these two commands are equiv-
alent under ‘Rule 1:
TYPEX+Y-Z | S Lo ,
TYPE X+Y<2 - | ' I | )
< ’ '\ \' ’ ’ ’ v v
Rule 2. If two Iiferal numerals are equal when rounded to three o

decimal places,'one may be substituted for the other. The following.are

equivalent under Rule 2:



/ ¥ . a " » .-; I\i} ’
> ‘ ) - a)

| 0.3937 f |
. .3937 R )
394 Co - o

Rule 3. If two programs diffgr only‘in literal step numbers, one °
- may be subst1tuted for the other. The steb numbers must be in the same
- numerlcal sequence within parts,:and references ta the steps (as‘1n DO
~or TO commands) are substituted for concurrently.&/As,an example,,the

; 5

~follow1ng two programs are equlvalent under Rule 3:

ll‘];OPARTEIF)?<l 315DOPARTlIFX<.l

1.2 TYPE X / . 3.7 TYEEX ) 53, ,
2.1 SET X = -fx,j4 | R 1.3 SET X = - X :

DO PART 1 ’," : . DO PART 3

Notlce that although the sequence of steps within a part must remain in

N

numerlcal order, part numbérs need not.

1e b, " If two LET commands dlffer oan in the letter used as-a

& . -

dummy‘variable one may be subst1tuted for the other. Rule L applles
- { o * .

‘only to variabT%s bound within a LET command whereas Rule 5 applies to
. [ s ) ) .
other variables as:well. _ - : _ I

v

° - Rule 5. . If twoprograms differ only in the letters used for
— - |
variables, ‘one may be substituted foF the Other. The variables referred

to hfi( may be real var1ables, names for functions, or names for lists

of numbers.

. The next-two rules are.#fbplicable only for'préblems afte® L11-11.

Rule 6. In a dfvect command of the fo/rm\/(

DO PART n FOR x = my i

ml'may be replaced by m2 where ml and m, are any numbers, list of numbers,

103
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"or range specification. In the/above n is a part number and /x is any
':rariable. ) -',f,“

Rule 7. In & direct commend of the form @

SET x = ny o R

v

where n, and n, are any nimbgrs.

These first seven rules define formal 1dent1ty

n may be replaced b% n

1 2

“

Although the above

~ definitions are not stated w1th complete prec1s1on they can be refor-
‘.mulated precisely to.define a.declslonvprocedure f r formal'identity,

the only one of our. four equlvalence relations thdt does admit such a
procedure. When the set of solutions .for. each pr blem was) classified
using the above rules, the most numerous class was labeled ’ the

second most numerous I2, etc. _These designations are used in ppendix A
'which contains a complete list'of the types of solutiohs for each of the

25 problems. For some problems a great reduction in the number of types

is attained by this method of\classification. For example, for Prfoblem iy,
L8;9, there were 36 correct solﬁtions but only four distinect types.g%ﬁer
reduction by formal identity. TFor other problems, the differences

between students' programs are less trivial and consequently the reduc-
tion:byAformal identity is less'effectire., For instance, no two

solutions for L16-6 are formally identical, so no reduction in the

number of types is achieved. .The number of types, or equivalence'

classes, under formal identity-varies from 3 to 13 as shown in Table lé.
There are an average of 8 eqUivalence classes perlproblem,with an average
of 2.7 solutions per eouivalence class. As we w1ll see, formal identity

is the weakest of ‘the four methods of classification used.



. Problem,
Number
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T

§Number‘of Programs in Each Equivdience Class, Using

4/(

Table 19/

-

¢ Four Definitions of Program Equivalence
~ ‘ . Ly
. . _

Number of Equivalence Classes when Partitiéned by... -

Formal Formal Algorithmic  Functional

15-30 &;2’

18-9
18-27
18-28
L9-3
19-8
L10-12
L10-19
L11-11
L12-4
113-29
L15-13
115-17
115-18
L15-21
L16-4
L16-6
L23-7
124-11
125-8
126-5

. L29-19
L32-5
132-8
132-19
Totals

[ 1
L: LA

‘ Identity Equivalence Equivalﬁnce Equivalence
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Fonnal equivalence, the second’equivalence relation, is aiso/def{ned

| B
4 l T

o /
;  in terquof substitutlon rules. In addition to the above sevén rhlee,

~Rules 8 to 15 ane'used to determine formal equivalence ;
Rule 8. The/phrases - . . / //

FOR X‘;/= a(b)c .

1

and v - o

_ FOR x = a,a+b, a+2b B

SN
' f may be interchanged provided the allowable length for ATD commands is

}not exceeded. In the above, X refers to any variable, a, b, and c are

ST

.real numbers; and a+b,a+2b,

ete., are real numbers whoge values are a+b,

\etc. Under this rule the following phrases are equivalent:
h(2)9 * . w37
FOR A = 4,6,8,9

»  FOR A

1

P

The next five\rules provide for‘substitutions of Single commands.
ﬁor sets of commands or for permutations in the seduence of commands
p%ovided such substitutions do not change the function of the program.
Td avoid semantic changes, we require that the commands to be substi- -
tuted for be contained betweenv”critical points" in the program. ,A

critical point is either the beginning or'end of a part or a step to

which branching may occur. Thus, if Rule 11, for example, would ordin-

arily allow.us to interchange Steps 7.3 and 7.4, this would be allowed
only if there is no branch command (TO or DO) elsewhere that refers to

Step 7.4. Thic restriction applicc tu Rules 9 to 13. '

Rule 9. The sequence of commands

3
S,



‘ !?:‘» \c‘
. TYPEF;L \J _
.. TYPE“e, !
TYPE e ¢
. n -
~“ -

. -~ . . B N .
may be interchanged with the single command
v - ‘ P
. TYPE I FA Y REEFL <
~\ ° N

- where ei‘é are‘algebraic expressions, provided that the single TYPE

) f - ' \.._,_/
command does not exceed the allowable length for AID/Commal

mey be.lnterchanged wilth the

2 t

g

3

DO e} n TIME
% -

1

A . ' N, :
where e is the specification of & part or step. .

Rule 11. The two commands

SET x - e

'

DEMAND y o 5

2

may be interchanged if the exprecsion e con%ains no oecurrences of the

v

variable y and if the vafiaﬁles x and y are not ldentical. Thus, wd
°

can interchange
SE£‘A = 2%B
DEMAND C

or
SET A = 2x%A
DEMAND C

107 __//j“”’”
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but not N o S S
SET.A = 2xC | : " |
DEMAND C
or
" SET M = 2%A
DEMAND M : ‘ &,
Rule 12. The two commands

SET x = &

1
TYPE e,
may be interqhanged if the expression €, contains no occurrences of the
variable x. . ‘
Rule 13. The two commands ~  ° . . %,
SET X =€,
‘SET y = eé

may be interchanged if x and y are distinct variébles, and e, contains

no occurrence of x, and ey containg no oeeurrence of y. Either or both

| N . .
of the SET commands .may have appended iIF clauses, provided, X and y do'&

not gequr in the Boolean expressions used in th€ IF clauses.

4"’ ! . 2
By arsuitable reformulation of Rules gzyb 13, a decision procedure
could be written for an equivalerice relation determined by them: - The

next two rules for formal equivaledce do not admit of a decision pro-

,{V
—cedure, however, since both are b7sed on algebraic equivalence.

Rule 1i. If a command contains an algebraic expression s then

ény algebraically equivalfnt expression e, may be substituted for it.




Rule 15. If a command contains a Booldan expression e,, then any
logically equivalent expression e, may pe substituted for it. As an-
example, the two commends % |

TYPE.X IF X <Y + 7
and

TYPEXIFX-7<Y“ : : .
are equivalent under Rule 15. .Notice, however, that the commands

- 19
- 2

TYPE X IF X <Y+ 7

-

and . ' . y

TYPE XTIF X <T7T+Y

are equivalent under either Rule 14 or Rule 15. Thus, Rules 14 and 15,

v

‘unlike . other pairs of rules, are not independent.

Kl

The 15 rules above constitute the complete definition of formal

equivalence. As mentioned,_only the last two rules-prevent the formu-
lation of a decision procedureofor formal equivalence. it is clear from
an inspection of the solutions listed in Appendix A that a few simple
rules tor algebraic uubstitutiun would serve tu detine a decision pro-

-

cedure for the algebraic expressions found in the data, so a partial
solution tu this problem could be attained 11 it were desirabie/to
implement a routlue tur determining formal eqﬁivalvncc«

Under formal equivalence a greater reduction in types is ma&e tnan
under formal identity,”as can be seen from Table 19. The 551 solutions

»

reduce to 129 types, an average of five equlvalence classes per problem
as compared to the eight equivalence classes per prublem for formal
identity. Under formal equivalenge there Lt an average of 4.3 solutions

per equivalence class as compared to 2.7 under formal identity.
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fwe remark again that formal identity is inélqdeg in formal equiv-
aiehce so that any two progréms that are‘formally.identical are also
formally eguivalenf, and'anyﬁtwo programs that are not formally equiv- 7
alent are also not fonnall& identical. The next two equivaleﬁce relations

v

to be discussed, algorithmic equivalence and functional equivalence, also

.

ineclude formal identity. Functional equivalence also includes formal

equivalence but it is not the case tha? algorithmie equivalence includes

'fbfmal.equivalence. Thus, it is possi%le,to have two programs that are
: ) AP
algorithmically equivalent but not formally equivalent and vice versa.

What we have then is not a strict hierarchy in equivalence relations but
a partial ordering. Denoting formal identity by I, formal eguiﬁalenpeA

by'E, algorithmic equivalence by A, and functional equivalence by F,

'] . A

’ t}is can be expressed symbolically as follows:

w4 &
IcECP?F

TcAcPF
not Ec A
wmt AR

Fdr the third of the four eéuivalénce relations, twou programs are
considered equivalent if they use the same algorithm regardless of formal
cﬁaracteristicn wf the prugrams themselves. 'Thus, algorithmic equiv- "
aleﬁce is céncerned with the dynamics of £he prégrams, Qhéfeau formal

identity and formal equivalence were concerned with statie qua}i}}es;

For our purposes the algorithm used in a program is determined by the

values taken on by real variables, ﬁhe‘output, and the sequence' in which ." 

-

these occur. The names used for the variables are imméteiial and @é

will be concerned only with those- variables that take on real numbers as

v .
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" values. Hence, we will be interestéé“ihemhe values of indexed varidibles,
L, sychiaq x(3) and A(I,J), but not in usgi-défined functions or in>foﬁns.
" As fof dutput) we will generally be concernedvonly withﬂcomputed numeric
V : Values:and not with tﬁe_doﬁ%eht of whatever text is also,pﬁtput; thus,
we will consider ény $wo text strings to be equivalent except for the
few préblems (e.g., L15-21) for which the only expected 9utpu£ is text,
an& in thoé? cases we will consider ﬁwo text strings to‘be identical if
'theirtcontent has the séme.(EnglisﬁY%ﬁeaqing.
To- clarify this notion we will represent the stored data at any’
pbint‘iﬂ'tiﬁe as an n-tuple of the values of the anariébles to which

values have been assigned. . The order of the numbers in an n-tuple is

>
o , .

* ‘dependent upon the order in which thé variables were first given values;

.

thus, khelfirst number in the n-tuple is the current value of the first

variable to which ény value was éssigned, ete. As an example, consider
vthevfoliowing simple program:

.
A

-

.  Example 1 " 1.1 SET I
' 1.2 SET X

1.3 TYPE X
1.4 SETI -

1.5 TO STEP 1.2 IF I < 3

b
I
1

The fifst variabie to be used by this program 48 I, so the value of I
will always appear as the first number in the n-tuple representing £he
stored data. These n-tuples, in the order in which they occur, are
(1)
(1,2)

(2,2)




(2,4).
3w . -

4

We will also be inierested in the output, and how 1t fits into the above
& . . ‘ 2 £

sequence, and will,reprééent the sequence ,of stored data and output as

follows:’ !

(1)
(1,2)

'

Output; 2
(8,2)
(2,4)
Output: b
4
~ (3l ' Je
The ébove sequence represents what we will call the algorithm for the

progpam in Example 1. Example 2 is another@%}ogram which differs from

ﬁExgmple 1 only in ;he ITF clause used in the fifth-step;
Exemple 2. ¢ 2.1 SET I =1 |
Lt :
ez SET K e TH2
12.3 TYPE X
2.4 BET T - T+l
¢.5 TO 8STEP 2.2 TF I < 2
If we write the algorithm for Example 2, we fiﬁd it to be identical with
that for Example 1. Hence, the two programs are algorithmically equiv-
alent. Notice, however, that these two progrems are not formally

equivalent since the expressions‘I <3 and T < 2 are not logically

equivalent. Our third example 1 & program that is formally equivalent

119




to Example 1 but not algorithmically equivalent. (As ve will see'later,
S , g ‘

1 three programs are functionally equivalent.)

‘,Example 3. 3.1 SET f;: v R
,h , 3.2 SET X = T#2 .
/\\. 3.3 T;r'= I+l 'l/
" 3.4/ TYPE X ) ° o

3.5 - T0 STEP 3.2 IF I'<‘3
This program is 51mply Example 1 with the third and fourth steps inter-
changed. By Rule 12 for formal eguivalence, we "find Examples 1l and 3
"to be formally equivalent. However, the algorithm for'Example 3 is
! (1)
(1,2)
(2,2)
Output: 2
(2,4)
(3,8) N
Output : h | / | '
‘ w#hich is not' identical to the algorithm for Example 1.

The examplea above are too simple to fully illustrate the concept

of algorithmic equivalence ‘since they do not use: input data. Following

is a simple example of a program that uses a single numeric input. <

»

Example 4, ‘4,1 SET Y = X IE X >= O
4,2 SETY = -XIF X <O
4.3 '"TYPE Y <

For this program the aequence of stored data and output depends upon

the value preasaigned to X, the input variable. For example, if X is

~ 113
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-5 the sequence is'" o ) ) L ;ar
(“'5) A _
< - (-5, 5) .

mmm&:S

For each Value of X there is a fferent sequence and it is the entire

set of suéh sequences that determines the algorithm. ]
/ s . .

for thé set of programs under consideration thanr formal equivalence.‘

There are an average of 3.6 equivalence classes per problem, as compared

to the five equivalence classes for formal equivalence and .the . gdght
Q \
-classes for formal- identity. There is an average of 6.1 programsngr

@

class, Whereas formal equivalence yields h 3 programs per class and

formal identity 2.7 programé per class. The classes. under algorithmic

l)
classificatiun of every program in the data.

equivalence are labeledvA A2, etc., in Apgendix A wnich lists the

-
.'a

v

.The fouith, and Tast , equivalence relation used.in clasbifyiqg

student-written programs iv functignal equiyalence. Tn determinirg thé

function'df_a program we consider cnly the output ‘and nut”the fonn’df
theqprogram or the values of auy‘rariaﬁleu_cther‘than innut and output .*
variables. Ac with algoriihmiC‘equivalencc, text in which numaric |
results are inbedded is ignored; unly.for those few py@grams whose out-
put is non-numeric do/We consider_the text that ia/grinted. Also, as

for algorithmic equivalence, numeric results'ard/rounded te three

significant digits. Functional equivalence_ the simplest and the most

powerful of the four methods of classificayi\n. Thére are an averagg/ﬂf

Algorithmic equivalence, as defined above, is slightly more powerful.




C oy

¢ functionally equivalent. B 1‘ v - s

: s, we have chosen four to study in some depth In choosing these

ury methods, we have been guidéd by the folloﬁing considerations."”
4

(1) we wanted to use equivalence relations that conformed- to intuitfve -

notions of program equivalence. (2) The equivalence relations should

‘o

that 1is, t he “weakest of the relations should provide only a minor reduc-

v

’ tion in the number of types, whereas the strongest should come close to

©

grouping all programs into a single elass.
should be mathematically defensible, in that the concept of equivalence

is well-defined ‘{ndependent of the daté. In relation to'(3) we, would

.

’-also have preferred o exhibit’ equivalence reletions for which a decision

procedure could be defined. Ixcept for I, formal identity, our defini«

tions.do not satisty. hhib requirement,.and we saw no ‘way of satisfying

this without neriou'ly viuIating either (l) OF (). 'By defining formal,

-~

equivalence more strictly, in particular by suitably rec trlcting pdb-

stitution of algebreic exprecoions, we could have provided a def/hition{
s /

For future stwiles we

/

~that would admit of a dnciuion proeeduzt.
/

recommend that this approach be,explored in more” depth. Our recommenda-

. tion for this iz based on the. feeling that formal equivalence most nearly

:approacheﬂ the intuitive notion of equivalénce exprecsed’ by students in

phra eg such’ as "thege tyo programc are really the came" or these two
programs: may do the came thing but they do it quite difiervn1ly A

programming congultant, automated or human, who i trying to help a ‘

show_considerable_sjread in their “"grouping power over the aet of dataj . -

(3) The equivalence relations




-

f

.student complete a partlally wrltten rogram or'debﬁg-a faulty program;

bwohlé”;ESmest likely to be effectlve i¥ he (or it) can guide the student

towards a_formally_equivalent~cor;ect splution.. An automated ccnsgultant

' - N Vo

.o . X . \ .
.could do this only if it werc capable of\determining to whiech formal

formal equlvalence relation that extended to incomplete and tncorrect

; . equivalence class the student's partial solution belonged. 'In other

: P Cal . .

. ‘words the consultlng routwne “would need a’ dqpxsion procedure for a . SL*
i o . ' ‘

‘\\‘solutions as well as correct solutions.

- . .- t Lo C. v, L. o
) (Although three of our four equivalence relations do not admit. &F
)Jecielon:prpcedures, requirements (2) aod.(3)'were well satisfied. - -~- -

Whether or not reouirementt(l)--thet_the eouivalence reletions:ere'in-
tuititely valid~ris;satisfied is left'to'the reeder to decide." In
connection with this we mention several other possible-meaﬂs ofpclasSiQi-.
flcatlon that *could have been used. Formal identity and formal equiValence,_
'for 1nstance, are but two of a very large number. of eoumvelence relations

based on substitution or semantlcally equlvalent parts of programs.  Any

one of the substitution rules defined,ébove, or any arbitraryfset of
those rules, would define an equi#alence Telation;, There?afe_also a
large number of applicable subst1tu+1on rules that we did not llst COne,

for example, would'ellow the permutation of twe n*Jacent DEMAND command%.

3

Another would allow the sﬁbstitution of _ '
SET x = e
TYPE x ' . . o
for ~
. //’
TYPE e o : /

. \-“ ) . .
where x is a varidble that does not occur in e or elsewhere in the

P
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\ h ‘programm ~One could also devise more complicated rules of substitution,
such.as $he substitution of iterated'éubroutines for certain kinds oi
loops. We did not use the last-mentioned of these possibilities because
aeifelt that such a substitution would - allow us to equate programs that

, students feel to be guite diff%rent._ As for the other two possibilities
~above, we did not use them_(and many similar rhles5 beeayse there was no
. - i . , .
instance in the. datd whebe thdy" could be ‘applied; all of the 15 substitu---

- tion rules listed for formal équivalence'were'actually used in classifying

the data.

. ) : { -
Resides the many kinds of formal equivalence relations that could

be used, there are.a numberiof poSsible'variants on algorithmic and

functional equivalence. We might, for example, have differentiated

programs on the baSlS of the outputtext in studying programs written
( g

in languages With string manipulation features, such distinctions would

be of more importance. In defining algorithmic equivalence we cons1dered

., the sequence of values for all variables used by the program;. for more

" complex programs than these found in the data analjyzed here, it might
pbe wise to exclude vayiiil:s bound in subroutines or even variables
‘bound in simple loops. For block structured:languageshonly global vari-
ables might be considered.  As for functional equivalencé;‘a more powerful
equivalence relation could be defined by considering functions‘to be
e"uivalent if they differed by at most a fixed number of values.
In summary, out of the wide variety of: poss1ble, well- defined equiv-
alence relations, we chose four. that were Sufficiently different to
illustrate the spectrun of possibilities, guided in our choice to a large
extént by intuitire appeal. In the next chapter we will analyze. the

-

effects of each of these equivalence relations on the given set of data.

R T
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there is more diversity for some problems than for others. To &o this

identical, as defined in Chapter VII).

#

a
A
S £
B
.

. CHAPTER VITI

’ : Diversity of Solutions \ ) - ) _

In looklng at prog ams written by’ students (Appendix B) one-1s struck
by the factethat_for eome problems m@pt‘stude§ts prqducedfiery‘similar'

lOOklng programs whereas for others there seem to be QEY poigts of N——"
simllarlty. In this chapter ve devote ourselves to the study of the
ol T -

diversity of programs writteu by students and attempt to. explain’ why - S

we will first introduce a suitable measure of diversity and then inyves-

he statistical‘relatieﬁship between diversity'aﬁd various

s £, \

reasurable qualltles of the problems and the curriculum

tig

The.amount of leET ity ou/ﬁrved in a set of solutlons to a given
problem is dependent not only upon the solutions themselves but upon
one's notion of similarity, or equivalence. Thus, for different eguiva-

lence relatﬁons the observedvdiversity may be different‘even'for the

- same set of data. TIn this study we are concerned only with the four

concepts of program_equivalence discussed in the pfeCeding chapter, and *

as a result will have four differert definitions for diverslity: diversity

‘of function, diversity of algorithm, diversity of equivalent forms, and

diversity of identical forms (where, by "identical" we mean formally

_ . . SN o \
Since the measure of diversity used here is not widely known, we . A

discuss 1t briefly before describing the statistical analyses, A more = ...~
4

‘complete and precise mathematical discussion of the measurement of

diversity is given in Appendix C.




}\J

4

Suppose Af is a populatlon that is partltloned into k classes, and 2
.that the probability that an element is in the i-th class is P, for each
i=1 2,...,k. The d1vers1ty of AX for the given method of class1f1ca-

. . ) . . '
tion is . : : . ..

v

v

The value .of Wlil be betyeen 0 and\l and will be O only if al} elements

of 4! are in a s1ngle ClaSSm For a;fixed value oi;h?<%he largest value
of B occurs when the pi's are equal " that is, when the members of x/ are

\
value of 8 increases with an ine

e

‘fsing number of classes, agprcﬁghing

- / :

evenly d1str1buted among the eia;;es. Tor an even distribution, the ,//f

.1 as a limit. T

Let S be a sample* of :size N fxRgm the populatlon /y, and let n, be

the observeﬂ number of geceurrences of“the i-th class for i = 1 2,...,k.
n.
‘ Then pi can be estimated by = N , and 1t would be natural ‘to deflne the

. ) \ ¥
sample statistic for diversity‘to be ‘ x\- W

. i(ﬁ) S

i=1 \\\ i '

It transpires, however, that as an.estimator“xx

biased, so we define

-

. A%
- ‘ q = _E_ d

N-1

*We consider only unordered samples with replacement.q

©
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as ‘the estimator of the parameter B. 8, as shown in Appendix C, is a

Y

» s

- consistent, unbiased estimator of 8.

' A 1little algebraic manipulatio will show that

! ‘ ) ;

.

; /ﬂk.rFrﬁm'this formulation we see that a attains a maximum of 1 whenever each

member of S is in a séparate.blass, that isj whenever each ng is 1. We

. ‘ A - - - . my. e
also see that iZZkﬁi;imum of d is 0, which occurs whenever all membe rs

. v . ) : ’
of the set are in the same class.

~~

Tt-is evident that diversity is independent of the indices used for,

the pj's or ni's, For example, any reordering of the subscripts of

Dyye eyl would not chenge the calculated value of d.  Thus, diversity

Dy,
15 invariant under any %:1‘transfonmation of the indices, which is all
M thaé‘is required to assure that the formula is ‘appropriate for categorical
~ scales of meaéﬁreménf. |
‘ - Although we have shown that 3 is appropriate EE a statistic, it
remaiﬁs to ‘be shown that this formula Esban app£opriate measure of
diversity. In regards t; this question the ggrmane property of 3 isyi
»that it is the probabilify that two elements drawn at fandom willvggi
be equivalent. As a result, if we remove one element from a more numer-
ous class and place it in a less numérous (perhaps empty) class,.thereb&’

-

increasifig the diversity, the value of d is increased.

v

As mentioned, the value of diversity is dependent upon the under-

lying equivalence relation. For the same set of data an equivalence

A N
relation with more grouping power will produce a lower value for 4 than

Rt . :
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a less powerful equivalence relation. To emphasize the dependence of

diversity on the equivalence relation we will denote diversity of functioni

,’l

by d diversity of algorithm by dA’ etc.

F’
Let us now turn to the data to find the amount of diversity for each
problem using four measures of diversity, one for each of the four equiv-

alence relations I, E, A, and F. In Table 20, the statistics for I,

formal identity, are shown; the number of solutions in each equivalence

-~
[ »

last column. The corresponding statistics for the equivalence relations

-class is listed for each pro lem, and the value o{\\/_is shown in the

E, A, and F are shown in Tables 21, 22, and 23. For formal identity,

the diversity ranges from 0.12 to 1.00 with a mean of 0.76. For“fonnal

: equivalence the range is even larger--from 0 to 1.00--and.the mean is

.

0.56. 'Thus, the diversity of identical forms is-nearly\5Q% greater than
the diversity of equivalent forms Even with this sizable change in the
average diversity, thre are five problems for which there is no dif- ‘
ference between dI and dE and another five for- which the difference is

less than 0.1; for these 10 problems essentially all of the diversity in

form is due to the trivial variations allowed under formal identity.

”~ A
_Comparing the values of dI and dﬁ problem by problem, we note that dE

A : .

is never greater than dI’ & ngocessary conseguence of the fact that
formal identity is included in formal equivalence f:;" -
The average value of dA (diversity of algorithm) is 0.43, only
slightly smaller than the 0.56 average for dE' For eight of the 25
problems the values of dE and dA are identical indicating a strong
relationship between the grouping powers of algorithmic equivalence and

formal equivalence. This is in marked contrast to the relationship of

v
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'elther of these relatlons to functlonal equlvalence. For functiohal

"equivalence but is also true for the other three relations. From this

]

“®

equlvalence the average - d1vers1ty is O. lS, about one-third the value of
the\everage of" dA’ even though six of the values of dA and dF are equal.
For a more precise comparison of the grouping powers Qf the,fpur equlva- °
lence.relations, see>the-¢orrelation matfix for 8 giveﬁ in Table"2h; “All
eprrelations are high,‘és might be conjectured from the lggiEal relafion-L

ships between the equivalence relations. The values of r are a}l greater

than 0.47 and the highest valpe,is 0.88 for the correlation between

—

~ algorithmic equivalence and formal equivalence.

: ) i . '/\ . . - - .
In scanning the various values of d, we note an increase in diversity

with problem number. This is most noticeable in the case of functional-

a

~

we conjecture that students' programs tend to become' more diverse'es the
students gain experience. 'The relationship is far from perfect, however,

indicating that other variables also have effect on the amount of diver-

sity.' Tt seems reasonable to suppose that certain problems lehd themselves -

-

more readily to a variety of solutionst Look, for example, at the values
N .

e \ e ) ”~N
of d for Problem L32:19; d; = 0.93, dj = 0.80, d

A= O.80,_and dF = 0.73,

all of which are well abovelﬁﬁe averages for the respective equlvalence
relations. Problems ll6 6 and L23- 7 also,have very high values of 4 for
all four equivalence relations. The questlon 1s, do these problems have
similar characteristics that might account for such a wide variety,of

solutions. On the other hand, it may be that the method of instruetion,

rather than the problem- itself, influences the amount of diversity. Some

of the 25 problems contained quite strong suggestions about the form'a'

F s
> . -
[} . . . ~
'
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Table ah

Correlation Matrix for Four Equ%valence Relations

£

—
1 4E® a ¥
I°  1.000 Q,7é1 . 0.728 0476
B ' "L.000, 4 0.8k 0.561
A ;5@\9_ 0.62k
F o | S ., 1.000

“

I = Formal Identity

Formal Equivalenéel

. E =
e A= Aigorithmic’Equivaienﬁe”' -
F = Functional Equivalehce 4




.correct solution night take;.if students follow these suggestions closely . w

v

we would %xpect their solutions to be very similar. =~ ' . ‘
. . : . : : [

 To investigate these and'other conjectures we.ran,four stepJWiSe

.moltiple'linear re;ressions, using 8}{ dﬁ,.dg, and dé as the variables o
to be predicted. For independent variables we used the'lO independent

variables described in Chapter Vi: IF, ARG FCT, REIT LNG INPT LES, .
HELP, VOC, and NEW. Recall that these 10 variables measure characterlstics |
of the problems, the ourriculum,,and the expected correct -solutions B \
(listed in’Chapter I1), and are independent of the data. |

We have already discussed in Chapter VI, the correlation coeffi-

c1ents for the varlous pa1rs of independent variables. Before giving the
.results o} the linear regressions"letAus look'at the eorrelations between .
the independent variables and the amount of diversity.. The correlation
coef'ficients aré shown in Table 25. The first point of interest is that
there are a large\number of quite high_values; 11 of thegggefficients

“have (absolute) values greater than .5. 8econdly, the signs of the
coefficientsvaré constant across the differeht definitions ofidiversity;
from our knowledgeépf the logical and statistical relationships betveen
the four equivalenbe'relatiqns this is not surprising. We next note'that
the three independent variables that correlate most highly with diVersityl
(on the average) are LES, REIT, and VOC. As we noted before, these three
variables are also highly correlated with one another (frr > .6). Al-
thoughﬂthese three variables correlate with diversity most highly on theiv'
average,.it is not "the case that they correlate most’highly with any

- given measure of diversity. Both IF and HELP are more highly correlated

with di than any of LES, REIT, or VOC. IF and LNG are the most highly -

correlated variables for dE.
: 132

188
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_Table 25

Correlations ' Between Independent Variables

and. Four Measures, of Diversity

"Independe

Measure of Diversity

—

Variable dI d_E dA d'F
IP 0.341 0.559  0.286  0.189
ARG 0.48  0.286  0.307 0.583 . _..
FCT 0.62 ° 0.242  odlz  0.11k \
RELT _0.202°  O.h2B . 0.568  0.658
LNG _ 0.189 B 0.575‘7 v 0,416  0.065 — p
INPT -0.067  -0.423  -0.239  -0.20k ' |
LES. 0.306  0.501 - 0.566  0.66k
HELP -0.335 -0.355  -0.389  -0.022 -
© VOC 10.235 0.54k 0.501 0.570
. NEW -0.250  -0.262  -0.26k  -0.085
’ “
T
A
T o 133 v
. 140
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a

It is also of some interest to:look'at"the pairs for which thE'cor-
BV relation is low. - The average values of r for FCT, INPT, NEW, and HELP

-are all less than 0.3. Also the correlation between LNG and df is less

than 0.1.
A more revealing picture of the relationships betveen the independeft
variables and the four measures of "diversity is given by the results of

- the multiple;regressions. The derived linear models are given in Table "

£}

o 26 and." a summary of the step-wise regressions is given in Table 27.

amount of variance in diversity accounted for. varies from 56% to 80%, the\\\si
- - — / i

best:EZ;;being for functional equivalence and»thevpoorest for formal .
- identityf/ Thus, using the same set ofrindependent variables, we "obtain

somewhat better predictions of diversity than of problem diff%culty

(compare Table 18). If we ook only at the amount of variance accounted -

for by the first five variables to enter the regressions we find that

: ‘ \ '

we can_ account for over 60% of\the %ariance for three of the four measures
4 x

T et 4 .

of diversity (excluding a ) ‘\”_'ﬁ - - - -

The order in which the independent variables entered into the re- “

ssions is different.in all four cases. But it is instructive to note

that for di E’ and dA the first five variables to enter are identical '

For these three cases the first five ariables are IF, FCT, REIT, LNG,
and HELP. Three of "these, IF, I-EIT, nd I.&‘IG are'axnong the first five

variables to enter into the regression\for dF Taking all-things_into

3

consideration it is probable. that REIT\end IF are the two most effective

variables for the prediction of diversity. For both of these the rela-

tionship is direct that is, an increase in the value of REIT or of IF

o IR

wlll cause an increase in diversity. Thus, in predicting~diversity, the

s

13 444




. Table 26

s

Linear Models For the Prediction of Diversity

©

ﬁ, = - - - :

CON

dp X 100 = 68+'9]VIF,>- ;7ABG+20-F'C‘I‘+ § REIT - 2 ING
- 0.2"INPT 4 3 18 J 3 HELP - 8 VOC - 4 NEw
a :l\EXlOO=.2’#’-+87IF+.3.2.R}+2.){.FC'I“-‘&;15‘REIT-‘- 1 ING
| e : L=
? o ,' .\5 " 3°INPT-- O.h4 LES~- _1_o'HE,LP + 1 Vv0C - 10 NEW
« 8, x100 = fu 4 60 TF '+ 26 FOT + 26 FEIT + o..9ALNG.‘
T - 0. INET 4 3185 - 8 HELP - 6 VOC - 6 NEW
| SFx1oo~=-27+62 IF + 11 ARG + 5 FCT + 3ORE£IT-. 3LN?;
S . 1T+ 0.8 158 | + 10 NEW
- ) <
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~ HELP, however, did not enter into the dF regression at all, | In the other

most influent1al variables are (1) whether or not loops'or subroutines

P

are requlred, and (2) what proportion of the commands are likely to be

conditional. Because‘bf the importance of conditionals, loops, and sub-

-
°

routines in programming, this is;not a surprising result; The third
most influential variables 1n predicting d1versity is LNG the length
'of the expected.correct'solution.» All three of these variables (REIT,
IF, and LNG) are based on. characteristics of the expected correct
solutions.’ To some extemnt they depend upon the context of the problem,

but they are more largely dependent upon fhe problem per se, In contrast,

o i,;'

two“of the four most influential variables in the predictlon of ‘problem

difficulty are LES and HEDR, both of which are entirely dependent upon *'

r

"the curriculum, ' )

Although LES made little contribution to the first three.diversity .
regressions, it did enter first into the regression for dF’ accounting
for Lu% of the variance in-diversity of function. Thyg, at least one'of

" the diversity predictions is highly dependent upon a- currlculum variable. .

~

three diversity regressions.HEtE Was among the first five variables but
did nct contribute as.much, on the average, as the other four variables
(IF, CT REIT, LNu)

In spymmary, IF and REIT are the two most important variables for
the prediction of diversity and problem difficulty. TFurther, the pre-
diction of diversity dependsjmore upon the programming problem itself
than upon the context in which the problem is found, unlike problem
difficulty, which is more dependent upon durriculum context; the excep-

tion is in the prediction of diversity of function to which LES made a

substantial contribution. :

137
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We began'this‘discussion with the conjecture that diversity increases
with problem number. - The correlations between LES and the four measures
of diversity (average r> .5), tend to, substantiate this view. However,

”Tthe more penetrating analysis provided by the multiple regressions throws

this conjecture into-doubt for three of” the four measures of diversity

A A : ' ) -
P dﬁ,,and dA) for which we can conclude that the implied relationship

P

with LES 1is spurious and isba result of the merely statistjcal relation-A

ship between LES and morefeffective variables such as REIT and LNG. For

the. fourth measure of diversity the multiple regression confirmed the
7

conJ cture that LES is closely related to diversity.. We feel that a

__' -t

e

sls if another cur
chosen for study.

. We also conjectured that the HELP variable would be important in

'predicting diversity since it measures whether or not a nearly equivalent

program is displayed as an example on which students'may nodel their
solution. Unexpectedly, the linear regressions did not suppont this
conjecture strongly. For only one measure of diversity did HELP play an
effective part. For algoritbnie‘equivalence HELP entered into the re-
éreasion at the third step, increasing the value of r2 by 8%. For

r'//

functional equivalence, HELP did not enter into the regression at all,

- ’ e
indicating a contribution of less than 0.1%. Since HELP is a curriculum

variable that ia-clearly under the control of the curriculum designer,’

it éight be fruitful to conduct a future experiment in whieh different

treatments are used for different groups of students. 9

might provide evidence for the reJection of this hypoth-

@
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Before closing the discussfon of diversity we want to present one

further comparison between diversity and problem difficulty. For problem

difficulty we use only our primary measure, Ml, the proportion of cortrect
/

responses given on the first trial, Following are the cOrrelations be-

tween M1 and each of the four measures of diversity: *

L

dI H '0058’4 " .

d; : -0.710
3, + -0.725 n
Sﬁ : -0.463

These‘correlation(ooefficients are allinegative, indicating that diversity
increases with difficulty (recall that proportion Zorrect is inversely |
related to problem difficulty, by.definition). Furthermore, all of the
values are substantial; for dﬁ andvdA, in particular, we could account
for half of the variance in diveroity from_e khowledge of difficulty.

In wne sense these correlations are misleading. It would be easy to
fall into the trap of assuming thet ctudents would do better if less
" divercity were allowed by the curriculum. Aasuming thet ne could control
the amount of diversity, it seems likely from the results of the multiple
regrecsions that we cculd do thic anly by changing the problems them-
selves rather thun the wuy in which they were pregsented; thid conclusion
is based on the taect that divé%oity ceems to depend more upon problem
variables (IF,. REIT) than upen curriculumqyariableo (LES, HELP). _Thus,
we could degrease the‘divefoity? and increaue the proportidn cdrrect,»by

glving fewer problemsqthat required the use of conditionn or loops. If-

we did this, would we thereby increace the total learning of Rrogramming?

139
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- much greater depth.
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‘ © CHAPTER IX

‘ Summary R

" In this paper e - ‘have presented a detailed study of 7h7 computer

programs written/by 40 students in response to 25 programming problems

A given in a computer-assisted course in programming. The 25 problems
vary widely in. kind and difficulty. Some of them are no more than
v"finger exercises" designed solely to provide the student with on- line
practice in the use of newly introduced syntactic features -of the pro-
-gramming language. Other problems are sufficiently complex logically

) //that an experienced programmer must use care to arrive at a correct ﬁf
solution, The standard solutions to the 25 problems (which we called

-

expected correct ‘solutions") varied in length from 2 to l3 commands.

. Ten of the 25 problems required the use of one or more conditional com-
o~ | mands, and six of them required.the use of either subroutines or loops.
Most of the problems required a program that performed 9nly one mathe—-
matical funetion but threc of them required more'than one function to be
performcd on the input data. For mest problem: *tent values *(for input)
were specified in the problem statements; howevcr, for eight problems

either noAinput was required or the ctudents were frec” to choose appro-
_priate values to use in testing their programe. , l. .
Eleven of the problems required the use of a newly introduced lexical
item or syntactic feature of the language. The curriculuonffercd vary-
ing amounts of guidance to the student. Tor four of the 25 problems; a
complete similar program was shown to the student as a model from which

he could work; an additional seven problems dicplayed & part of a program

that could serve as a model.

141 | L
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The. above mentioned-characteristics of the problemS'and curriculum
context were used as independent variables for step-wise multiple regres- i
sions (to be discussed below). Other'independent variables used'in the " -
regressions measured the position of éhe problem.in the curriculum, the | ‘
amount of AID vocabulary so far introduced in the course, and the number
" of arguments required by the mathematical function performed by the program. ‘

Since students were not required to try to solve every problem, we P l
did not expeect to find 4O (students) X 25 (problems) 1000 attempted |
solutions. We‘did find that a high proportion of the students attempted
to solve the problems--75% on the average. Some of the attempts made by ’ s
students were cursory, but on the whole we concluded that most made a
serious effort; the total number ofwcommands given by students was 7063%
and‘the average number of commands given by the students who attempted
the'problem was nearly twice the number needed for an economical solution

3

‘ to the problem.

Many of the commands given by students were in error, and' in facty
a large number (26%) were never executed, either because they contained
errors that caused an execution error or because the student made‘noi-“
effort to use the commands. (He may, for example, have replaced the

? ' .

command with another before he executed his‘Frogram.)

I

In studying the kinds of commands given by students, we classified

the commands actording to the AID verb used and found that we could pre- .
v ! . . t 4

0

dict'the proportions:of the types of commands quite well simpl& from the

*on first trial ‘ ¢

- 142 1449 .
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corresponding proportions found in our expected correct solutions. The

amount of Variance accounted for by the simple linear model was over 90%.

A e
~ When the commands given by students vere classified as either direct

AN

or indirect we found that nearly half (MS%) of the students' commands”
\were'direct; in comparison,-only 28% of the commands in'the expected
correct solutions were direct | . ' h .

In a study’ of the distribution of correct solutions, we ﬁound that
5?% of the attempts were successful on first trial. Prom cher studies - ‘ :'
we know that the average for all exercises in the course is greater than . .
75%, and thereby conclude that the set of_problems‘chosen for study here
were considerably more difficult -than the average exercise in th¢'course.’

. In addition to a simple correct-incorrect system ‘of grading, we used

‘& method of assigning partial credit based on the number f commands used -

'in a correct or partially correct solutioh. We found

/I

The average proportion correct "up to" al bbraic errors WAS 6%, as'

*. .

compared to the 57% for a strict correqtfincorrect measure. Although
. * , VAR "N !

. ‘ h ’ ’r /
overt errors in the 7063. commands given by students. ro-thirds of .

143




these were syntax errors. and one- third weré semantic. - In looking at

o

syntax errors we found the most numerous errors- (about one- -third) to be

0 \ PREEEN

edither typographical errors oriincomplete_commandsk‘ We also found that . ﬁ

I3

a disturbingly high proportion of the syntax errors (perhaps 20%) were

[

what we called "errors of overgenzralization," that is, errors that were _
- : . o 1

apparently caused by an overgener lizaticn of the syntax rules. These

b

. TN N . ’ . - 4 . ' ’ ) - . . “
errors were reasonable constructions in thehsense that the intended S w

. > Ky

”'meaning was perfectly clear, in fact, in most cases, these erroneous

commands could have been parsed by a slightly more. sophisticated inter-
: preter. It is known that children, in learning natural languages, over= ‘
generalize on the rules- that govern the syntax and usage of that language.
Such examples range from gen reralizing the rules for creation of inflectionsv
| ("goed" .as ‘the past_of "to go" instead of the irregular but correct went ),
. : : . v

to structural errors and the misapplication oflconstructions'in‘pragmatic

contexts. The high frequency of the same type of error in this study,

v

concerned with the learning of a formal as opposed to a natural language,

~

,quogests that there are common governing prinClplCo for the acqhisition of

- . . T

both. An awareness of the tendency of students to overgeneralize from
specific rules of syntax could enable programmers to produce high level
languages that could be more readily learﬁed. For'example, if the AID

interpreter allowed the use of multiple arguments‘wiﬁh SET and DEMAND

—

~.

exactly as it did for TYPE and DELET®, many errors would have;peen avoided.

: -
‘In studying semantic,errors we found a rather large proportion

(over 20%) of algebraic errofs. Some of these errors seemed to stem

1S

from ignorance of the correct algebraic formulas and some from incorrect .
e a .
. L.t

. T . R -lhh ‘ 15‘1
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translationﬁinto AID notation. Most incorrect translations were the

. . . - | ’
result of a poor understanding of the hierarchy of -operations. Dummy
variables and their use in the'definitions of functions also gave rise

to a number of errors. 1In general logical errors, either in IF clauses

or in the sequence of execution, were fewer than anticipated. From this

evidence we concluded that in all likelihood students are less mathe-
matically;sophisticated'than presumed.by>the curriculum; consequently,
in a.subsequent reyisign of the course we included more instruction in
mathematics and;delayed.the introduction of userﬁdefined functions until

Quite late in.the course., A future gomparison of semantic errors for
the two versions of ‘the course would be needed to establish the accuracy
of our conclusion that~much of the difficulty is eurriculum-oriented and

-

can be controlled by the curri\\lum writer.

The descriptive statisties menti\\ed above were used in defining 19

-

. ..,,

different measures of problem difficulty. Three were measures of pro-

portion correct. Ten were measures of number of errors and error rates,‘
. . . Vi

for both syntax‘and semantic errors as well as total.errors. Five

measures of problem difficulty Were measures,of-the effOrt'gxﬁendedvand

the final measure mas“the proportion of students who attempted the problem.
xlIn‘comparing these l9 measures we found that some pairs, such as the first

two measures of proportion’ correct ‘were highly correlated but there were

‘many pairs for which the correlation coefficient was essentially zero,

leading us to conclude that the‘measurements are along several different
.dimensions of prohlem difficulty. ‘

We selected six of the 10 méasures of problem difficulty for more

intense study. ‘These were (1) the proportion correct on first trial,




. | d . ) . . . .
(2) the proportion correct up to algebraic errors, (3) the syntax errdr

rate, (4) the number of students who made semantic errors, (5) the ratio
. . - : ) ’
of commands typed to the number of commands needed for a correct solution,

and (6) the number of students who attempted the problem. Except for the

) : ) g .
"first two of these six-measures, the correlations between pairs were quite v
. f N - 1 AN
. » ‘ "
low.. By means of step-wise\multiple linear reg:essiqns we derived lineat ;"
models that predictéd problem difficulty'ffbm_measurable characteristics

of the problems, the standard solutions, and the curricuium.contgxt. The

. N > : - o
same ‘set of 10 independent variables was used in each of the six regre%- .

sions. -These 10 variables measured such characteristics as the expected

proportion of cdonditional commands (IF),.the location of the problem in
the curriculum (LES), the amount of guidance offered by the curriculum

- *

.

— .

- _—(HELP), whether or not loops or subroutines were required (REIT), the
- : ] . - : . -

length of an economical correct solution (LNG), ete. For four of the six

selected measures of problem difficulty, the linear mcdels. derived by the »

.regressions were quite satisfactory, accounting for two-thirds or more of

-the variqncel The best fit was for the proportion correct up tQ algebra,

which we also felt was the best measure of programming difficulty per se; .

'

this model accounted for 85% of the variance. The two linear models that

[Y

‘predicted the syntax error rate and the number of students who made se-

~

' mantig errors were 1ess than satisfactony; both of these models accounted s
j | - for less than“half the variaﬁce. The independent-variables entered into

| the regressions in different orders for ‘all six regressions. However,

on the average, it appearéd‘that_the most’ influential variables in pre-

dicting problem difficulty were (1) the position in the curriculum, (2) .

the expected proportion of conditional commands, (3) whether or not loops

146
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“or subroutines are required,‘and (W) the emount of éuidance offered by
the'curriculum. The first and fourth of these can be characterized as
.curriculumhdeoendent varfahles5 whereas the other two are problem-dependent.
We next looked more closely atvthe'kinds of correct solutions pro--
duced by students. The 551 correct or nearly correct solutions given on
first trials were classified according to four sets of criteria. Two
methods  of classification were based on the formal, or static, charac- <3

teristics of the solutions, and two were based on functional or dynamic,

characteristics. These four methods of classification were referred to

as formal identity, formal equivalence, algorithmic equivalence, and

functional equivalenceé We defined two programs, to’ be formally identical

only if the d1fferences between them were such ‘minor differences as the
use of d1fferent letters for variables or the use of d1fferent part
numbers for naming programs. Less trivial formal variations were allowed
for formal equivalence.” For algorithmic equivalence, we considered only
the sequence of actions of a program and disregarded its form. The last
equivalence relation, functional equivalence, was -defined solely in terms

of input'and output; both the form of the program and the sequence of

internal states were 1gnored

The four equivalence relations exhibited considerabile variance in

their grouping power over the data. There were an average of eight types

¢

of solutions per problem when the solutions were classified by formal

identity. Under formal eguivalence, the average number of types was five.

" Under algorithmic equivalence, the average was 3.6, and under functional

equivalence, 1.7.




Using the four equivalence relations discussed above, we defined
-four measures‘of diveréity of solutions: diversity of function, diveréity
of aigorithﬁ, diversity of equivaient forms, and diversity of identicalA
forms. The measure of divérsity we usedvis gkin to variance but, unlike

,variénce, is appropriate for categorical scales of measurement. ‘This

measure--or rather, its unbiased estimator--is given by the formula

- A

ni(ni-l)

: k
~ - REEDEE

where N is the total number of solutions, n, is the number of solutions |

i
in the i-th equivalence ciass’(or, of the i-th type), and k is the numbe r
of equivalence classes (or types). As this measure -of diversity ié not
widely known in psycholOgy; we have included a precise mathemétical dis-
cussion of i;s‘defivation and properties in Appendix B. ;
Once again we used the tool of the step-wise multiple linear regreg; l
sion to define predictive models for diversity. For this, we ﬁsed the
same se£ of 10 indepengent variables used in the predictibn of problem
difficulty. Aii four of the mudeis accounted for more than 50% of the
variance in diversity; the best fit was for aiversity of funection, in
which 80% of the variance was accounted for. In examining the order in
which the independent variables entered into the reéressiﬁns we concluded
that the three most important Vari;bles for the prediction of diversity
" are (1) whether loops of subroutines are required, (2Y the ekpec%ed pro-
'portion of conditional commands, and (3) the expected length of the
, : i ,

solution. All three of these tariables might be characterized as problem

variables rather than’curriculvm variables. This contrast to our findings

: 148 455 -
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for the prédictidn of problem difficulty, in which two of the four most
important variables were curriculum-dependent, leads us to cdnclﬁde that
problem difficulty could be more easily manipulated by fﬁe curriculum
designer than cduia diversity. Amother gpmparisén of interest between
the two sets of predictive models is that(fhere are two independent
variables that cohtribute largely to both. Theseltwo variables are (1)
whether ioops or subroutines are required and (2) thé-expegfed proportion
of conditional commands.‘ In view of the importance of conditionals,
‘loops, and subroutines in programming, this is an inkuitively sétisﬂying'

result.
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APPENDIX A |

The Programming Larguage AID

L

The subset of ATD that is described herein includes that part of
‘the language that is taught-in the course "Introduction to Programming:
AID." The following description is an excerpt from "100 Programming

Problems. "*

*Friend J. E., 100 Programming Problems (with a description of the
programming language AID). Institute for Mathematical Studies in the

Social Sciences, Stanford University, September 1973.
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. : AID Commands and Programs

Numbers and Algebraic Expressions

Algebraic expressions in the programming language AID follow ordinary -
algebralc notation guite closely. The letters A, B, C,..., Z are used as

variables, and the following symbols are used’fofharithmetic operations and

.

grouping:
+ addition : .
- subtracéion T
L * " multiplication
B / division ‘
. 1  exponentiation °

U absolute value P

- ) a2
() - parentheses -

AID nétation. Algebraic expressions must be given as a linear s
syﬁbols, which preclude. the use of rae horizontal Egr as indicator of éivi;
sign; % must be written ‘« A/B, anl %;% must be written as (A+B)/(A-B).
Neither can subscriptc or superseripts be used; x, 1 written as X(I) and
ye‘ig written as Yte.

Grouping is indicated wi@h parenthéses Just as in ordinary algebréic
notations, and parentheses may be imbedded‘as desired. If parentheses‘aré
not used. arithmetic operationé are performed in this order:

1 .
¥ and / from left tu right

+ and - from left to right -

o s
- p




performed will be X/Y. o

, ndices may be used (foy up to lOadimensional arrays). Indices may be given

t .

L]
1

Thgs) exponentiation is always done first (unless parentheses are used to

il

indicate otherwise), then either * or /, and. finally either + or -, If two‘;y

operations with the same order of precedence appear, they are evaluated in

Aleft-to-right order, .in the expression X/Y*Z/W the first operation to be’

Go

o

. AID numbers may be ‘written in integer.foxm (275) or in deoimal form

(5087, 0,01, .72). Numbers are limited to nine slgnificant digits and must

be less than lOloo:in absolute value,. Numbers may also be written in a fom

of scientific notation that is &, direct translation of ordinary scientiric
notation. For example, 2.3076 X 10° is,vwritten as 2.3076 * 105, Singe
the slaah (V) is used to indicate division, an eéxpression like 2/3 is read

8 "two divided by three" rather than Mtwo thirds." Because of this, an

_éxpression like Xt2/3 means x2 - 3,9not x /3, to write x 2/3 in AID notation,

¢

use Xt(2/3). - f' , ’ ' N |
‘Negative“numters are indicated by a minus sign: -2.7. .When negative

nimbers dre used in certain combinations, such as 2 ¢ (-3), the negative

numbervﬁust be enclosed in parentheses; to be on the safe side, always use

IS

parentheses around negative numbers.

The variables A, B, C,..., 2 may be used for‘numbers, as indicated above.

They may also- be used as indexed (subseripted)4variables to identify lists
of numbers or arrays of numbers. The list Xy s 22,..;, X is written in AID
notation‘as X(1), X(2),+.., X(N), and the entire list is then referred to
simply as X. A two-dimensional array (matrix) of nunbers may be identified

by a variable using two indices: a4 is written in AID as A(I,J). Up to 10

o X
as numbers,,gr)yariables, or algebraic expressions, X(12), X(X,J), and "

[N

L+

-

- | 460
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X(2*I#3, J/h) Regardless of how ‘the indiceé are indicated they must have

integer values and arg limited to -250 to 250, including ZeXo. Thus, the

“

longest list bf numbers has 501 members' x(-aso), X(- 2&9),..., x( 1), x(o) ,

.xil) geeey x(2l+9), x(2so) A two-dintensional array could have 501 X 501

.o members, etec, ‘ T 0 P
s . /
To summarize, here are some examples of algebrgic expressions and their

o

A

-

AID eqﬁivalents:

: - N e
) 5x° + 3yu" : ; " 5*x12 + 3*yu/ . - "
S | o /2 T za(WR) o ZfO.S SO e
' ./' ]x-y[ T !x-yl ‘ f ' .S -
. | x) + %2 -\x3‘ _ “X(l)i+ XE2§ -,X(ﬁ) ,
: .AiJﬁ T . cA(Iqq) T . e
’ | Eﬂ*n-‘-’ﬂ o (A+B+oc+D)/h,

‘/ [ . . . . f

o . N

In general, spaces-may be used whenever desired in algebraic expressions.ﬂ'
The expression 5%X+lh may HJuU be written SEX 44 o 5 % X 4+ b or 5% X+h.

", The fexceptions to this rule are in indexed variables and, as we shall see
T i .

later, in function notation, Expressions like X(5) and A(i,e) must be
-written without a space between the identifier and the opening pardnthesis;

"(5) or A (1,2) will cause an error messages
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The Form. of AID ‘Commands

*" ATD commands aye/quite similar to English commands:

TYPE X ///_
SET Y:p/?’/' ) :
8TOP J '

/

- / . *
Each'command hegins with a verb (TYPE,.SET, STOP) and the form of the rest’
of the command depends upon the verb that is used. The verb TYPE, for
example, may be followed by any algebraic expression (and the result will |

be that the’ expression is evaluated and the value typed on the user 8 tele-.

[

.’typewriter): ' : Lo .
TYPE X - 2 | . |
TYPE 3/(4+2/7) | .

TYPE .Xt2 + Yt2 ..

L - . L L .
Some commands, like STOP, may consist of only ope word,' but most commands

have either vBriables er algebraic expressions or equations or other kinds

/
of argumenté following the verb. Some commands also have optional modifiers,

—

thich are phrases that can be added to the command to.modify 1ts meaning.

For example, the TYPE command may be modified by an IN FORM phrase

TYPE x IN FORM 12 - ‘ -

where Fonn 12 specifies the form in which X is to be typed. (This will be

explained more fully below.)

Wwith one exception (FORM), AID commands must be given in one line; a
‘ line is terminated by the user by, typing the return key on the teletypewriter.
‘There are two kinds of AID commands' direct commands and indirect com-

mands. Direct commands will be executed as soon as they are given, whereas

indirect commands are stored and will not be executed until the user gives

N




'
[

an order "to do so. Many AID commands may be used as elither direct d% in-
diIEct commands. To indicate whether a:command is to be a direct command:

_or an indirect command., "step numbers" are used before. ;ndirect ‘commands

AJ

12,7 TYPE 15/16 + 1/32
This command will be s‘t.ored rather then, executed immediately, and the step
number may be csed in later referehccs to the command. When the user wishés
to have the command execﬁted, he gives a DO command like the following: °

DO STEP 12.7 |

Step numbers are decimal numbers vetween 1 and 109, and, liké all

numbers, are limited to 9 significant digits.

When indirect commands are stored, they aré grouped into "parts™
according to the,integer portion of the s%ep number. ozCommands numbered
23.2, 23,7, 23.8%4, and 23.001 are all grouped together into “"Part 23."
Indirect commands may be executed singly: 7
,ﬁo STEP 23.2 ’
or they hay be executed in groups:

DO PART 23 -
When the above command is given, all the steps in Part ”3 will be executed

in numeric order. When Part 23 is exhausted, the execution wlll cease, even

if there are steps numbered 24.1l, 24.2, etc., execution will not automatically ;

Ll

proceed to Part 24, A-get of stored commands, to be executed as a group, 1is
called a "program." A program may ‘consist of a single part or, by the use

of branching commanﬁs as eyplained‘below, several parts..

Although most AID commands ‘can be used either as direct commands or in- ,/////

?

direct commands, there are a few that may be used only in one form. Tabl f

'h ‘

lists the»AID commqnds and shows whi can be used. directly bnd which/indirect Ve
o483 .




Table,l

rect and ];ndireci:' AID Commands

o

, May be used May be used
Command directly indirectly
DELETE - ,// o Yes . . , Yes*v
DEMANb, . No , ’ ' Yes |
DISCARD T Yes . Yes*
GDO ' L ) “ Yes . Yes®
FIIE. ' - Yes /&eg*'
' FORM Yes | -+ Yes
Go | . Yes e
. ) LET ‘ . " Yes 'H V‘ - ' Yes
| i RECAI.L ' Yes . ¢+ Yeg¥
. SE'f ‘Yés . o -\3“. . lYes
. SET (short version) — Yes o " No
 srop - No . Yes
TO ‘ " No .\ Yeo
TYPE Yes ) ~ Yes
’ ’ USE Yes: , _ C / | Yeg*
/ Y )

Y,

~

*Rarely used in the indirect fofw, °

4
/




Basic Commqnds SET, mYPE DEMAND TO, and DO .-
The five commands SET - TYPE, DEMAND, T0, and DO form the core of a
basic AID vocabulary. Together with»the algebraic expressions described

_above, a few standard AID. functions, and the conditional clause described

- -

’1n the next section, these five commands are suffiZient to solve any of the
'lOO problems given in thlS booklet.

The SET command is used to' -assign a value to &»variable-

-

SET X = 12.7 A .

SET K*= 0.002305

SET ™M K*X12

~ .
~

The algebraic expression used on the ‘right of the equai/sign may con-

o o K

tain one or more other variables, but all of the variables used must have

LY

ffvalues 50 that the expression can_be immedéakely evaluated. When a SET

@

command is executed the expresslon on the right of the equal sign 1is evalu-

g 4

ated- and that number 1s storéd in temporary (core) storage with the- spec1figg

»

.1dent1f1er (the variable used oh the left of the equal s1gn), that stored

<@

~number may thereafter be' referred‘%o by 1ts 1dentifier. A SET command may .

'be used 'to "define a variable in terms. of itself. The result of the\~ m_

"follow1ng skquence of ce@ﬁands would be that the number 7 is stored as N

SET N l3 sets N equal fo 13.
SET N =N + 1 adds 1 to the current value of N.-
" U SET N ='N/2 divides the current value of N by 2.

"SET may bes used either ind1rectly (W1th a step number) or directly.

[}

If used as a direct command the short form which omits the word SET may

°

., be used:

»




X

7  eguivalent to SET X = 7 . S

K 0.07835 eguivalent to‘ SET K = o.o7'8305 . | ‘

SET may also be used with indexed veriableé:‘

. BET X(2,3) =7 sets the element X2,3 from the array X ‘{
) ’ :
equal to 7- N S
L(5) = 72.31  sets Ls.equal to 72.31 . . , )
[ . . . . - .
\

" The TYPE command is used with an algebraic expression: . o
TYPE (X+£*1)/3 |
" Here again the algebraic expression must contain only variables that have .

values (or will be given values before the TYPE command 1s executed) ’ When

-

~a TYPE. command is executed, the value of the algebraic expression will be

~

:’calculated and -typed on the user's teletypewriter.

-

A TYPE command can be‘given with seversl arguments, separated by commas:

. -
TYFE X,Y, (x+Y)/2 - ' | \

.

Th}e commend is'eqnivelent to the three commands:
- TYPE X |

- TYPE Y

TYPE (X+Y)/2

Caution- Only two commands, TYPE and DELETE, allow multiple arguments; other

-~

commands, 1ike SET and DO, use only one argument.

The TYPE dommand can be used to type text by giving the text enclosed

o

in qudtatiOn marks- : ‘
TYPE "TITLE: OOMPOUND INTEREST CALCULATIONS"
Other.uses of the TYPE command will be described 1ater.

The EEMAND command can only be used indirectly (as a stored command)

eom DEMAND X




¢ - L4
The DEMAND command uses & single variable as an afgument,;and_the result'

.50F such a command is to cause the progrsm to halt, type

wait for the uses to “type a value for X, and then contihue the execution of ]
. 4
the program. By using DEMAND commands, a program can be written so as to

-

ask for the data it needs. A useful variant of the DEMAND commaqd is “formed

' by appendlng the modlfylng phrase AS "text." The command

17.9 DEMAND R AS "INTEREST RATE" _ . EVIRN
will cause the program to stop at Step 17.9, type -

- INTEREST  RATE= /
and wait. for the user to’ type a ‘'value which will be assigned the identifier R.
A feature of the DEMAND command that is frequently useful in iterated

| programs is that if the user refuses‘té-give a value fér'the DEMANDed variable,

and responds simply.by typing the retlrn key, the execution of the progrem '

Lo

will halt at that point; thus, seeminély endless loops can be used if they -

1ncorporate DEMANDs . :

DEMAND is used solely for 1nput SET is used for both 1nput and for

<

intérnal computations, and TYPE is used for both‘computation and output.
Here is an example of a complete'program using all three of these commands:

4.1 TYPE "COMPUTATION OF INTEREST AT 4.5%"(

4.2 SET 'R = 0.045 )

a

4.3 DEMAND P AS "PRINCIPAL" .

R*P

L,k SET I
¢ 4.5 SET'T =P +1I . T

L.6 TYPE I,TV




J K . o . .
o

‘This program would be executed by the.ecommand -

|
* DO PART &4 | v . ‘
~and it would start by:typing . ‘ o « o “\‘..n
"'y - COMPUTATION OF INTEREST AT h.s%’,‘,i'.é,:'1 o |
 PRINCIPAL = C -
fiAs,soon as tpe'ﬁser typ;d a value for P, say édb,,the program would reply |
I=9 | ) . ‘
T = 209 ‘
As méntioned, the steps within a-part are'ofdiﬁaﬁil& executed in numeric
prder. This order can be 6verriddeh by thé.usé of the branching command, TO.
7;‘TO, like DEMAND, cah\be used‘Bnlyvas an indirect command. A TO éPmmand may
be used to branch to either another step:(witﬁin the same part or in some
7“,.o£her"pa;%> or to anofher part: . | B

* -

o " 6.3 TO STEP 7.29 will cause execution of Part 6 to cease and
. o execution of Part:7 to commence at Step 7.29.

; 16.42 TO PART 8 will cause execution of Part 16 to cease and
execution of Part 8 to commence at the lowest
numbered step. .
Although a TO comménd may be used uncOnditionalxx as shown above,_gimbly to
alter the,linear sequence of,executioﬁ, it is more often used conditionally,
that is, with an.IF clause,‘as will be explained in the next section,
Several examples of.direét DO commands have been given above. Us&d

‘7directly, DO causes the execution of a specified step or part:

< DO STEP 7.35

DO PART 84

DO may also be used indirectly, as part of a program, to cause the execution

of another part as a subroutine:

-




7.1 SET P =
7.2 SET R=
7.3 DO PART
’17 .4 TYPE D,

In. this program Step T»

“subroutlne" and the\DO command in Step 7.3 is the "subroutine call." When

Part 7-is executed,othe sequence of execution-is:

Step 7.1
o Step 7.2

Step 7.3

All of Part-12°

Step 7. .

Thus, bO as. well as TO cm be used to override the—automatic linear sequence
of execution. The primary difference is that DO calls for another step or
part to b 1nserted into the part being executed, whereas TO calls for a
complete transfer of control to the part SPECifled. Here are four sample
commends, with comments, to summarize the difference betWeen Do and TO.

3.6 DO PART 7 will cause all of Part 7 to be executed followed

3. 6 TO PART 7 will cause all of Part 7 to be executed. Execution

1 P . .
3.6 DO STEP 7.5 will cause Step 7.5 to be inserted as a one-step

3.6 TO STER 7.5 will cause execution of Part 7 to start at Step .

3.14159

c, A ' . o : : .

3 calls for the execution of Part 12. Part 12 is the

a

T

4

by-the execution of the remainder of Part 3.

will halt at the end of Part 7, The remainder. of
Part 3 will not be executed automatically. -

subroutine. After Step 7.5 is done, the remainder
of Part 3 will be executed. No other steps in T,
Part 7 will be done, -

7+5. Execution will halt at the end of Part 7, S~ e
and the remainder of Part 3 will.not be executed

automatically.




TN

' FOR, The TIMES modifier is used to specify the number of times the required -

This command is eQuivalent to the two commands

.
9

" There are two modifiers that maybbe used with DO commands: TIMES and

step or part will be executed:
DO STEP 3.5, 6 TIMES e
13.2 DO PART 12, N TIMES ‘____i.__iff/// g

P

The number of times a step or part is to be iterated may be specified by a
Q

number or a variable, or even an algebraic expression, with the stipulation

that the value is a positive integer.

The second modifier, the FOR, clause, specifies values for some variable:

D0 PART L FORX =7 =

.

. SETX =7
DO PART h . . o
A,iist of values may be given in the FOR cfause if.desired:

O PART 4 FOR X = 7, 23.8, 19
This command wiii'cause Part 4 to be done three times, once for each of the
iisted values for X, and is thus equivalent to the six commands

| SET X =17

DO PART L4

SET X = 23.8

DO PART L

SET X = 19 - «

DO PART L . ‘,‘

The .values for the!variabie’may be given in the form of a "range specification,”

v
t

as in this example:

DO PART 21 FOR A = 5(2)13

13




(

The ranéé épecification 5(2)i3 indicates that tﬁe initial value of A is to
be'ﬁ and that A }s to be ihcreme#ted by 2 with each successive iteration -
1until the value of 13 is reaéhed. That is, A will take on the values 5, Ty
9, 11, and 13. Any or all of the initial value, the size of the increment,
and fhe final value may be'given as algebraic expressigns, and they need not

be integral. The command

DO STEP 7.3 FOR Y = 3.2(.2)4 -

"is equivalent to
?

DO STEP 7.3 FOR ¥ '3’.2, 3.4, 3.6, 3.8, b
When values of a variable are given in a range specification, the final value
is always ﬁsed; ﬁqpce, the command |
DO PART 2 FOR X = 0(2)7
will cause these values of X to be used: 0, 2, 4, 6, 7;
DO commands with either TIMES or FOR modifiers may,:of course, be used

as indirect steps to cause iterated execution of a subroutine.

4




The TF Clause

Certain modifiers, such as the AS of TIMES phraées, may be used to
modify specific commands. There 1is one modifier that may be used with égx '
AID command, and that is the IF clause. ‘The addition of an IF clause changes
any command from an "unconditional command" to a "conditional command."

Here are a few examples: | |
TYPE X/Y IF Y > O
3.2 DEMAND R IF % = A+ X
7.3 DO PART 8, 3 TIMES IF X &= Y + 3
SET 2 = X/(Q+8)IFQ+ S >X
An IF clause contains thé'word IF followed by a Boolean.expression. Boolean
expressions (also called logical predicatesi expyress relationships between
numbers. The foilowing reiational symbols are used:
< less than
> - greater than
<= 1less than or equal
>= greater than or equal
= equal
# not equal

]

As in ordinary usage, any algebraic expressions may be used in Boolean

expressions:
'X<o0
X+Ytaogz =

2>=12

The Boolean operators AND, OR, and NOT may also be used:




NOT X <O . ' o -
« A - R / ¥ ,
X<T7 AND Y>8 : s

X>0 OR X<Y-2

X#0 OR Y#0 OR Z#0 -
(A+B>0 OR A<T7) AND B>=12 _ L

In evaluating Boolean expressions, the Boolean operators are evaluated in

-

“this order (unless there are parentheses to indicate otherwise):

- - ' Fs

NOT : _ _ - | o
AND | : : . B -
OR .

» Y

" When a conditional command is éxecuteé, the exeéution prqcéeds in two
phasés.- First, the Boolean expression used in the IF clause is evaluated < S
to determine whether it is true or false. Second, if the Boolean expression.v . T
is true, the main clause will be executed.' , ' . } ‘

Any command may be modified by an IF clause. One of thelﬁost imbbf%aht
uses of the IF clause is in TO commands; a conditional TO cqmﬁand is'calied

" a "eonditional branch" and is the principal mechanism used in writing non-

linear programs, ineluding those with loops. As an examplé, here is a simple.

progrem with a loop (this program simply counts from O:to 30 by twos): . .
. ot i '
5.1, SET C = 0 , . o
\ '_ \p
5.2 TYPE C | :
5,3 SET C = C + 2 : ’ ; ' C

5.4 TO STEP 5.2 IF C < = 30

5.5 TYPE "THAT'S ALL."

: 16 3 : . ‘
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Auxiliary Commands : FORM, LET, and DELETE ] R . Lo

/ in writing simple programs, there ‘are a number of auxiliary commands that are

///fhese are DELETE, the filﬁ commands te be iscussed in the following sectlon,

/

)yand the deﬁug/:ng commands to- be discussed in the section after that. e 0
FORM and LET gre used’ in conJunction wil h stored programs.- FGRM is
uaed to specify the format to be used for output. OrdinariLy, when .a TYPE‘ . s
command is uaéd, the output ip printeq in a standafd form. For axample: )
St . A .
when the command . E ?%; LT ‘ .
TYPE Z'x + 2)/1{; . ' " N . oo s

is given, the value wil; be typed in this fomm: f ' o L >
,‘(x + 2)/3} = 28.7° 7 - 7 . . ' ) ! Y

~ in scientific notation rather than decimal form: "\

'linea; the first 1ine spacifies the form number (an!integer between 1 and

'itself;

Besides the five commands (SET, TYPE, DEMAND TO and DO) that are used

ordinarily used as direct commands. Two of these, FORM and LET, re to de- *

fine forms'and functions that will be use by TYPE and SET commands_in

’

, -
If a number is 10° or greater ér if it is less than .00l, it will be typed

(X + 2)/Y = 2,87 * 101(-3}
(X + 2)/Y = 2.87 * 1018

If the user prefers another form for output he: may specify it in a FORM

statement. . The FORM statement, unlike other AID commands, requires two

109 to be used in later references) and the second line specifies the form

g




v o form: « ‘ . . . ' s

‘e we . @

PR ¥ I

FORM 12¢ - | . lb R e .

THE INTERESL IS <+ .= e R

The location of digits is indicated by the character "andjthe position of

' T

_the decimal point is shown by a period. When the form specified above is’ to

¥

. be used the TYPE command is modified by an IN Fom phrase' . e
TYPEP*RINFORME ' & F
Numbers wlll be rounded- to fitvthe speclfied form (which is the easiest way ' 'l

Ld

of rounding numbers to a fixed rumber Of decimal places) ard if no aecimal R

\ r

point is specified the number-will be rounded to the nearest integern When

1

specifying, a foxrm, care must be teken to allow ror as many digits before fhe ‘

[y

decimal point as will bé necessary, if an attempt is made to6 type a number

‘

in a form that is ‘not large enough an errow message willdresult. If the

number to "be typed in a given fomm is negative, one. of the dlgit locations

“will be taken up by. the negative sign

Any symbols including puhctuétion marks, may be,UseM in the text of

. FORMlL2-- | o

. * PRINCIPAL +, INIEREST = p e, w- LT

[3

No text is necessary if ‘the user wishes merely to print a number in a

. )

iven form and location. } ' A : ; B )
& o . P 4

) " ct

{ i
More than one number may be provided for, and this is the only way in 7

which more than one number can be, printed on the same line: s

FORM 6 ' R
) . ao "

§ == +=. «=WILL BARN $ =+ < . +* INTEREST.
To use a form with several numbers, the multiple-argument form of the TYPE
. " R . . | )

command is reguired:

. 5 '
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°

'I'YPEP P*RINFORM6

- .
’

The LET command is al used in conjunction with stored programs, but

) T

may be used independently for direct comp%iations. The primary use of LET

a0,
is in the definition of functions, The ﬁmction f(x) = 3x + 2x,1s defined

.
L3 - -
]

in ATD as follows:

LET F(X) = 3%K12 4 X | ' K
When the function is uSed, in a SET or TYPE command 8 value is sqbstituted‘
* for the dummy variable k in the expression F(X): . )
' SET Y = F(3) ‘ | |

TYPE F(5) - F(3.7)

The value that is substituted may “be in the form of an algebraic expression,

& >
.

proVided such an expression can be immediately evaluated:

§ET N = . / .

{TYPE F(N/6)

Any of the variables A, B, C,..., Z may be used as function names.

Take care, however, not to use the same identifier for both a real variable
. FHELEE b

and a function since the first definition will be replaced by ‘the second.

a- - " ’
Functions of ‘up to ten variables may be defined; here is an example of
a function of thzee Variables: . :

LET F(X, Y, 2) = (X¥Y 3 Y¥2)/xxy*2’

Caution: Do not use & gphce tetween the function name and the opening paren-

4 o

theses; an expression like F‘k3) will cause an error message.

\

A useful,variant of the LET command ia the conditional form of LET used

4

to define functioﬁa conditionally. In ordi/ary notation, a function may

sometfmeg be -defineg in this fashion: ' ~

~




‘ L[ Lex if x<o0 - o A ' ;
o) = R A t
% 5x if x > 0 R ' '
“In AID this definition is givep im gxsingle line' f ~/,/fff~i ‘

‘ LET F(X) = (x < o 'ie*x, x > = o 5%X) B - / s,
'which 18 read "If x-< 0, f{xl -2x, 1 x >0, f(x) = 5x." 1In the ATD
s L J

definitionl the entireaexpression'is enclosed in parentheses, the clauses

-

” within ‘the definitién are, ceparated by semicolons, and each clause is divided

into a condition and an algebraic expression separatéd from one another by

a colon. Any number of cleuses may be used; in the above example, there

are two clauses. C ‘.' . o

If the definition of a function is given in ordinary terms with an

o

"otherwise" clause, L.

. 0 ifx <0 ° ' . B
f(x) ={ 2x 1f x > =0 and x <7
‘ 5x otherwise -

the AID definition does not require a condition in the final clause:
LET F(X) - (X < 0:0; X >. O AN X LT XKy 5%X)

t <« i RV . . . - - ‘./‘,' -
In this example, the final clause consists only of *he algebraic exﬁressfon/ L

< /

5%X, which will be used‘ﬁhenever,al} of the conditions 4n preceding cleggég// L
: . ‘ ) ; L,
fail. e : ’ . ,///,

When a function definition 16 used, 1L is‘scannééyirom lcf( to right
_until a condition that holds ig found. Because of this, it is frequent;y
L/
possible to simplify AID definitions. For'example, the condition in/}he

~second clause of the above example could be simplified from X > = 0 AND }%mv~”"’

.

./

X<7toX<T:

LET F(X) = (X < o::o; X < 7: 2%X; 5%X) |
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g - "/ / . ,/v | ‘ e |
//(fj/:ff R . . .
;/"/ r o / ’ v ’7- . ’ ) . ’
T v/./ / s . ’

o

) tign’is definition by recursion Here, for example, is .the AID recursive

7

,dei/pitionzgg/the factorial function X!

F(X) = (X = 1: 1; XF(X-1))

..//, /;péﬁz;ET and FORM serve to store information in core storage. In the

one cagé . & function definition is stored and in the other the definition of

tput form. SET and DEMAND‘also use core _storage; both of these cause ,
ﬂ/number and its identifier to be stored. Stored commands (indirect smege)
are also put intoicore storage, as clued by the sten nunber preceding' he
/comﬁand. In programming it is often necessary to inspect the info uation.
that’ is being held in core or to delete some itan.The contents of core can.

/

be displayed by uaing TYPE commands -and deleted by means of DR TE commands.

/

Some“example of such TYPE and DELETE commands are given hefe, with comments:

TYPE X - will print the value of X if X is a number or
- a list or array, or the definition of X if X
is a function.
DELETE X . will delete either a fufiber X or a function X.
. TYPE X(3) will print the valy ¢ of x3 L
" DELETE X(3) will delete the single value Xy from the 1ist X.

TYPE FORM 3 will type the definition of Form 3.

DELETE FOEM 3~ will delete the definition of Form 3.

TYPE STEP 7.1 will print the stored command-identified as
" S'tep 7-1. )

-

DELETE STEP 7.1 will delete Step 7.l.

TYPE PART 29 will print all of the steps. in Part 29 in
v numeric order.

DELETE PART 29 will delete all of the steps in Part 29.

&

o1 ‘

Y

. A nction“mayﬁg;ll itself hence, a varlant of the conditional defini-




» will prifit the entire contents of core.
. : A DI .

Sl will delete evex;ything in core s*Eora'ge.
K wil® print all qmbers\ liste , and arreys.
.’*‘\ ' TYPE ALL FORMULAS will R,rint ,a.'LLai\mction gﬁefiniti,,ons. ‘
T, T “TYPE ML STEES c oy
 TYPE ALL PARTS .. = - - Lo
“ . v ¥ . . . ’ >
- TYPE ALL FORMS™ T ,ow
M = ' v/ﬁ ~ l,h_“ .
DELETE ALL VALUES ‘
DELETE ALL FORMULAS = * . .
- . ) : 2 1 ) T
.+ ., DELETE ALL STEPS AR -
N RN o o . ’ .
e ’DELE’I'E ALL PARTS s
DELETE ALL FORMS B j o, e o
. Both gv’I‘Y]E’E and - DELETE may be used with several arguments ’ separated by
N - . . o @« A . .
commas : ‘ \ : :
.. TEEX, S'I'EP 3.7, ¥

. . N . @ » .‘,?
S . © "> DELETE S'I'EP 347, BART 9, K, F K . ’
These gre the only two A;D commands that have multiple argument forms. .

. @ e g : : \
B ..» - ‘ . ‘ » . %‘




File‘Commands' USE, FILE, RECALL, and DISCARD

Anything that is stored in core W1ll be automatically deleted whenever

-

.the user signsAoff. Any or all of this 1nfonmation can be copied to more

o .

permanent storage space on the disk.  To do this, the file commands USE,

FILE, RECALL, and DISCARD‘are used. AID files are variable length disk
files, identified by 1ntegers from 1 to 27505 The flles need not be used

in numeric order and the user SpElelES which file he wants to use by giving
. . ) / - .
a command like ) ' i -, . . .

USE FILE- 100 Co , o

S

Yy v . .
- The file number is held in core until another USE command is given (or until
,/Athé user signs off), and all subsequept FIILE, FECALL, and DISCARD commands

w}ll refer to this file. {

\ Bach,file is divided into "items," numbered from 1 to 25, and the user
/ o i _ ‘ . i
must spgcify the item when storing or retrieé}ng information. Items need o

not be nsed in numeric order. To file an item, a command like

a

FILE PART 7 AS ITEM 3

L 1s given. The user may file a form, a step, a pamt, a value, a function

» - oo
s

definition, Qr alllof these, using commands sigilar to the TYPE and DELETE
. command shown Just/pbove. The eﬁt;%e contents of core may be stored as a
- single .item by‘giving/a command like

FILE ALL AS ITEM 17 . : )

a

a

When infonnatlon is filed on the dlsk the contents of core are not dis-

- fme s e - - - B —

A N

LW

' When the user. wishes to ratrieve infonnatlon from the file he uses a

turbed a copy is made for transfer to the disk. -

hnd
1

command like ) . . , >

v * .
;oA * . a

' RECALL ITEM 11 e & o -

and when he Wishes to discard an item from the flle he uses a command like

' DISCARD ITEM 17 N , e . gl
: 23 Sonoc ‘j Ve " c‘




Debugging Commends - - _ ‘; :

4]

The commands STOP and GO are used primarily for debugging purposes.
STOP is inserted as a temporary command tonbe removed wvhen debuggling is
' complete, and may be used elther condltionally ‘or unconditionally to halt

“the execution of the program at the péint where the ST0P command 1s en-

L] 3

P

countered:
47. 3 STOP
- 47,352 STOP IF N > 100 -
While the program is STOPped the user may inspect or alter the con-
'tents‘of core, checking current Values of variables‘used by the program;
\“V“replacing, inserting, or deleting steps in‘tne program, etc. To resume
/ execution the user gives the direct command h; B

During the time the program is STOPped *the user may not execute another _ // '

\

fqr

step or part (that is, he cannot give another direct DO comménd), at least N
. ‘ o . « “.
not if he wishes to vesume the execution of the STOPped program at a later. moA .
time. , T2 \

-

GO may also be used to restart the execution of.a program that was /

* halted because of a syntax errori \After the’ program stop and the errJ;

message ﬁs printed the user may correct the error anq en resume execution

from that p01nt by giving a dlrect GO command. [5
Temporary TYPE commands may -aléo be used for’ debugging purposes. These = .

‘are commands like /o

f\'/

32.105 TYPE X, Y, K, N

u . o a

o, e ’
that are inse;ied temporarily co that the values of varlables will be typed

T




¢ ) R . . ) ‘ _—
,F - . . ,f'!f ‘. '. ' . h . ’
s for tnspection. When debugging is complete, these commands, and temporary’
.. STOP, commands, are removed by giving DELETE commands:
R DELETE STEP L47.3, STEP 32.105 e L .
o ‘ ' ’ . ' . ”
. ¢
. hd ’ E ‘
-~ ’ o 0 (
v P 24 ° ‘
.ﬁ * “ [
-\\ . 1 . —

///4’
-
,/,/- L
-~
} .
,/'
'Y
-
N
.
«
.
f
+
,
N e
v

Y,
! T
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. SUmhiaz;y of "AI'D Commands =

with comments,

,DELETE ALL

’.[‘he follow1ng summary of AID commands is given in the form of examples,

Commands that are ordinarily used dlrectly are shown without

{

S'tep numbers and those that are ordinarlly use.d irdirectly are shown wlth

gtep numbers; to find out which commands must be used direc‘%’ly (or indirectlyg,) Jf'f
refer to Table l. - S
) Most of the examples z;re shown as uncondit:f.onel commands ; however, any
command may: be used conditionally (modified by an IF clause) Af desired.
DEIETE, X | v /deletes the 1dentifier X and its value.
. DELETE F \\ . __deletes the definition of the function ¥. ,/:v
:,B , DELETE A(2,3) deletes the element ;’-\2':2 from the array A.
DELETE STEP 7.1 deletes Step 771. X
DELETE PART 7 | deletes all -steps in Part 7: :
DELETE FORM 22 deletes ‘the definition of Form 22.
. DELETE X, STEP 4.3, STEP bk deletes thie three specified items.
DELETE ALL VALUES deletes all real variables and their
‘ values. . , ’
* DELETE ALL STEPS ete. 0
DELETE ALL PARTS / '
DEm-ifrs ALL FORMS ot
\ ® R

7+1 DEMAND M

requests a value for the real variable M.

<. -

€

\

. DEMAND' A(2,3) / requests a yalue for'the element 3
. / of the arrax}\. J 7
3.7 DEMAND X(I,J,X) requests a value for +the element X':IiJ K
- S . Ly
. of the q:hree-dimensional array X.
16.4 DEMAND X AS "RADIUS" » requests a value for X by typing
. ’ RADIUS ” »
< / -
/ Foal -




”

o

DISCARD ITEM 20 . giscards Item 20 from the previously

s ~ ‘ designated disk file (see USE).
o ﬁ;w/,%g" ' ' o o
. ’_/‘;J' .w% . '; . N
,/” “ .- DO STEP 6.2 ' . executes Step 6.2. ‘
DO PART 9 executes the steps in Part 9 in numeric
f ’ ’order. . T
. Do PAR'f 12, 7 TIMES executes Part 12, 7 times. '\
T DO PART 4 FOR X = 2, 7, 4.3 executes Part 4, 3 times, once with
S » X = 2, onge with X =T, and once with
= L, 360 _
7.2 DO PART 6, N TIMES . " executes Part 6 (as a subrouty:i;ne-), N
A ' / times. “
: . 62.15 DO STEP 32.3 FOR A = 5(2)12 executes Step 32.3 once for each of
f . these values of A: 5, 7, 9, 11, 12.
' ) / ~ .
- FILE X AS ITEM 2 . files the identifier X and its value
\ ‘ . -as Item 2 of the previously gesignated
e disk file (see USE).V S T e,
e T . v o
FILE A(7,3) AS ITEM 6 ' = "f,f';
- FILE FORM 3 AS TTEM 12 -
' - FILE“STEP 6.25 AS ITEM L. : :
%) -y " _”»
. . FILE PART 9 AS ITEM 1
| FILE ALL STEPS AS ITEM 5
i . ' .v
j FILE ALL 'PARTS AS ITEM 21
3 FILE ALL FORMSASITEM7 S o .

FILE ALL VALUES AS ITEM 14 ‘

bl

'FILE ALL AS IT?M 3-

/ ‘(Note The item' number must be an 1n7eger from 1 to 25.) "

kd




FORM 7: - o

THE LENG’.I.‘H /'[S « « « INCHES MORE:THAN THE WIDTH.

, - . defines an output form with allowance
' " for one value (see TYPE...IN FORM...).

FORM 13: , o __— e

-+, + e+, = ++_ <+ , defines an output form with allbwance
for three values, but no text.
/

FORM 2:
/

THE COST OF <+ + ITEMS IS § =+« . +=+ -
. <

defines an output fomn with allowance
for .two values. Ther first value will
be rounded "to the nearest ‘iffteger, and

SR the second value will be rounded to
o g decimal places., ,
' o ¢ (\t ‘. -
(Notg,,,mhe i‘bfm number must ’Eae o positive sintéger less than 107. )
" R . > , .
] "5 ?; d W, . "Hf
. 2 By 1
4 G0 we e EFISEER *continues #'he. execution of a program
’ b N aalted by ¢ STOP comacnd or by a syntax
P a © error.s ’
0 . - 4 ¢ IP{ . : . "
LET . F(X) = 3*X15 -;7 definoe th"e function £(x) = 3x5 - 7.

-yﬁ'r V(R,H) = 3.14159265%Rt2¥H Mizu, ,j“c i‘unction v(r,h) = nreh
: . . !fruretlons?ot up *o 10 varlables may
- . be* qefine u) .\
IET F(X) = (X <0: X124 5; X >=0: X +.5)
defines the function
)
.« L X"+ 510 x <0
£(x) = !
X +#51if x>0
LET F(X) = (X = 1: 1; X + F(X-1))
defines the recursive function
g : - (Lifx =1 .

! f(x) [ ['", )
/ S x4 f(x-1) if x> 1

[

28  /

&




RECALL ITEM 7

/

recalls Item 7 from the previous desig-
nated disk file (see USE).

SET P = 3.14159265

6.35 SET, A(5, 7) = 12.31

%

assigns the value 3ﬁ;415926§ to the
identifier P. Q;ﬁ

assigns the value 12.31 to the element
5 7 in the array A. ~
3

increases the current value of N by 1.

/ 26.64 STOP IF N>M+ 1

//

/

X = 4.3 short form of the SET command
’ equivalent to
SET X = 4.3
L(7) = 2769 short form’of the SET command,
equivalent to
SET L(7) = 2769
£ g
T.3 STOP causes the program to stop execution

of Step 7.3 (see GO).

causes the execution ofethe program
to stop at Step 26.64 if N > M + 1.

8.25 TO PART 9

o

31.3 TO STEP 31.1 IF N < 100

causes a branch tu Ste

31.1 if N < 100

causes an unconditional branch to
Part 9. .

¢ TYPE XtY

7.3 TYPE. X, F(X)

TYPE FORM 2

TYPE PART 5

o

TYPE STEP 3.7~

-

12.9 TYPE "TAX COMPUTATIONS"

evaluates ¥’ and types the result.

types the values of X and F(X).
. . L4

types an exact copy of the text

enclosed in quotation marks.

types the definition of Fomm 2.

types the command stored as Step 3.7.

types all of the commands in Part 9.




' : g"’], V-
. » !
| TYPE ALL STEPS | o : .
‘ TYPE ALL PARTS ‘
. / M C 'o' “’ 'L‘ w
' TYPE ALL.FORMS - . o L e
[ . . hd . 7.,/‘ °
TYPE ALL VALUES ‘ T ' - o
n g ’ ' ’ Leaa
3.8 TYPE S*X IN. FORM 2 . : valua'tes 5x and types the resul't in
oo © the specified output foxm (see FORM).
‘ ~'USE FILE 100 * ) - designates the d:!.sk file to be used
& - by oubsequent FILE, RECALL, and DISCARD
A ‘ -’ ' commands. '
(Note: The file number must be a positive integer from 1 to g'(sc_).)
. : n i ‘¢ _ o,
/ , ' ' N
P )
") 3 f
Q ) 1) l
y 1
?
/ r ‘ ‘ - . \’ﬂ ‘b
- - /. - M
, 30 .°
/ ) A8y . ?




The inverse

x
toe,.

IP(X),

FP(x),

C
a

scientific notation of the argument

DP(X),

as follows:

©

*" AID Functions . ‘
. . _\;":5.,'/‘.

*  In addition to the functions that may be defined by the user by means

of LET commands, there are a pumber of useful standard AID’ functions. There

N L

are two trigonometrid functions, SIN(X).and COS(K), X is in rediang and must
have.anlabsolute value;less than 100. The natural logarithm function LOG(%) -

|
ylelds the logarithm to the base e of X, where x 1is any positive real _number.

bf the LOG function is the exponential functionuEXP(X), equivalent

L]
¥

v
LA
.

Several functians depend upon features of- tﬂe decimalﬁrepresentation or

K 4,’.‘, RS . ) B

G . - . .

’

the "integer part" function, yields the integer portidn of the

» decimal representation of the number x. For example IP(730h 56) =

4
.

'7304 .. e
s N

the "fraction part" function, yielas the fractional pqrtion of

-

the decimal representation of the numbe? X, FP(730h 56)— «564.

the "digit part" function, yields the digital part of the

scientific notation of. x. For example 'DP(3789 54) = 3.78954

since the scientific notafion for xis 3 7895h X 103,

the "exponenv part" funbtion, yields tﬁe exponent part of the

scientific notation. y For example, XP(3789 Sh) 3 sl

"

ol
used as the exponent of lO in the representation 3 7é95h X lO;3

" Two other?real functions that are occasionalxy used are SgN(X), the

.

-, "sign" functidn, and SQRT(X), the “Msquare root" function. These are defined

3
L




,; 1if x is pmsitiveV .-
N SGN(X) = { 0 if x is ‘zero -
<1 if x is negative ,

SQRT(X)

There are four fune;ions on lists of réal numbers MAX, MIN, SUM, and

3

PROD. The forms of/these are sinfilar, and the resulting values are, res-
. /

,», pectively, the maximum of the SPec1fied list,-mhe minimum, the sum of the

_ numbers in Qhe list and the product. Each of xhese four functione may be:

used bx simply listipg the‘hembers of fhe _argument; T, : ‘Y
. MIN(- 69, 2/3, .63) has a value of 63 0 4 .
K SUM(2 15, 0, h) has a‘@elue'bf 21” .
. / M . -

The list of numbers to be used as an argument may be given by speciﬁying a
s e
formula and. the va{ues of the dummy variable used in the formula:
- SUM(T = 2 lO 3: I * 5) is equivalent to
suM(2 * 5, 10 * 5, 3 * 5).. .
The values of the variable may be given in a range specificatlon

.o K SM(T = 5(1)10:_3/1-7)

This expressidn is equivalent,to

"o ZZ; (2 -1 S : ,

Similarly, the expression  * . ' 2

PROD(J 0(2)6: J12)

"is eq@ivalent to

2

(37)

J=0,2,4,6




¥

The function FI@ST ig/a fvnction on an;indexed 1list. 5 Boolean expres-

-

sions. Foer a speeified list of Boolean expressions, the FIRST function willy~

' yield the index of the ffrst true expression. That is, it will find the

: 3 ,‘/ o . ‘ /.
location of the firé true predicate. The form of the FIRST ?unction ig

iu shown in this e .u.le a

PO

FIRST T = 1(1)50 I> 612 + 3)

» The value of this expression will be the first value of 1 in the set

» . ”

(1,2, 3, bes 50) .such that i1 > 6% + 3 (that value is 40).’ Vi

S ,//‘ éthef’ simpler function, on Boolean expressionsis the function TV(X) (/ o

‘whick yields either 1l or O depending upon whether the Boolean expression X
g trué or false. For, example, the valve of ™(2 <1O0RG5 >L) is 1.
Q ‘ .
For-all of the sﬁandard AID functions, the values are reel numbers, - &

/(
dions Just v *

s

&’hence, these functions can be used anywhere in algebraic exp

in the usual ways. Here are a few examples of algebpdic expressions in

ordinary notation and in AID notation ' f

sin x
cos X

singx
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APPENDIX B

~~ The Formps Of Programs Written by Students (gith Division
' ¢ Equivalence Classes using Four Definitions

of Program Equivalence)
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'APPENDIX C¥

s

The Theory of Diversity and Coherence y

*Thic appendix ic an excerpt from J. E. Friend & M. T. Kane, "Diversity
of Coherence," (in preparation).




s .

Definitions 1 to 5 and Theorems 1 to 7 are standard mathematical =

A -~

notions and are included for completeness and clarity. Definitions 6"

and_?‘adﬁ Theorems 8 to 17 are also foynd in the mathematical literature,

buf are less well known. In this exposition, all sets are taken to be

countable and+all random variables’discrete. In many instances defiQ}--
tions and proofsvare given only for finite sets, although it is clear

that most of the theorems‘Qold'for at least countable Jsets.

P - .

It is assumgd that the reader is familiar with the elemefgts of
.. . o N

statisties, and that he has some acquaintance with set notati and the
L RN

basic properties of ineclusion, union, interseclion, and set difference.
N N . \ -

-

Some of the standard theorems that are assumed in the following aré:.
AUB=BUA
AnB=BNA

AU(BUC) = (AUB) UC
Ac AU B
AN BcAU B

IfAc Band Be C then AcC

If Ac Bthen AN B = Aand AUB=B.

~o
For the cardinality of a set X, the notation N(X) is.used, and theéé
‘theo:ems_(among'ofhers) are assumed: |

It A C B then N(A).S N(B)

[l

If AN B=¢ then N(A) + N(B) = N(AU B) >~

"N(B) = (AU B) - N(An B)

0.




The casuel.reader may wish-té omit proofs." A reader who is familiar

- i *

v

w1th s1mple propertles -of equlvalence relations may start readlng with,

/

—l the comment preceding Deflnltlon 6. The comments are ‘not essential and’

ks

may be. omitted by,any reader.

Definition l{ A classification Ef.g set S is & sequence Sl,SE, ...,Sk

H

with these properties:

(1) S @\5 for each i ' : \

(11) s u.s, U... us, =8

(iii) 8, N sj = ¢ if'i £ .
Comment. A classification is a means of subdiViding g set S into.
n .

subsets so that each member of S 'is in one and only one| of the subsets.’

(This definition of classification is similar; but not identical, to the

‘more commonly used partition. In g partition, empty sets are not allowed, -

whereas one or nore 6f the sets in a classification may be empty.)

o Theorem l. - Suppose S

17 2, ceey Sk is & elassification of S and that
7 ] ] :
' < S. Then &, N S'S, NS, ..., & NS' is a classification of S'.
o - A - & e o ; .
Proof: - ‘ ‘
7 )?Toof of (1) S. n st St since AN B < B for any sets A and .B.
\)

.\&\* ‘Broof of (ii): (Sl nsY U (s, ns")u... (s ns* -~

(87U 8, U --0 U S)) N s~ 808k NowsnS' = s! since St < 8, so

(ii) is established. .

S _“ Proof of -(iii): We write Si n s' as Si for each i < k so that -
- at ! \ ! . an at -
. Sl n=s ,82 nst, «uu, Sk n st = Sl, 2’ cees Sk' Thus we have Si n SJ =

IS

1 ry - t o TF i L - &
(s;ns)n(s;ns ) = (8, n sj) ngt. Ifi/jwe ha¥§?si ns, = ¢ 50

Ve
/

(s.ns.)ns*'=¢. Hence, S! N S' = ¢. Lo~
1. J ‘ R 1 J 3 S < N

~




Theorem 2. Suppose Sl’SE’ weey S 18 a classification é£ a set
\

Then Sl’SE’ cesy Sk 1 Ei a classification of 5 - Sk

Proof: For each i <k we havE\Si n (s-s) (5, n8) - (s n8

S 1S=5. Fori=k, S n(S-5)=(s ns8)-(s ns)=8 -5

S.

4

= b, .

i i’ 7 i k’ - k k k k k

Hence, S.,5,, ey 5 1, =8N (8-8), 8,0 (8-8,), «-+, 8 n (s-8,

12’ k-1’ k

)5

whicii 4s a classification of S- Sk by Theorem 1. It is-easily verifiea

_from the definition of a classification that if Sl’SE’ ey S ,¢ is

classiflcatlon of S,‘so is Sl’SE’ oy k’ and the proof is complete.

Theorem 3. Suppose S.,S veey S, is a classification of a set

k

1727

Then

\

k N . ’ ¢
Z n(s,) = N(S) , -

a

S.

i=1 . _ N

where N( S) is used to denote the mimber of elementb in the set S.
-

)

. Proof: .The proof is by induction on c. If ¢ =1, then the cla

fication contains only one set S . By (ii) or Definition l 8, = S.
| K
- e .- Q
?"‘}I N(Si) = Nkul) = N(u)

T

Now, assume the theorem is true for n < k. N(S) = N(S, US, U ...

by (ii) and

N(S) = N(sl Uus, U ... uvsk_l) + N(sk) -
N((sl us,u...U sk_l) n Sk)

since

N(A U B) = N(A) + N(Bj - N(A N B)

ssi-

Hence,

k) =




T for any.sets A and B. The set (Sl Uus,u... U Sk-l) n 8, -is empty,
however, since any element in Sk cannot be in 5, for i £k by (iii).

Hence, we have

; . ' . N(S) = N(sl US, U ... U skrl) + N(sk) . |
The sequence 5., ..o, Sy ) 1s a classification of the set S - s, from
Theorem 2, SO ' °
k-1 ‘
N(S-8, ) =_E N(S,) ~
K Td=g 1 |
i and -
a - : k-1 -~k -
: - N(8) = N(stk) + N(Sk) = 2 N(Si) +_N(Sk) = Z : N(Si) .
- i=1 : i=1
Definition 2. An equivalencé relation R on a set S is & set of

ordered pairs {(x,y)) with the following properties:

(1)

(ii) )

(1i1)

- (i)

If (x,y) € R then x € S and y € S.
If x € S then (x,x) € R.

If (x,y) € R then (y,x) € R.

If (x,y) € R and (y,2) € R then (x,z) € R.

Comment. An equivalence relation contains the pairs (x,y) for which
x is equivalent to y. Thus (i) states that we are concerned only with
pairs from the given set S; (ii), which is known as the reflexive - .

-

i - property, étates that every element if S is equivalent to itself; (1ii)

- says that if x is equivalent to y, them\y is equivalent to x (this is
sometimes phrased 'an equivalence relation is symmetric'. {iv) states
that if x is equivalent to y and y is equivalent to z, then x 1s equivalent

;. _ to z (this is the transitive property, which is shared by a large number

of relations that are not equivalence relations (<, >, ¢, etc.)).

250 .
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f ’ -

~ Th@éremjﬁ,_ Suppoée 8,855 ~es,' S is g claséificaﬁion of S. Then

'R =:[(x,y):'x;y'e Siﬂfor some i such that 1 < i <k} is-an equivalence

relation. ' ' -
= s.- | |
Proof: - : ' N - ,

-

o

Proof of (i): If (x,y) € R then x € 5, and y € S, for .some i. Hence,

X € Sl U 82 U... U Sk gnd v € Sl U 82 U ..o U Sk' By De?inition 1,
Sl_U 82 §] .. U Sk_= S. Hence, x € S and y € S+ | .
for some i by (ii) of Devfinition'

Proof of (ii): If x € S then x ¢ 8,

1. Hence, (x,x) € R. : : . : S

Proof of (iii): If (x,y). € R then x € 8, and y € S, for some i.

i

[y

~Hence, y € S, and x € S, so (y,x) € R.

Proof of (iv): If (x,¥) € Rand (y,z) € R then x ¢ 8y and y € 8;

for some i and y € Sj and z € Sj for some j. Hence, y € Si n SJ 80

s5; N sj’is not empty. By (iii) of Definition 1, i = j. Hence, x € Si o .

‘

and z € S, = S, so (x,z) € R.
350 :

Comment. From Theorem 4 we khow that ebery’élassification 1defines’
a unique equivalence relation that is formed by.taking all possible pairs

from Sl, including truse or the form (x,x), together with all possible

pairs ?%om.se, ete. The classes Sl’SE’ ... are known as equivalence

classes. The converse of Thearem L is also true, although it is not
_proved here; every equivalence relation defines a classification. (The
classification defined by an equivalence is not unique, because the order
_of classes may vary and because one or more empty'sets’are allowed. How-
ever;_it is essentially unique, i.é.,”uquue up to empty sets and order.)
"In the following it may be assumed that every équivalence relation is
defined by means of* some c¢assificé£ion. |

N

Sy

o e
4




~

’ ) R "
4 [
\ kS | . .
~
\\ Theorem 5. Suppose S,,8,, -v:, S, is & classification of S, and
\\R': ((x,y): x,y € 8. for some 1. Then _
. : T T
,' - . . 2 . ) “‘u(y“‘;
\‘. . . N( R) = . N (Si) . '"‘"h,ﬂ
L ’ - 1=1" . S ‘b‘kh"b,
- \Proof: (deferred) | L M,
J . . . . ’b.‘!h
. Comment. From the above theorem, veé know that the number of elements

"

(pairs) in an equivalende relation is the sum of the squares of the nume
\

\\ bers of elements in the equivalence classes. The proof of this theorem

f\dependswupon¢a more general theorem concerning the number of elements in

'
S :
F T . ks

sets:

tpe cross product of two

\ Definition 3.'312 S and S' are two sets, tﬁe\eross product of S.X S

\

is ((x,y): x e Sand y €

s'y. .,

Lemma. N(S x 8') = N(5) - N(st)” o |
Proof: The,proof is by induction on N(S). = XX
If N(S) = 1 then 8§ = [s] for some s and S X S' = ((s,¥): yve s'y. .
Iet f(x) = (s,x) for x € 8'. Then {(x) is a one-one correspondenceﬂ
between S' and S X S' so N{S') = N(S x 8'). Since'N(S) = 1 we have
N(S x 8') = N(S) + N(S'). |
Assume N(S X S') = N(8) - N(S') if N(S) < n, and let
.e., 8 ) be a set with n members. Then §" X S = {(x,y): x € 8"

8" = [sllsé-ﬂ
and y € 8') = {(x,y): x € 8" - [sn] and y € S') U;;(sn,y):"y € 8'}, which

g s" - [snj.

is a union of disjoint sets since 5,

"

Hence,
it

“,

o
e [
sy,
o




-H(s" x 8 )= N(((x ,y)

T e

Proof of Theorem 5

1"
x € 8" - [Sn]i
E4
' :

+ N(((s5¥): v €8 })
[s ]) X S') 4+ N([s ] X 8! )

N((s" -

(S"v (5,)) N}s') + N([sn}) : N(sc)' ;
= (N(8" - (s,)) + N({s )] * N( |

= ﬁ;S") (s*) | :

We prove that N(R)

1

-

= ((x,y): x

Let Si X Si
From the definitions of R and S, X S it
R c S8, X S U S S U U Sk X Sk |
. Then (x;y) ¢ 8; X 8; for some i. Hence,
(x,y) € R by the definitibn of R, and we have shown that ,
U s X8, cR Since the inclysion holds both /////////

S U oeee q Sk XfSk

(X)Y) € b,j
is impossible by (iii) of Dcfinition 1

From the lemma, N(S, X S8, ) = N(5,)
N(R) = ; w(s,)

Suppose (#,y) €S, X8, US

Y € Si s
Sl X Sl US, X 82.U »
ways, the two sets are equal.
Now S, X 8, N 8, X - ¢ if 1 / g, uince {x,y) € 8, XS, ag
i i g j 1271
X uj ‘imply that x and y are elementu of both SL and S which
b
. ok
s, so N(R) = E N(S Si)'
i=1 y

Hence, R'is a union of disjoint sets,
) - N(s,) so




Theorem 6.

 Proof: Since R c Ri,

' N(R) < N(R') . . | . 4

k k' S
; N2(Si) < ; (si) by Theoz"em 5.

_form {x). Under the identity relation no element is équivalent to any

element other than itself. The opposite of this is the universal relation
U, defined below, under which any two elements in S are equivalent.

Definition 5. The universal relation U on Ejset S is ((x,y): x,y € 8).

Theorem 8. U is an equivalence relation.

Comment. If & set S has n members then U contains n® pairs. The
classification defined by U consists of only one subset of S, namely,
, :

S itself.

Theorem 9. For any equivalence relation R,

I c RcU.

X € S. Hence, (x,y) € R. If

Proof: If (x,y) € I then y




. .

, . Comment. In the above theorem, as in many of the following, it is

-

assumed that all equivalence relations are defined en the same set S. © %
Theorem lO. If R and R? are equivalence relations, then R N R is,4 .

- . ~ '
N . . .

an equivalence relation.

Proof (referring to Definistion 23: d .. ‘ T
Proof of (1): If (x,y). € RN R' then (x,y) & R so’'x and’y are in S.
"' ‘ ’ .

Proof” of (i1): If x € € S then (x,x) € R and (x,x) € R'. Hence,

(x,x) € RN R* '

Proof of (111): If (x,¥) € RN R then (x,y) € R and (x,y) € R'. )

Hence, (y,x) € R and (v ,X) ¢ R' so (y,x) € RN R'.

-

Proof of (iv): Assume (x,y) € R n R' and (y,z) € RN R'. Ther

o

(x,y) € R and (y,z) € R.so (x,z) € R. Similarly, (x,y) € R'. Hence,

13

(x,z) €e RN R - ' )

Comment. Although kN R' is an equivalence relation, it is not

always the case that R U R' is an equivalence relation. However, RU R!
does satisfy (1), (ii), and (iii) of an equivalence relation To satisfy «

(iv) we add encugh pairs co that R U R' is cluicd under transitivity.

- This result we call kK & R'. In thc mathematical literature the set

.

R ® R' is called the trensitive closure of-R and k'. The reader who is ¢~
not intercuted tn the technical detalls of this development may skip to

Theorem 19.

Definition 6. Given two equivalence relations R and R', thevnth'

extension of R and R', denoted Ext(n), is defined as follows. .

(1) Ext(1l) = RU R'.

(11) Ext(n) - Ext(n-1) U ((x,y): 3z such that (x,z) € Ext(m-1) and

(z,y) € Ext(n-1)). / g

Th




| . A S : . Y _
M Theorem 11. For gny'éqpivalence;reiggions R and R', and for any n,

" / . .
c o ERy(n) SUp T,

Proof: The probf is by induction on n.. Forn = 1, Ext(n) = R U R'.

% Assume x € R'U R'. Then x ¢ R or x € R'. Hence, by Theorem 9, x ¢ U,

and.ve conclude that Ext(1) ¢ U. ) .
Ass&me Ext(n-1) ¢ U. Let‘(x,y)/bé a memberléf Ext(n). Either
(x,y) € Ext(n-l)Aor (x,y) € {((x,y): 3z such that (x,2z) € Ext(n-1) and
(z,y) € Ext(n-l)j. If (x,y) € Ext(n-1) then (x,y) eiUlby assumption.

Othérwise,' x,z) € Ekt(n-l) and (z,y) € Ext(n-1) for some z. By assump- -

-
’

tion then, (x,z) ¢ U and (z4y) € U. Hence, x and y a;e elements of S,

nd so (x}ya g U. Q.E.D. ,. ' .
;//////a_ Theorem 12. N(Ext(n)) < N(ﬁ) zgzlggx n. | v ‘ -
,Ezégz; This follbws directly f;om Theore@ 11 and the faet that, for
any éets A and B, 1f A c B ‘then ﬁ(A) < N(B)..
Th;eorem 13. N(Ext.'(.n)) < N(Ext(n+l)) for any n.
Proof: From mefinition 6, we have Ext(n-I) < Ext(n) for n > 1,
Comment. Theorem 13 shows thatleach extension of R and R' is at
léasé as large as .the preceding.extension. Theorgﬁ'lh stateérfp%t at.

some point the extensions do not become larger.

b} . [}

_ Theorem 4. For some n, N(Ext(n)) = N(Ext(n+l)). S

Proof: The sequence ° L ' ' .
. YN(Ext(1)), N(Ext(2)), N(Ext(3)), ...
) . . . £
" is a monotonically increasing sequence of integers with an upper bound
Y, 4 .

of f(u). -




. ) » ..
Comment. Theorem lb states that at some point gome.extensibé of R .
and R' is identical in -numbe r. to‘the next extquion. A strOnger result,
. » .
belew, is that‘these two eXtensions are identical in extent as well as ) ’
' - number. ‘ v ’ .
Thegrem 15. For some n, Ext(n) = E%i(n+l) ' K .
. Proof': . ) From Theorem 14, there is an n such that N(Ext(n))
N(E;t(n+l)). We know Ext(n) < Ext(n+l) }rom the definition of Ext, so
there is a eupset x‘of Ext(n+l) such that Extgn+l) -X= Ext(n). Then
, N(Ext(n+i)3-- N(X) = N(Ext(n)). But ‘N(X).must be O since N(Ext(nﬁ) =Y . N
N(Ext(n+1)) so X = &, , : | : - )
_ Theoren 6. For any n, RU R’ c Ext(nk. . s ._ o .
- . EEEEE' The proof is - by indueticn on n. Forn = 1, ‘Ext(n) = R.U'R';
) _ . .
se RUR'c Ext( . ' . o ‘
' Assume R U R E?EXt(n;l). By (11) of Dcfiuifbo& 6, Ext(n-li c Ext(n).,
_Hence, by transitivity of. c we have R.U R'  Ext(u): ' ’
‘ . Comment. - The,fulluﬁlng'theorem uhows‘that g5 £00n as the extensicdns 7
‘of k anl ht giab;LLz-'(;tup ALCIRUn LN LU ;izns Liwe: rv;ulﬁ-iu‘ap equiv-
' .ale.nce-hmlath;)n. Tr“;; man, we have added enougl pairs £ h U R' to form . . 17
gn equivalance:rﬁlat;uﬁ. u ' "‘ . ) , ' . e,
. Thdnrnm'iz. Ir Exrfn)‘; Ex*(n41) then kxt(n) Ls Ei‘cguivaience ‘
relation. ” . ’ ! E )
Proaf (referring to Definitiom 2)a, . v ' e Y ﬂfs

Proof of (1): If ( ,y) € th(n then (x,y) € U by Theorem 8.

Hence, x ¢ S and y € S. . L T -
. ] ” . )

r . ' .
. . . . . |

_Proof of (11i); TIf.x € S then (x,x) e R since, B i5 an equivalence : .

» 'relation. Hence, (x,x) € RU R',.and by Theorem 13,.(x,x) € Ext(n). 4 v




N )

N

Proof of (11i): The proof is by induction. |

If (x,y) € Ext(l ‘then (x,y € RUR!' so'(x,yY € R or (x,yf € R'. .
If (x,y) € R then (y,x) € R since R ig -an equivalence relation Hence, °
(y,x) € RU R! s0 (y, ¢ Ext(1). * If (x,y) € R" a similar argument holds.

Now assume that (iii) holds for m-1, and let (x,y) be a member of
< -

' ' . /
* . Ext(m). If (x,y) ¢ Ext(m-1), then (y,x) € Ext(m-1) by assumption so

(§-%) € Ext(m). If (x,y) £ Ext(m-1), then there is'a z such that
(x,2) € Ext(m-1) and (z,y) € Ext(m-1). Then (z,%) and (y,z) are alsg in
Ext(m-1) by assumptidn'so (y,x) € Ext{m). | |

. _Proof of (iv): Assumé (%,y) € Ext(n) and (y,z) € Ext(n). By (ii)
of ﬁefinition 6, (x,z) e Ext(ntl). But Exi(nj = Ext(n+lj by hypothesis,

so (x,2z) € Ext( ) ,
- ‘ .
X“ Comment. Theorem 18 shcws that once the extensfons of R and R' have

d

. achieved the status. of an equivalence relation, there _are no further

T e

- additions and all of the succeeding extensions are identical

' Pheorem 18. ,lﬁ Ext(n ) is an equivalence relation then Ext(n) = Ext(m)

for any m > n. o
B “T - )
Proof: The proof is by induetion ¢cn k = m - n.

/

If M- n = O then Ext(m) » Ext(n), which is all that is needed.

L

~ Now, assume Ext(m+k) - Ext(n). Then Ext(m+k+l) = Ext(m+k) U {(x,¥): 3z
such that (x,z) e Ext(m+k) and (z,y) ¢ Ext(m+k)}}. We will show that
((x,y): 3z such that (x,z) € ExtQﬁ+k) and (z,y) € Ext(m%k)} < Ext(m+k).
- Tet (x,y) be a.member of [(x,y)f’3z such that (x,2) ¢ Exi(m+k) and

(2,y) '€ Ext(m+k)). Then there is a z such that (x,z) and (z,y) are in

1

Ext(m+k) By the inductivc assumption, (x,z) and (z,y) are in Ext(n};
/.

Since Ext(n is an equivalerice relation,'(x,y) € Ext(n) so (x,y) j/éxt(m+k).

\ . V.
, v /
) .

~




Comment. We have shown that the'seéuence of extefisions of ¥ and R!

3

. (3 * 'H. ~ L
has a limit that is an equivalénce relation. This limit is taken to be

the sum of R and R'.
Definition T oo The sum ofptwo equivalence relations, ®.and RY,

4

denoted R ® R', is Ext(n) for stme value of n such that Ext ( n) is an

kY

equivalence relation.

Theorem 19. For gny R and R' R ® R' exists apd\éi unique.

Proof: This theorem and proof are for R and R' finite. The exis-

tence of R ® R' follows from Theorems 15 and 17, and the uhioueness

t

follows from Theorem 18.-

Theorem 20. & 1is commutative and ass ociate.i 4

Proof: Both of these properties follow from the analogous properties

for U.

/I ' Definition 8. Two equivalence relations R aﬂﬁ R' are independent .
in S if there are no X,y € 'S such that x £y apd (x,y) €.R and,(x,y) € R'.

Commenb; It R and K' are independent and x and y are two different ..

membe;s of 5, then x and y wili not be eqdlvalznf under both R -and R'. -
' ‘The orem 215 % and R' dare independent cquivalcncé rolations if an&.. ’; ‘.‘h:
only if K NA'R' « L. ‘ . 3 N ' . - " (2
: M . T i - ' —. i i oot ¢
> - . : . _ N

Proof of the forward tmplication: The proof 1s by contradiction.w B
’ Y

Assume that R and R' are independent but R N R' # I We know I < RN R' . e’
from Theorem 9, S0 there 1 a pair (x,y) that 1s in RN R' but not i,

I. Since (i,y) £1 implies that x £ y, we have (x,y) € R and (x,y) € R ]

. and x # y, which contradicts the gssumption that R and R' are independerit.

.

The proof of the reverce implication is similar. L




i

o d

L8

4

¢ i

"

" in S if there exists x,y € S such that (k,y) € R® R' and (x,y) £ R and

‘an equivalence- relation.

]

Comment. The condition that RN R' = I is equivalent to the defini- ° /
. 2 n .
tion of independence and could have been taken as the definition. ,/

Definition 9. Two equivalence relations R and R' are interactive /// ,

4 L r

(ny) £ R'.

.

‘Comment. Two equivalence relations are considered to be interagtive

1% the combination (sum) has the power to equate two elements thay/ are

[

not equivalent using either of the relations alone.
LS .

sTheorem 22. R and R' are not interactive iz.and only if |

.
’

RQR' zR‘J R"" o

.Proof: ' 0 - '

Proof of the forward implication: If R and R' are not interactibe,
, s
then there isc no pair (x,y) such that (x,y) € R ® R' and (x,y) £ RU R'.

Hence, R® R' ¢ R U R'. We know from Theorem 16 that RU R' C R @ R'.
Hence, RUR' - R@® R'. . =~

Proof of the reverce implication: Acsume R and R' are “interactive.

Then there is & pair (x,y) such that (x,y) « R® R' and (x,y) £ RU R'.

Hence, R ® R' £ R U R'. . . Co ’

. ( .
Theorem 23. R and k' are not interactive if and only if RuU R ic

- | ' : :
Proof: R and R' are not interactive if and only if R® R' = RU R'

by Theoyem 22. By Definition 6, R U R' = Ext(1l). .By Definition 7 -and
Theorem 19, R @ R' = Ext(l) it and’ only ;fﬁExt(i) is an equivalence .

Telation.

_Commént. Necesgary and sufficient conditions for noninteractivity

gre,eithe}




(1) R® R' = RU R
L ¢

.

i

' o (2) RU R' is an equivalence relation; . ' T\\\\\\\;\\
'?

-Either of these condltions could have‘been used to deflne nonlnteract1v1ty

We turn now ‘to notlon—of the coherence of . a ClaSSlfIEd set:

\Definition 10. Suppose a set (populatlon) Siis classlfled by
_ 81,82, e, Sk and that the. probabllltx>of an element belng in equlvalence
class S. AiS D, The coherence_of_the classlfled set S IS “defined to be
) —— t/i- i® — S ~ T
. . : . U RN :‘\\
. . “ k N ™~
. : ’ z 2 T :
v . s, . y = pi . D T~ ~“'v!
. _ . 1=l - o S~ :
. - ' " Comment. The value of 7 depends upon a speeified»eiassification.

. qo .
. If the equivalence relation defined by the classification is R, we some-

t1mes ‘use the notatlon 7R The coherence of a classified set is simply

© the probablllty that two elements drawn at random are in the same equlva-u

lence class. Correspondlng to the populatlon parameter ¥ there is a

sample statistic c. b

"

Definition 11, Suppose a finite set S is clas51f1ed by

S

S ceey Sk and that the correspondlng equlvalence relatlon is R.

The sample coherence is

l}

\ : ' . . . L
.\ Comment. The formula for c can also be written- '

¢
\ o N M




L or

. - Ms)-L)
e ; Z N(s (N(s) o :

-of the number of equlvalent palrs "to the number of- possible pairs.‘ Again
we use cp fo indicate the dep"

relation. . - . . o !

s : PTS—
» . Ny

“ o . B

.

ence of c on the SPECifled equivalencew

& > . e
~

For research- purposes, c is not a suitable estlmatoraof 7 because

it is biased, and we define an estimator c, which ve will Jlater show to

- 0?}
<@,

'be gp‘unbiaseﬁ‘estimator°of ¥

Deflnltlon 12. Suppose a'set § is classified b by 51,85, ++e 5,
and that the corresponding,equivalence relation is R. The estimated

coheérence of.S is ' » . *

3 D (R)N()' “
© - T N(8)- (Nﬂ-l)

N\
Comment. ¢ can also be_written )

e

. - k
' S (s -n(s)

> , ’>C~ o 1=1
& TN (NE)D

o R
From this it can be seen that c is thg\probability that two elements are

p—

in the same equivalence class when the drawing is without replacement
¢ « I ; . - i : ‘ N\ '
(for c, the drawing is with replacement).' The values of c and c are-

a“

compared ine the following theorems.

-— I

t o1 "_
Theorem 2k. .cf _‘ﬁrgy and c. = O.




Theorem.26g
Proof: This can be verified by direct substitution.- LN
Theorem 27. If R and R' é equi%valé&g -re_latio._ns and R < R' then

<'.CR'," Further, R = R' if, and only if .cR =

Proof: Since R c R' we have N(R) < N(R! ), and heénce,
iy . .,
NR) . _N(R ) o .

n(s)® T oAmsn®

.

Since R and R' are defined on the same set S, it follows that ¢p < Cpi

Now-assume R < R' and ep = Cp,: Then N(R) = N(R') so R = R'.

~ A A~

'-‘-“of;-«_H28_T IfRc'R' then cp < cp
Proof: ' “This followsfrem Theorems 26 and}?'?. “ -

Theorem 29. For-any equivalence.relation R
s - . N A *
Cc

8] S "

and : - : ‘ . ,

e
Theorem 30. The range of c ¢ (0,1] and the range of c ¢ (0,1].

Comment. Range is used here in the mathematived sense: the set of

all values that can be assumed by the function c.” The notation (0,1] is

. used to denote the interval from O to 1 excluding O, but including 1.




4
.

-

.~ Similarly, [0,1] includes bqth'o and 1. .From Theorem 29 we see that the

greatest coherence is attained when the universal relation is used.’ The

least éoherenqg/results from using the identity relation,‘under which no
P . ) » :

two Q;ﬁfé?ént elements are equivalent. .

Y
"o, Neuy, ~ b i . .
Thedramh3;. cR@R' > EB for gnl equlvalence.relaﬁlons

e S .

Proof: * Since R c R @ R' this follows from Theorem 28.

Theorem 32. If R and R' are not interactive, then

c +'CR' =

. - ® C°R gt * G

/7 »N_N(R) + N(R') = N(RUR') + N(ROR') .

Proof: For any sets % and R!

Q

'Since R and R' are not interactive, we have from Theorem 22 that o

R® R' = RU R'..

Hence,
N(R) + N(k') = N(K®R') + N(RNR')
80

N(R') _ N(ReR') . N(ér\RQ )
(8(s)HZ ()2 ((s)N® (w(s))?

Since R ® R! and R N R' are equivalent relations.defined on the same set

as R and R', we have

g * °r* .~ %mor' ¥ “mAR!




Theorem 33. If R and R! are not interactive, .

-~ LA ~ A N
[

gt °r' = “rer' T ®mnm' ° |
“ : L Y

Theoren 34. If Rand R' are independent<and not interactive, then

~ A ~ ’
¢, +ic, = C .
R ., R' ReR!
@,
] 5t @
. Proof: From Theorem 33 we have
4y Lo w7 .
: ~ ~ ”~ ey

" °g* °pr ~ “per' T ‘mm' -

-

since R and 2; are not ihteractive. Since R and R' are igdependent,

¥ . : A A
RN R' = I by Theorem 21. By Theorem 2k, cr = 0, and we have PRt = 0,

which completes the proof.

Comment. Under the strong hypotheées that R and R' are independent

and are not interactive in S, Theorem 34 shows that the sum of the

3 s

coherence due to R and R! is the same as the coherence due to the sum
N .

of R and R'.

'Having shown that 8 has several characteristics that makes\{? a
good measure, we now show that 8 is also desirable as an estimator of
y. In particular, we show that g‘is consistent and unbiased. We éssume
that the sampling is with.replacement. ;

N\
Theorem 35.¥ c is an unbiased estimator of 7.

Proof: In this proof we use the following simplified notation:

*The proofs of this and all subsequent theorems were contributed by
MiQEfel Kane.




N

L]
=
S~
n
S

n

L]
=
w0
[T
S?
\

i

We must show that E(G) = y. Observe that for i = 1,2, ..., E, the random

i

H . .

E(ni) = Np, and var(ni) = Npi(l-pi) .

variable n, is binomial with parameters Py ahd N,'so that

Thus
. . e}

E(n2) = varls,) + Eo(n,) = N(N-1)p° + Np
i/, (g By i i

e Ef: (E(n2)-E(n, ))
. . . = i1 N(N-]T

© ((n-1)peef )
i WH-1)

w




o

Definition 15@ Let £(N) e a polynomial functiem of N.

=

f(N) = o(1\_1°“)7iff X;he highest power of N in f(N) is less than

- €omment. The notation ipfroduced in Definition 13 is use

-

examlnlng the as _ptotic properties of- functions. In the devel

s that follows, we dre 1nterested in the llmlting values of .polynomials in
N%yés N approaches| infinity. Since (N Na), (N) does not grow

faster than'Na as ' /. This implles that’ ﬂim! —E»O Na) = ( for B > a.
: . —400N ’ .

Lemng : (n,) be a set of random variables with a maltinomial

’ : / : : ,
disfribupion. Let a and p be integer constants and let n, and n (1

Qgsigi;Aequal to j) be any two random variables from the set [ni}. Then,

for any sample size, N,

E(ng nB) = O*Bpobg + O(Na%ghl) .

.('

Proof: The proof is by induction on o and B. . For a =

b
we have from-(2) in Theorem 35,

= Np, + O(NO) e

- Np, + o(1)

s - -

Similarly, the lemma holds for a = 0, B = 1.




n

N! ' 1

= .
~~
LS
=]
A
{

z...(ni-ljz.:?(nj-ljs..,nks Pll"'Pk

.

— N-2)!
< N(N-1) PP, ZE: nlg,,,(ni-lgf..?(nJ-l)!...

ni nr-l nJ-l X
Py e-ePy ...pJ - oDy

N(N-l)pipJ

=y :
Nrypy - Npy2y s

and since pip is a eonstant for any population,

J

"

E(nth) = N2pipj + O(N) .

Assume that the lemma is true for o and B less than 6. For g <6,

n n
B zz: 06 g . N! 1 K
E(n, n7) = n, n, ———— Dy +++D
i) 17 njde..n’ 1l k
= Np ZZ: a1 gP (B-1)t pnl pni-1 pnk
= s . S ARE : cen .
i i J nl....(ni l)....nk. "1 i k

the summation abgve is.simpiy the E(ni'l n?) for a sample size of N-1,

and 6-1 and P afe both less than 6.

8 8- 8- 6+8-
. B(nf|nf) = mp, [(9-1)77HP 5 58 4 o(n*PF))

/ ™




Now

WO+ L o(n®*P2)

=
Py
=
)

=

™

g

1

ig-1 6-1 B e' -2
= np, (NP7 p 7 BB 4 o)) o

./!1 3 i

1B B0 B o

9+B-l)
i F

" S0 the li?ma holds for o = 6, p < 6. Similar treatments would show that

the lemma also holds for p = 6, @ < 6 and for @ = B = 6. Therefore, the

lemma has been proved.

~

Theorem 36. ¢ is a consistent estimator.

3

~ *
Proof: Since ¢ is an unbiased estimator of y, we need only show

! ~

that var (c) goes to zero as N — oo in order to establish the consistency

7~

of c.




. 2
. E}( ni)
a 0 \ i

’, /o .
' ya U ~ S
' = .
. SRE / L] )
,/,/ V , e 4{
il ¢ ;o
- ! '@' "

-

n

Ef- ' n n ) E(n n®
(1: J 1,J e 'j

a-

Using the lemma,

Z [thipi +'0(N)]
-i’J A' ) -

v Z pipJ + 0(N3)

‘
™
e
N
n
H

it

v 2 . .
‘_/ o W |:Z pijl' + O(N3) .,

1 | |
, . //
' N t ,,/
Inserting this in equation 2, we have f , .
. / g ’
_ E(/c\ l: I:Z :\ + O(N ):I j '
, l) :
“and inserting this in equation 1, we have f .

var (g)

¢]

N (N' 1)% [ (Z pi ¥ O(NB)] (Z: pi\)
(WL ;s ).

o N3)

y (1)




, % \ o . P ‘D'r,:’ » . ‘ 0 s, 4 . ] o . ‘my
SHIE K ‘: r s - G N 'y AN PN [y ;. .';"“;‘
, y : - . ' e X . . . “ L ~ c . o .\,.
, 4 . v ' '. ! < s " < ! ' g . 'y
T Tt 2. ) “ H * . , o
"\ ’ . &= ~ :" . :, 1 'l 4 SN IS - '\/\. ¢ ! » M 3 ° * '- )
’; (Y L] ! : . ° '. ' . ¢ h‘ e -
. . Sl s e SRR N Lo i, v
A . boay » .., ’ . [ ]_‘_i_m Var (c) . lim , o€ 3" . . .. J‘.. L
IECELE el e ’ LN ob NE(N lég// v K
| : : B Lt —: o) L e - = " . B oo "/ P
L . " Y LA ‘ . B ’ « . - ) L N ) .
- Comment. - A concept closely related to coherence is diversity. )
| Definition l# Suppose a set S is classified by Sl,S , ..., Sk
~ and that thée probabiliAx that -an element from S is in S is pi The
4 ' @ [4 . N
divers:i.iy of the Qlassified" set!S,18 :
- v I‘" . L ‘. . . '
e e s 1-7. ; - u
* p . ) q. o B v ’ & . ;‘
-y . D e v ) 2 R . i R /i
¥ . . . . . R . ) A o / *
Comment. O can‘also beiwritten e L
s "u ' ; i - 2 [ - ///' M ."" "
. L] s e ’
¢ * ﬂ: \*h . :k é k " ¥
A A . = 1w Py » . ” ‘
. i ; el=1
¢ " y ’
}(v' . < * ,\ . ‘/
and the related sample Statistic is defined below. _ - " o
. o [
Definition lS Suppose 3 finite set S is classified by Sl,Sa,..., Sk
and that the corresponding,equivalence relation is.R, .Thén the sample -
diversity of S is | T '
A d - ]: - C . .
Definition 16. Guppose 2 finite set S is classified prsl,se, sees Sk ' .
- ) . ' 4
- and that the corresponding equivalence relation is R. The estimated .
diversity of S is o L i
. . ' d=1-c¢., ' '
"’ . '\«".?" X
Comment. Most of the properties of the coherence measures Y, Cy D

-
.

and c have aimple analogies for 5, d, and d. The exceptions -are the S e
~ . ’ o 2 e . a

'additivity theorems, Theorems 33 and 3h Just as ¢ is a consigtent, / ;/%/
” A

unbiased estimator of coherence, 50 1is d a consistent unbiased tstimator”

of B: ) 6 . Py




- : .
A .

.

Y .
. . [

, Theorem 37. 8 ts an unbiased, consistent egtimator of 8. . !
. . . R ‘ ‘ P
*, Proof: - . : _ - /;

———ie R . ]

' A ’ .
Therefore d is unbiased.. . - .

var (8)- var (1-¢)

I

I

var (33 )

’

A ' ‘A
1lim var (d) =  1lim var (¢) =0 .
N- o N : _— -

Therefore d i? co 1stent.
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