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in this paper developed specifical y for instructional programs which
,,-

-

,

include criterion-referenced'tests y
..:-

(:
it,.

(..)

mayUsing a predictonmodel,,iteachea-select instructional activ-

ities'that appear, to have a'high, pay-off for improving predicted perfor-
--4

- 1.-

mance oP4subseq0entuniti,:ofinstruction. Without a pr ediction model,
. ,

.

phe teacher Osiripg to improve subsequent performance must use pert rmance
,t .; .

1

i--
4110010WIIODWFORTREDICTIN6 P (MANCE

ON 41TraldtbItimitimED,T TS
o .
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Introduction

Criterion-referenced tests are becophinga_common method of assessing

. ,

_pupil performance with respect to a specified content objective, Stith
. a a 2 %; _ v

. , .

tests are intended to provide absolute measures of proficiency. Adcard-
I .

ing,to Cronbach (1969), too much attention has been given to comparati e
. . ,

interpretations and too little to absolute content-referenced measureient.

Iriewall -(1969) points out:

. . . what is required to-guide instructional decisions is curs qui:than

spell-Wit data that can be meaningfully interpreted in the absence 64 pupil-
groqp data. Hence one needs absolute measures of an individual's priafi-;
ciency With respect 'to a well-defined body of content or set of skqls.

'

Absolute measures af_an individual's proficiency can aid the teacher

.

,

in making decisions that.are,intended to improve subsequent pUpl perfari

mance. If criterion test scores are'used foe instructional decision-
, /

making, a method of predicting performance on, subsequent tests may be of 1

I

Considerable Value; es ecially,when (a)the instructional program consists
. ,

, .

of an ordered set of Zits and (b) eacblunit has a set of subobjIctives

_Ohai.are relatedt8 the program objective. The prediction model presented

:



on units of instruction.faryohich observed Scores are 44ailahle:. The
\--

/,

strategy aired at linproving predicted' performance on subsequent units,
.

.

'orinstruction is seldom used, not because it has heen ineffective, but

because it requires a reliable prediction model-that inconvenient to

use:

. ,

Definition Of Terms

Before diieussing the predietionoodel* the following terms need

,

to be defined: mastery, probability o mastery, degree of mastery,

state vectors, -end transition matrix.
r,

%. :
.% ..* -,

..
,

. . .
,

Mastery is a theoretical construct.usecit
,

o repregent the lie:Wait.
\ ', a -

pe r f o r m a n c e levkfor a specified content objective when performance is
., 1' . ,

6; ,,

measured with a criterion test which makes no asseisment ertOri. An N..
item 'test which makes no assessment errors would result it an-obsetved-

score of N for -"all students who are in the total masterystate; 14ewise,
-

all students With n observed score of zero would be classified in the

.

total non-mastery_state.: o .

,
, .

Two types o1 assessment errors may occur. 'Type I errors occur when

a student who has mastered,an outcome answers some of the items incorrect-

ly.' Type II errors Occur when a student who has notimatitered the objec-

tive answers some of the items correctly. Carelessness is likely to-

reSult-in Type I errors; guessing is likely to result in Type II errors:

Toth types of, errors may also result when criterion test performance itiN,

. not dependent solely On the specified content objectives .for which the

test was intended. v.
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Since Critebntests which make no assessment errors cannot be

constructed, observed scores are not completely reliable indicators of

-3-

the student's true performance state.. Observed scores can'be converted,

however, to values which are estimates of performance relative to mastery

or non-maetety; two Such lillues are probability of mastery, P(M), and

degree of mastery, D(M). ,When probability of mastery is used to represent

crneradn performance, it is assumed that each student is in either the

total mastery state or the total non-mastery State. Probability of mas-

tery, therefore, is a measure of confidence that a student is in the

total mastery state. -On the other hand, when degree of Mastery is used

to represent criterion performance, it is assumed that students can be

1

"in any litate along a continuum from total mastery to total non-mastery.

Degree Of Mastery, therefore, is an esti ate of how close a student is

to the total mastery state. In this pape both probability of mastery

and degtee:of mastery will be represented b a number between zerd and

. )
one. Methods of computing'degree of mastery and probability of mastery

measures have been presented by Kriewall (196 )and Emrick and Adams (1970),

respectively. Beset (1971) has compared the o methods,

It ,may be possible to assume a probability of mastery equil to one

for all degree of mastery scores greater than or qual to, a specified

criterion value and a probabi ty of mastery equal to zero for all degree

. -
r A

,

of mastery scores less t'han_th specified criterion value. Such an-

assuin Jon is not unreasonable if,(a) the criterion test dots not make
.

.. .--

an ap ropriati "cutting score" can
\

, 'S
.

too many assessment errors; and (h)
r
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be determined. The prediction model preserited in this.paper does -not

require cutting scores, tolle selected.

State vectors represent criterion performance.at a specified .point

in, time -fdr a student or, group' of students.. A state vector -(V) is a

;function of probability of mastery or degree of mastery. Mathematically,

the state vector for unit i is defined as follows:

V, =
141:

whereM.and M
i
represent values indicative, of performance relative to

mastery and non-mastery respectively.; e.g., P(M) and 1-P(M) fdr,unit i.

Current state vector* (V
c
) exist for all units of instruction thathave

been completed; Future state Vectors (V-) can be calculated by using
: f

-,one current state vector and the appropriate transition matrix (T),,

Trariaition:Matricea indicate the probability of a apeciIic perfdr-
.

V 0

lalice state after completing, unit j given knowledge about performance on

a criterion test for unit i. Using the notation P (Y ) to. represent
.

-the conditional probability, of state Y after completing Unit j given

that\the student was in state X after completing unit i, the mathematical

-definition 'of the transition matrix T
ij

is as follows:.

P(iii /Mi)

P(M ) P(M /M )

r,

where M4epreserits mastery; E,non-mastery; P(M1/111.) equals 1-P ...
(Mj/Mi);

and P(M3)i} equals 11P(Mi/Mi).

6

7



-.Methodsvcif Computing Transition Probabilities 1-

. , .

A variety of methods can be used to compute, the conditional proba-

, - ^
bilities, depending,on the data available and the assumptions made.

%

For example, if N students are classified in eitherthe mastery or non,

mastery state for units f and J, pen a counting procedure can be used

.

to determine the frequencies associated with each.transition,path;

i.e., F(ii
i

F(Mi, by, illj) and 'F(M M
j
). These frequencies

can then be used to compute the conditional probabilities. The mathemat-

ical equations are as follows:.,

= F(Mi, iy/Faid

19/F(Mi)

p(ymi) = F(Mi, Ty/F(Mi)

P(Mi/Mi) FOli, Mp/F(Mi)

,

where i(11 ) equals F(M- ) M ) and F(M
i
) equals F(Mi, Mj)

F(M
i'

ill
Lj

).

If prObaliility of mastery, P(M), and probability 6B non-mastery,

P(M), are assumed to be either zero or one, an equivalent, set of equations
;

.

can be expressed for a group of N students:

)

=

N,
r" P(M ) P(M )

P(ii)
Ls4

P(14 ) POI )

poy`p(iii)

.e
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If it is not assumed that .P(M) and .p-& ate_ either -zero or one, the slime__

equations can be used to. compute transition matrices that may be more
f.

reliable for predicting future-State vectors.

The folloifirig three examples illustrate how conditionaLprobab.
- .

ti.
might. be computed. fOr three students whost. observed accires on units :one

and -two ,1,1were, (4-, 5) ,` (2, and. (5, 3),/ respectively:

Assume that an. Observed itcore-cf 4 or 5 indicates- master and",

\ ,
that an observed .score _leas= than -4 indicates ,alon-mastery.i. Th refotte,

the required treqUenck counts are:ek- follows:
I,

FA) =

),

The cOnditional probabilities are indicated in the follOwing:.trausitfon
,

matrix:

,P4
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a
*=

tkample

assume that the probability ofastery is one for pbServed

SCQ;eg of 4 or 5 and that the probability Of mastery is zero for

obserud:scores less than 4. The prollahilitkes of mastery and

.nop-mastery-are, therefore, as follows for the three students:

Student #

2

3 0. 0 1

..,,,

The following sums are'ngeded to ampute conditional probabilities:
'

°

3

P0712)

3

P (M2

3

P

3

P(M2) P(142) = 1

P(Mi)

3

.P Cry

>+ 4

..



Applying the apprOpriate;equations results in the following

-acionditio41;Prababilitiea:)

P(M2511). 1

(1f2/15, '

P 612/Mi) =`1/ 2' T.' .5

P(MOV= 1/2 = .5
,

These values are the same

-
frequency method.

Example "3

as those computed previously by the

AsSume that values for the prabability of_mastery can be

compOted far- any observed score fram 0 to 5.. (Aivendix A describei

a procedure for coOptOing t)(MIX), where Xis an observed .score from

D to .tor-A0ekantgi'i:,,01;oviing7v#1.-tie'w!-1.11.biuSeti:.

;Student 4
,/

h.)

ma, o,go, Lao
:;

0 0;,20 640

THe followingsums are obtained for the probabilities shpwn:
.

6:49

-3=2* P(12)

'10

4s,

.1

-''

ry



P(m2)
P
011

= P(141.) = 1.80.

-- '
, -

(V "--.1.20'

.,

,4.; These sums result in the following, conditional_pr

p(M2 fiL) = 0.71/1.20 = 0.59-

P(Miiiii)= 0.49/1.20 = 0.41 .

p(A2,1.1,) 0.79/1.80 . 0.44

p(M2/M),,.= 1.01/1.80 = 0.56.

0

It.should be noted that the probabilities commuted -in thiauxample

' dif fet from .the values obtained' in the, pfevious two.examples..

. $
f .

--....... . . . ,The MaricovZrediotion. Model
7--..-:...-.7...........:

- --"------4..

The Msrkov p.iidteti model enables future state vectors 'for a

student to be predicted using a single cu 'state-vector and the
; 4 ,

. apprOpriate transition matrix. Transition probhbilitiea are based on
1

:14

test scores-obtained for a sample of students who have, previously
,

4

completed the necessary units of instruction... Mathematically, theepre-
c.

.

diction model ia,rapresented by the, following matrix,equA63on v

V
fj

= Tip . V
ci

I , * I\ ,

where V
fj
'it; the futureaiate Vector for unit

Ci
is, the current staLe.,

vector -for unit eked Ti 2, is the transition matrix:from unit 1 to unit 4J
A

, A

"41

Ar-

.
Vo0

n

.

*
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-0

*---
V

1

0..

%
.

Normally, ttransition
.

mattiqes will, exist for or those-cases where. o
.., -

. tpquals 4. 14ei.. T T .T-
,

and's° on. To obtain the matrix
-

' 12! 23', 34' ,
4

,..' !.. v.

.T where k ii greater than one; requires a seriea of matrix multiplica-
AR: .,,

.
., r

tion operations. For examile, T14fis eqak to (T12 : T23) . T To
347

_

'3

: .

supposp T
12

,-T
2

atid'T3k are represented brthe' following-
..,,,,,

et

illustrate,

matrices:

T =.
12

A e

6

=
34

.7
----

..5

:3,,

a

0

.2'
4.4 '

I
t.4

.6

4' ,,
Thd-4.atriX T13 is obtained by-mutiplyfng T1±

r

1.0 yallm A

,

, ,

.4. . .5 ..,.-2,,
..

0 -

;

,.
T: 13'

"a

Au-
$, . .. .

, -
G

Now, multOlying°T13.11#4 T34 resUltsyin the matrix Ti4t.,
. , ,

.35 .32

t

e

4

N
and..,T23 ae:OXlowar

stiA

.35

O

68

4

"'

44

.65 .68 .7:- ..6r4
4

4

A

A

./.

t

,
/
,

.329 .33'2

:67l .668

O
%

44

... ..
re."'""r".., ,,, . '

--..
/ 4. ' 4. 4' '"C o

'-.- .
., "". ,,

46`.!
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*,o-;*- to ilaustrafe hOW.;t.he MatkOv model cart be_ to .predict

future perfotmance on a qriteriou'.test, the future state vectors will be

401i1131!Xe4 using. matrices, T T--
14

T. for a -student whose prob-,, -

of mastery on the first Unit id. '0.8. ths ca1Aulationa are.,as

.322

.7

.668 .6686

The ftit6e_State :vectors, indicate that the prObiebility of mastery is

0.68 'fctrtiiiiit 2, 0.674. /for' unit 3, and 0.6686 fOr- unit 4. It Should- be

,
note hat the probability of mastery for unit 2 will vary between 0.6

and 0.7 no mater what the student' a probability of mastery was for

Unit I,

A

Applications of the MrarkAr

OiYe of the-inott useful applications of tie' Maikov model is in
. .

predicting the effects of various instructional sequences on subsequent
..,%t

Ao t.

/,



performance. -Suiposei for eFampla; that transition matrices have been

eoppOuted_WhiCh are based on two diffehent methods of_prescribinLsepond

instruction, P- aud_P, Since one prescription method may not be the1
most effective method for all units'of instruction,. the:problem is to

t,

find a sequence that results in. the highest probability of mastery

10
baled On a posttest. for the instructional program. 'mere are 2 (or

1024) possible prescription sequences that Would.haVe to'be tried in

r
order to determlUe the optimum sequence. One apprdich-to the problem

would be.to use the Markov model to predict posttest performance for all

possible prescription sequences using a computer and then select those
0 ,

sequences that result in the highest piobability of mastery; the selected,

sequences can then be evaluated with an experimeatii desig0.
I .

-A second application to the selection of an. optitial.144n- sion

strategy. In business, the following question arises:, Should decisions

be made to maximize current profits or tomaxiikze future` profits,? In

education, a similarquestiOn arises: Should instructional prescriptions

be selected to maximize current performance relative to unit objectives

or to maximize future performance relativevto end -of- program objectives?

A>Markbv Made' enables pres criptions tolte based on a strategy which

MaxitiZes future predicted. erformanCe. The method may -be evaluated by

copMparing'it with a strategy that maximizes current performance. Evalua-

'
-tion of the two prescription methods would likely involve a direct com.00

parison of actual, posttest performance.

1.4

V.
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