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ABSTRACT

applications in geographlc research. Two stages of stati
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.Included in this bibliography are resource materials
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N ?dew@lopmentyare treated in the bibliography. They are 1) descriptive
statistics, in which the sample\ls the focus of 1nterest, and 2)
analytical statistics, in which the' population is the prinmary ET
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For each of the sectlons, a short introductory statement’ ls
cerning the genéral nature of probleas mnvestlgated using
hnique, where applicable The blbllography treats 34 °
ies of geographic statlst’cal concepts, such as measurement,
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set th ory, geographic data, geography matrix, computer applications,

sample designs and methods, descr*ptlve statlstlcs, index’
construction, analysis of variance, geostatlstlcs, point pattern
analysis, among others. Nof included in the bibliography are .
references to sample space, expected values, random varlables,_. . e
population and sampling distribu¥ions. Entries are listed
alphabetically by author, and include the title, source, number of
pages, date, and place of publlcatlon. (Author/JR)
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\ FOREWORD

The Technical’ Papers are explanatory manuals for the i bse of both instructors and
students. They are expository presentations of available information on each
subject designed to*encourdge innovation in teaching methods and materials. These
Technical Papers are developed, pnnted,' and distributed by the Commission on
College Geography under the auspices of the Association of Amefican Geographers
with National Science Foundation support. The ideas presented in these papers do
not necessarily imply endorsement by the AAG. Smgle coples are malle?i free of
charge to all AAG members.
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PREFACE -+ :

3 ' N v y

Se

E

In developing this Bibliography, | have become aware of the tremendous
explosion of statistical applications in almost all bra¥ches of geographic research.
An originat.core listing expanded to almost four times its onginal size, reflecting an
attempt on my part to include references from areas of research which I normally
did not cover in teaching, as well as more recent work. The result has been a rather
extensive coverage of many more topics than could be covered in the time available
for a two-semester course. Perhaps the first twenty topics listed, together with
simple correlation and regression, coudd be handled in such a time’ period. The
remaining topics would then form background for advanced undergraduate or
graduate courses. v

A caveat should be entered on the utility of such a brbllography4 In my

-

experience, any listing of reference material is of limited value unless it is closely |

tied to a lecture series, and to exercises related to a particular topic. At various
check-points in the development of the course it also seems valuable to ask for
reading reports on a group of references, “bad” as well as “good,” to validate
student progress. In the early rush to print quantitatively onented articles. it is now
clear that some major problems in the application of statistical techniques to spatial
data were not recognized. | feel it is important for the student to realize this, and
therefore many of these early articles are included here. If these criticisms are
placed in the corregt perspective of the development of the use oTSUCh methods, as
in Sections 1 -3 in the Bibliography, then some degree ofmatunty may have been
attained in this branch of the subject. | R MR

The onginal set of references was drawn up for use in a coucse .entitled
“Introduction to Geographic Theory and Quantitative Methods,” to which sfudents
at McGill University, the University of California at ?erkeley, and the Swiss Federal
Institute of Technology at Zurich have beemr subjected ever the years. For
encouraging reactions to that earlier course outfine, | am grateful to T. Lloyd, L. J.

King, L. A Brown, R. A. Murdie, M. F. Dacey, P. R, Gould and G. Rushton. For -

help with the revision, I would hke to thank several colleagues at Y ork University.
I. F. Owens, E. J. Spence, C. D. Morley, G B. Norcliffe,.and D.'R. Ingram. Finally,
I owe a great debt to Gilhan Gilmour, not only for constructive cngicism of this
final version, but also for valuable aid n the development of that earlrer set of
materlals_, and to Les King, for lis expert asqrstance in editing’and revlsmg an earlier

ndraft o 1 - »
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INTRODUCTION; THE NATURE OF THE BIBLIOGRAPHY

.
L]

’

In a’recent review article, Krumbein (1968) recognizes three stages of staustlcaL

develdpment: ) descriptive statistics, in which the sample is the focus of interest,

. 2) analytical statistics, in which the population is the primary interest; and 3) the

. application of stochastic précess models. In these terms, only the first two stages
are treated in thig Bibliography. Additionally, it isfvery important to realize that
statistical techniques are only tools to the further understanding of substantive
problems. The first (ihree mtroductory sections of the Bibliography underline this
statement.

+ Although we are primarily concerned with the application of various statistical
*techniques in geography, these efforts must be based securely on an understanding
of probability theory. Notions of a sample space, expected values, random
variables, population and sampling distributiohs, etc. are today usually learned by
students before they register for any course in statistical methods within the
geography deparjment. They are therefore not treated in this Bibliography,

. although several general texts are listed in Section 4. (The reader inreferred to the
account of probability, and especially population distributions, given by Krumbem
and Graybill, pp. 89—115, referenced in that section.) Probability concepts are "also
basic to an understanding of sampling theory {Section 11). Since the applicability
of many statistical techniques depends intimately on the nature of the sample and
on assumptions Fbout the upiverse from which it was drawn, Section 11 assumesa
major place in the Bibliography. The problems and benefits of sampling theory are
generally neglected in gedgraphic research, yet the applications of all the more
powerful parametric tests depend on a seund sample design.

While a glance at the list of section headings will enable the reader to see what
has been defined as “statistical applications” in this Bibliography, a statement

/ concerning what has not been included may also be valuable, at least in indicating
other major areas of vital research where quantitative techniques are important. As
mentioned above, stochastic models have generally been excludgd. The interested
reader is referred to a long list of publications by Dacey>&n point processes as one

. avenue of approach in ths field. (Contributions made by Dacey in the study of
point patterns are reviewed by King, 1969, pp. 32—59 and 226—230, referenced in
Section 4.) Sumulation models such as' those used in studying the diffusion of
innovations (Hdgerstrarfd, 1967, Brown, 1968), probability models using a Bayesian
approach (Curry, 1966), and Markoy Chain models (Brown, 1970) are similarly
excluded. Optimization techniques are not covered, and the interested reader is

referred to0 an mtroductory ‘article on the use of linear programming (Cox, 1965),

the review of dynamic programming (MacKinhon, 1970), and a recent book which

emphasizes combinatorial programming (Scott, 1971). The Theory of Games is
" excluded (for example, Isard & al, 1970), as well as important advances in our

. .l - .
: . . s
Q . 1 .
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kﬁgwledge of the relationships between topology and geography in the application
of graph theory. (For an application to transportation networks, see Werner, 19§8;
-, and for fusion of this approach with i{lobabilistic models, see a study of river

i networks, Shreve} 1967.) Finally, concerning behavioral approaches to geographic

research, there is only limited reference in the Bibliography tb_some of the scaling
! problems involved in space preference measures. For some such work the reader is
} referred fo the excellent review by Craik (1968), and for a discussion of one

technique based on personal construct theory to Golant ahd Burton (1970).

N .
References for Intrqductron A
. \ _‘? »

BROWN, I, A. DJffuszon"Processes and Location. (Bibliography Senes No. 4)
Phitadelphia: Regional Science Research Institute, 1968.

BROWN, L. A. “On the Use of Markov Chains in Movement Research,” Economic ~ »
Geography. Vol. 46, 1970, pp. 393-403. :

COX, K. R. “The Application of Linear Programming to Geqgraphical Problems,”

Tijdschrift voor Economische én Sociale Geografie, Vol. 56, 1965, pp.
228-236.

CRAIK, K. H. “The Comprehension of the Everyday Physjest Environment.”
Journal of the American Institute of Planners, Vol. 34, 1968, pp. 29-37.

CURRY, L. “Seasonal Programming and Bayesian Assessment of Atmospheric ) |
Resources,” in Sewell, W.R.D. (ed.), Human Dimensions- of Weather"™ -
Modification. (Research Peﬁ)er No. 105). Chicago: Department of Geography,

University of@hrcago, 1966 pp 127-138.

GOLANT, S. and 1. BURTON. “A ,Semantlc Differential Expenment in .the .
Interpretation and Grouping of Environmental Hazards,” Geographical
Analysis, Vol. 2, 1970, ppr 120-134. :

fHAGERSTRAND T. Innovetion Diffusion as a Spatial Process, translated by A.
Pred. Chicago: University of Chicago Press, 1967:

-
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KRUMBEIN, W. . “Statistical Models in Sedlmentology,” Sedrmentology, Vol 10,
1968, pp. 7—

MacKINNON;s R. D. “Dynamrc Programming and Geographrcal Systems, Eco
nomic Geography, Vol: 46, 1970, pp. 350—366. - - '
SCOTT, A. J. Combinatorial Programming, Spatial Analysrs and Planning. London: -
# " Methuen, 197}
SHREVE, R. L. “Infinite Topologlca‘lly Random Channel Networks »* Journal of
Geology, Vol. 75, 1967, pp. 178—186. -
WERNER, C. “The Role of Topology and Geometrysin Optimal Network Design,”
Papers of the Regional Science Association; Nol. 21, 1968, pp. 173—189.
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» ORGAeriroN OF THE BIBLIOGRAPHY

For each of the Sections, a short introductory statement is made concerning the
general nature of problems investigated using \that technique, where applicable.,
Some reference is also made to those articles that are relevant in my experience.
The introduction is not aimed at being a statistical primer but is rather concerned
with the concepts involved. P - ‘

The following list of references will, in most cases noﬂdeal entrrely with the
section topic; this applies in particular to the more tecent articles in which
statistical tests are often incorporated into the research design. In some cases where
books or mon "graphs are referenced, the relevant page numbers are indexed.

The heading SEE ALSO refers to articles that have B&en referenced in sections
pnor to the ane in question. The notation used is as follows: Section number.
Author (Date)

The headmgc REFERENCE indicates that some of the books or articles listed in
the Sections of Reference (4) or Review Articles (5) have material on the topic in
hand. The notation used is. Author (pages). From Section 4 the followmg texts aré
used: Gregory (1968), King (1969), and Krumbein and Graybill (1965); while the
_ following review articles are listed where relevant: Barry (1963), Chorley (1966)

. Hartand Sallsbury (1965), and Strahler (1954). ( ‘
) 4

~ ‘ . »
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. OTHERIBIBLIOE}RAPHIC SOURCES \ L

- M . [y

ANDERSON, M. 4 Working Biblio aphy"of Mathemum'al Geography. (Michigan
* Inter-University Community o Iﬁalhemaucal Geographers Discuission Pgper

.1 No. 2). Ann Arbor, Mich.: Department of Geographya Un)ersrty f Michigan, -

Ces 0 1963.52 PP . .

HOWARD, J. C. Bibliggraphy of Statrstrcal App[zcatrons in GeoloKIj (CEGS.

,Programs. Publication Number 2). Washmgton, DC American Geological
*-Institute, 1968 24 pp. -

PITTS, F. R. (ed.). Curre‘gt Research Notes in Quamrtattve and Theoretrcal
Geography. Honolulu, Hawaii: Socral Science Research Institute, University
“of Hawagr Numyer 1, August l97l, contrnumg (contains bibliographic
materials). -

PORTER P.W A4 Brbhography of Statrstual Cartography Mrnneapolrs, Minn.:
Department of Geography, Unlversrty of anesota, 1963, 66 pp.

°
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SECTION 1

N .
.
P~

DEVELOPMENTS IN GEOGRAPHIC METHODOLOGY J,

v

The use of ngorous scientific methods of research with a statistical foundatro_rf
commenced in human geography in North America on a large scale scarcely more,
than fifteen years ago. -Although there had been some Juantitative work carlier, for -
example centrography and social physics (see Section 19), the value of a statistical
approach was first clearly stated in the articles by McCarty (1956) and Garnson
(1956); -

Some of the readrngs are “position papers” at various points in time; compare
Ackerman (1958) and Kohn (1970). Others deal more explicitly with the evolution
of the quantitative approach (LaValle et al., 1967) and especially its relevance for
the development of geographic theory (Burton, 1963). The relationships between.
traditional (quahtative) and modern geography are discussed by Spate (1960) and
Mackin (1963). The vitality of this debate, especially among schools of géography
outside of the United States, is reflected 1n the recent book edited by French and
Racine (1971). Even so, the inadequacies of older methods had been clearly
demonstrated more than a decade before (McCarty and Salisbury, 1961). j

Apart from individual leaders generating change within the disciphne, geography
has shared wiath many other physreal and secial sciences an increased amount of.
information available for rescarch. This information explosron has forced re-
searchers to rnquTF@ rnto the orgam/atron of spatial data (sce Section 8), as well as
to make use of modern technology 1n storing and mapipulating data (Section 10). A
beneficial, and entirely natural, outcome of these external influences is seen in our
ability (o test hypotheses in @ manner almost inconceivable ten years ago. ?

While this general change in geographic methodologyz contajns a set of
techniques that must be mastered in otder to understand much_of the literature
today, the need fo clarity and simplicity in the conceptual underpinnings of the
dlscrphne has been[hell .demonstrated. The article by Thomas (1964), orrgrnally
prepared for a high ‘school course, provrdés an excellent examp}e of thrs most
important by-product of changés in methoda\ogy e
ACKERMAN, E, A. Geugraphy as a Fundamental Research Discipline. (R §earch, Y

.. Paper No. 53) Chrcago Department of Geography, University of Chi cago,

1958, - e
ANUCHTN V. A “Mathematr/atron and the Geographic Method,” Sovret Gfog
raphy: Review and, Translation, Vol. 11, 1970, pp. 71-81. - LA
BURTON, I. “The Quantitative Revolut;on and Thegqretical Geography,” The y
Canadian Geographer, Vol. 7, 1963, pp. 151-162.
.CHAPMAN, J. D. “The Status of Geography,” The Canaduan Geographer Vol lO
1966, pp. 133144, |
CHORLEY, R. J. “The Apphcatron bf Quantitative Methods to Geomorphology,”

.
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in Chorley,- R J. and P<Haggett (eds.), Frontiers in Geographrcal Teachmg .
London. Methuen, 1965, pp. 147- -163.

COPPOCK, J. T. and J. JOHNSON. “Measurement in Human Geography,”
Economic, Ggﬁﬁaphy, Vol. 38, 1962, pp. 130-137. -,

FRENCH. H. M. and J-B. RACINE (eds.). Quantitativeand Qualitative Geography ‘,‘{
La Nécessité d'un Dialogue. (Occasronal Papers, Department of Geography. "

. No. 1). Ottawa, Canada: University of Ottawa Press, 1971.

GARRISON, W. L. “Applicability of Statistical Inference to Geographrc'Research
Geographical Review, Vol. 46,-1956, pp. 427-429.

GARRISON, W. L. “Some Confusing Aspects of Common Measurement,” The
Professional {Geographer, Vol. 8, 1956, pp. 4-5. ¢

GOULD, P. R. “Methodological Developments Sincé the Fifties,” Progress in
Geography, Vol. 1, 1969, pp. 3—49.

GREGORY, S. “The Quantrtalrve Approach in Geography, in French, H. M. and
J-B. Racine (éds.); Quantrratrve and Qualrtatrve Geography. La Nécessité d'un
Dialogue. (Occasional Papers, Department of Geography, No. 1). Ottawa,
Canada: University of Ottawa Press, 1971, pp. 25-33.

GRIFFITHS, J. C. “Current Trends in Geomathematics,” Earth Sctence R@w
Vol. 6, 1970, pp. 121-140. .

KOHN, C. F. “The 1960’s: A Decade of Progress in Geographical Researchand
Instruction. Annals, AAG Vol. 60,1970, pp. 211-219.

LAVALLE, P., H. McCONNELL, and R. G. BROWN. “Certain Aspects of the*
» Expansion of Quantitative Methodology in American Geograle ” Ann* '
AAG, Vol. 57,1967, pp. 423-436. 7

MACKIN, J. H. **Rational ahd Empirical Methods of Investigation in Geology,” i
Albritton, C.C. Jr. (ed), The Fabric of Geology Readrng, Mass.: Addrson
Wesley, 1963, pp. 135—163. - 7 .

McCARTY, H. H. “Use of Certain Statrstrcal Procedures in Geographical Analysrs

Annals, AAG,Vol. 46, 1956, p. 263. - . . m
McCARTY, H. H.and N. E. SALISBURY; Vrsual Companson of Isopleth Mapsas a

Means of Determining .Correlatrons ‘Between ,Spatially Dfstributed Phenom-
ena_(Monograph Nb. 3) Iov&r City: Department of Geo raphy, University of
owa, 1961. : )

PATTISON, W. D. The Four Traditions of Geography, Journal of
Geography, Vol. 63. 1964, pp 211-216. .

REYNOLDS, R. B. *‘Statistical Methods in Geographical Research Geographical

* Review, Vol. 46, 1956, pp. 129-132. |~ !

" SPATE. 0. H. K. “Quality and Quantity in Geogr hy,”Annals AAG, Vo) 50‘
1960, pp. 377-394. "£ ’ ’ :

THOMAS, E. N. “Some Comments About a Structure ofGeography With Pa rcular
Reference to Geographic Facts, Spatial Distribution, and Areal Associgtion,”
\Bn Kohn, C.E. (ed.), Selected Classroom Experiences High School\Geog-
aphy Pro;eclf Chicago Nalronal Councll on Geographrc‘Educalron, 964 ]
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" SECTION .2

¢

MODELS IN GEOGRAPHIC.RESEARCH --

‘ .o N R ° . .
- As an activity, model building has beéome an rncreasmgly rmportant aspect of
geographic research, concommrtan with ‘deyelopmgnts of a more technical natufe

: outlined in the preceding section. Althoygh#mnogdels can be defined irt many ways, a
’ . common feature is that they abstract from reality certain elements that are

" amenable to analysis. The way in which this transformation 1s carried out, and o
, indeed the-choice of which factors to include in the model naturally' rest upon

substantive interpretatiorls made by the fesearcher wrth respect to the problem in* .

haﬂd . . < 3

The process could be carriéd out ina qualrtatrve manner seeking | to express’\~
likely relationships between factors.on the basis of logrcal reasoning; such an

activity is lrkély to'lead to a diagrammatic representatron of the relationships, ‘as a
-7 conceptual model. Alternatively, the relationships could be specified . I) mathe-
- . matjcally (leading to a mathematrcal ‘model), 2) l)y construcﬁng a smaller or larger
T ph)';s-r—cal representation " (scale “or iconic model), or 3) by transfer to another

. medium, for example substrtuhng electncaz[mpulses for flow phenomena (analogue.

- mOdel) A statistical model is a particulgr form of mathematical model. It is a’
mathematical expression, with Yariables, parimeters and congtants, and in addition 9
it contains one or more random components.+In geography, statistical models are .«

' usually emphasized since much research is. empirical in nature, and the random
components are due in large part to samplnng variability and measurement error.

The readings reflect two fnajor rnfluences upon, the increased use of models in .
geography First, the desires of resedrchers to understand the linkages fhat ‘exist
between elements of geographic systems are represented.in a series of review articles
in 2 seminal volume edited by Chorley and Haggett (1967). The second influence’

i has emanated from outside the discipline, as other natural and social sciences
\ . overlap at the frontiers of’ geographic endeavor; see Ackerman (1963), the
~*  NAS/NRC publication Tﬁe" Science of Geography (1965), and Taaffe (1970). In

«  addition, both Haggett (1965) and King (l966) place mode} building approaches

" into a larger substantive framework. Duncan, Cuzzort, and Duncan (1961) wer‘

*  “among™pe first to point out many . problems in formlng models using areally based

.- ' data, particularly the aggreg:t;on factor (scale problem) and its effects on
) explanation at«ifferent levels of inquiry (Dogdn and Rokkan, 1969).

Several references in Section 4 (Reference) are useful in this area: Ackoff (1953,

1962); Kaplan (1964); Blalock and Blalock (1968).

'AC RMAN E. A. “Where isa Research Frontier?” Annals, AAG Vol. 53, 1963,

v

E

/' pp.429-440.
/B RRlLL M. F. “The Language dfGeography,"Annals AAG, Vol. 58, l968 Pp-
J 11 .
/ - " 6 o /

. ;00013




: . R
CHORLEY R. J. “Geography and Analogue Theory, Annals, AAG, Vol. 54,
1964, pp. 127-137. ..
CHORLEY, R. J. and P. HAGGETT (eds) Fronners m Geographzcal Teaching.
) London Me'thuen, 1965. ¥
: CHORLEY, R. J. and P. HAGGETT (eds) M()dels m Ge()graphy ‘London:
. Methuen 1967. 2 ’
" DOGAN, M. and'S. ROKKAN (eds.) Quanlrtatrve EcoIogrcal Analysis in the Social ’
Sciences. Cambridge, Mass.: MQZ T. Press, 1969, 607 pp. |
DUNCAN, 0. D., R=P. CUZZORT and.B. DUNCAN. Statistical Geography: .
Problems in Analyzing Areal Data. NewYt!k Free Press, 1961, 191 pp. .
HAGGE'IT P. Locational Analysis m Human Geogmphy London. Edward Arnold,.
1965, 339\Q . v
KING, C. A. M. Techniques in Geomorphology. London; Methuen, 1966.
LOEWENSTEIN, L. K. “On the Nature of Analytlcal Models,” Urban Studies, Vol
. ¢ 3, 1966, pp 112—»r19 N 2’;}?
.LOWRY, . S. “A Shoq: Cogxse in Model Desrgn,’g }éumal of the American
“ o Institute of Planners,"Vol: 3141965, pp. 158— }66~~” y
g,}JKERMANN F. “Geography as a Formdl Intellectuzf! Dlsc1pl|ne and the Way in
i, AVhich it Contributes to Human Knowledge,” The Canadian Geographer, Vol.
i8,1964,pp. 167-172. &~ ’ :
OI.SSON G. “Trends in Spatial Model Bull'dmg An Overvrew,” Geographical " ;{
cg‘ Analysis, Vol. [i5 1969’ pp. 219-224. » e
« ¢ NATI( NAL ACADEMY OF SCIENCES/NATIONAI? gﬁﬁEARCH COUthIL The
* ° Science vf. Ggography. (Report of Ad*Hoc "{Lfommlttee on Geography,

-

- NAS/NRC Publication 1277) Washington, D.C., ,1965: . .
. TAAFFE, E. J. (ed) Geography Englewood CIiffs; NJ Prentice Hall 1970 )
, (Review of Methods,pp, ’&%52) S

- THOMAN, R. S..“Some" Comments on The Scignce of Geography,” The
Professional Geographer%ol 17,71965, pp 8- 103
WlLSON A.G. yf'"“The Use of Analogles in Geography,%gﬁgraphrcalfinalysrs. Vol.
225—233 :
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. tion of this underlying weakness laid the foundations for more cpncise methods of
“ explanation, but the development of statistical models in geography progressed at
sucha rate that explanation based on purely methodological grounds was no 1onger
acceptable. Harvey’s (1969) major review of this process indicates clearly that the !
" explicit desire for more adequate explanation is at the same time a concerted effort

_in the development of theory, even though the latter may be largely derivative--the °
spatral equivalent of essentially’ temporally based theones in other natural and |
social sciences. . a <

It seems that thére are three major ,fronts on whrch the difficult problems of -

theory construction in geography‘are being broached. First, there is an extension of
Schae ffer’s contribation with much greater emphasis on the philosophical ‘founda- -
tion of the discipline. In particular, the dual-activity of explanation and prediction .
is being subject to much debate, see the important contributions by Harvey, Olsson
(|969,, 1970), and Golledge and Amadeo (1968). A second approach is seen in the

¢ concern over relations betwedn geography and geometry (Bunge 1962). In this. .
area, Nystuen (1963) has derived some basic elemerts of geographic space, while
Tobler (1963) has identified the fundamental fole of map transformations. The
third attack is based.upon stochastic process models, this appears to have particular
relevancé in physical geography (Curry, 1964, Scheidegger and Langbein, 1966).

General -references in Section 4 (Reference) which are relevant here 'are
. Braith waite (1960) and Glaser and Strauss (1967). ) >

. BLAUT, J. M. “Space and Process,” The Professional Geographer, Vol. l3 1961,
~ Pp. 1—7 '
‘ BUNGE, W. Theoretical Geography (Lund Studres in Geography, SenesC No. l)
Lund: Gleerups, 1962, 208 pp.
BUNGE, W. et al. The Philosophy of Maps. (Mrchrgan Inter- Umversrty Community
of Mathematical Geographers. Discussion Paper No, 12). Ann Arbor, Mich.:
# Departmént of Geography, University oerch_gan, 1968, 79 pp. ,
 CHAPPELL, J. E: Jr. “On Causation in Geographrcal Theory,” Proceedings, AAG,

o Vol. 1, 1969, pp. 34-38. S
“"‘CURRY L. “Landscape as System,” Geographrcal Review, Vol. 54 1964, pp.. ,
121-124.
DURY, G. H. “Some Aspects of Geographical Judgement-Forming,” Australian

Journal of Science, Vol. 30, 1968, pp. 357-362. - ¢ ¢
GOLLEDGE, R. and D. M. AMADEO. “On Laws in Geography,” Annals, AAG,
- Vol. 58, 1968, pp. 760-774. |
GUELKE, L. “Problems of Scientific Explanatron in Geography,” The Canadran
~ Geographer, Vol. 15,1971, pp. 38-53,» ’
HARVEY, D. “Editorial Introductien. Th¢ ¢ Prableny of Theory Constructron in
‘ deography, Journal of Regional Science, Vol. 7,(No. 2 Supplement), 1967, -
pp.211-216. | .
HARVEY, D. “Processes, Patterns and Scale Problems in Geographical Research,”
Q Transactions of the Instrtute of Brrtrsh Geographers, No. 45, 1968, pp.
7l 78. -
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HARVEY D. Explanation in Geography. London: Edward Amold 1969 '521 PP

HARVEY, D. “Conceptual and Measurement Problems in the Cogmtlve -Behavioral
Approach to Location Theory,” in Cox, K.R. and R. Golledge (eds.),
Behavioral Problems in Geography. A Symposium. (Studtes in Geography No.
17). Evanston, Ill.: Department of Geography, Nort'hwestern University,
1969, pp. 35-68. .

. HARVEY, D. “Behavioural Postulates and the Construction of Theory in Human

"Geography,?’ Geographia Polomca "Vol. 18, 1970, pp. 27-45.
LEWIS, P. W. “Three Related Problems in the Formulation of Laws in Geography,”
The Professional Geographer; Vol. 17, 1965, pp. 24—27.
LUKERMANN, F. “The ‘Calcul des Probabilités' and the Ecole Frangaise de
. . Géographie,” The Canadian Geographer, Vol. 9, 1965, pp. 128-137.
NYSTUEN, J. D. “Identification of Fundamental Spatial Concepts,” Papers of the

Michigan Academy of Science, Arts and Letters, Vol. 33, 1963, pp. 373384,

. OLSSON, fiference Problems in Locational Analysis,” in Cox, K. R. and R.

-

Golledge eds.), Behavioral Problems in Geography: A Symposium. (Studies
in Geography No. 17). Evanston, {lL.: Department of Geography, North~
western University, 1969, pp. 14-34. = .

OLSSONe G. “Explanation, Prediction, and-Meaning Vanance An Assessmer( of

" Distance Interaction Models,” Economzc Geography, Vol. 46, 1970, pp..

223-233. . v

PAPAGEDRGIOU; G. J. “A Description of a Basis Necessary to "the Analysis of |

Spatial Systems,” GeographzcalAnalyszs Vol.1, 1969, pp. 213-215.
PATTON, 0. C. “Cause and Effect in Gédwraphic Analysis: Anachronism or Useful
Concept"’ Southeastern Geographer, Vol. 10, 1970, pp. 4-10.
SCHAEFFER, F. K. “Excepttonahsm in Geography: A Methodological Examina®
tion,” Annals, AAG Vol:43, 1953, pp. 226-249.
SCHEIDEGGER, .5, E. and W. B LANGBEIN. ‘Probability Concépts in Geo-
morphology. (USGS Professtopal Paper 500-C). Washington, D.C.: USGPO,
i+, 1966, 14pp. . e

TEITZ, M. B. “Regional Theory and Regional Models,” Papers of the Regional

..

. Science Associgtion, Vol. 9, 1962, pp. 35-50.

TOBLER W. R. “Geographic Area and Map Pr0]ect|ons,” Geographzcal Revzew

Vol. 53, 1963, pp,59-78.,

SECTION 4.
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Section 4A contains geogtaphnc textbook references. Gregory;s book {1968)
originally appeared .at a time when courSes in quantitative methods were being
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introduced into undergraduate curricula and there were no prerequisites for such’
courses, Today, most undergraduates are required to register for an introductory
statistics course prior to training in geographic methods. King's feview of
contributiond in this area (1969) needs such a background. From the point of view
of student response, Krumbein and Graybill -(1965) “has been found most
satisfactory because it bridges the gap between methodological and substantive
conicerns in a comprehtensive manner. A different approach is seen in ’Yeates"

- subject-matter oriented text (1968). .
T\\;’B important collections of articles also are indexed in Section 4A. The Berry
, and Marble reader (1968) brings together a number of references, most of which
have been published before. The two volumes oh Quantitative Geography, edited
a by Garrison and_Marble (1967), contain sympgsium articles which are referenced
sep'arafely in the Bibliography. Also, as indicated earlier, relevant pages from
Gregory, King, and Krumbein and Graybill are referenced at the end of.sections.

More general works are listed in the second part, Section 4B. The following are
tmportant as background ' references in statistical methods: Blalock (1960);
Coleman (1964); Cooley and Lohnes (1962, 1970); Freund (1967); Fryer (1966);
Guenther (1965); Huntsberger (1961); Kendall and Stuart (1963, 1966, 1967);

Morrison (1967); Seal (1964); Snedecor (1956). .
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A. Spatial Analysis  +
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B%RRY, B. J. L. and D F. MARBLE (eds.). Spatial Analysis. Englewood Cliffs,
. N.].: Prentice-Hall, 1968. o = . .
‘COLE, J. P.-and C. A. M. KING. Quantitative Geography. London: Wiley, 1968,
692 pp. .
.. GARRISON, W! L. and D. F. MARBLE (eds.). Q4itative Geography. Part I:
"' Economic and Cultural Topics. (Studies in Geography No. 13). Evanston, I11.:
" Northwéstern Univ‘e;sity, 1967, 287 pp.
* GARRISON, W. L. and D. F. MARBLE (eds.). Quantitative Geography. Part I1.
Physical and Cartographic Topics. (Studies in Geography No. 14). Evanston,
111.: Northwestern University, 1967, 323.pp. '
GREGQRY, S. Statistical Methods and the Geographer. London: Longmans. 1968 -
(2nd ed.), 277 pp. . 7 o e : i
KING, L. J. Statistical Analysis in Geography. Englewood Gliffs, N.J.: Prentice-
.. Hall, 1969, ; *
KRUMBEIN, W. C. and F. A. GRAYBILL. Introduction to Statistical Models ‘in
) 3' '? Geology. New, Y ork: McGraw-Hill, 1965. , . . .
MILLER, R. L. and J. S. KAHN. Statistical Analysis in the Geological Sciences.,
’ ‘New York: Wiley, 1962, 483 pp.
YEATES, M. H. An Introduction to Quantitative A)alysis in Economic Geography.
New York: McGraw-Hill, 1968. .
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SECTION: § . -

) REVIEW lAl%TICLES

The articles in this section vary greatly in scope and purpose but an attempt has
been made to cover most areas of interest to geographers. Basic explanatxons of the
use of statistial methods in geomorphology, for example, are illustrated in the
articles by Chorley ¢1966) and Strahler (1954). These, plus the references by Barry
(1963) and Hart and Salisbury (1965) have been indexed by page number in
relevant sections in the Bibliography. In terms of this listing of reviews, the range
extends from such introductory statements to fairly advanced surveys and critiques,
such as Curry (1967), Strahler (1964), and King (1969). : -

)

* AMOROCHO, J. and W. E. HART. “A Gritique of Current Methods in Hydrologlcal

Systems lnvestlgatlon Transactions, American Geophysical Union, Vol. 45,
1964, pp. 307—321. )

BARGER, G. k¢ (ed.). Climatology at Work, Measurements, Methods and Machines.
(u.s. Depanment of Commerce Weather Bureau). Washington, D.C.:
USGPO, 1960. (Sec. on “Climatological Statistics,” pp. 46—67).-

BARRY, R. G. “An Introduction to Numerical and Mechanical Techniques,” in
Monkhouse, F.J. and A.R. Wilkinson (eds.), Maps and ,Diagrams: 77xe1r
Compilation and Construction. London: Methuen, 1963, pp. 385-423.

CHORLEY, R. J. "‘Apphcahon of Stat1st1qal Methods to Geomorphology,
Dury, G. H. (ed) Essays in Geomorphology. London: Heineman, 1966, pp
275387, ¢

CONRAD, V. aﬁd L. W. POLLAK. Methods in CIzmatolog) Cambridge, Mass.:
Harvard University Press, 1956.

CURRY, L. “Quantitative Geography; 1967, ”.The Canadzaq Geographer Vel. ll
1967, pp. 265—279. . /

HARRISON, C. M. ¥Recent Approaches to the .Desctiption and Aﬁalyms’ of

» Vegetanon Transactions of the Insmute of British Geographers, No. 52,
1971; pp. 113-127. 5

HART, J. F. and N. E. SALISBURY. “Population Changes in Middle Westem
Vﬂlages* A Statistical Approach,” Annals, AAG, Vol 55, 1965; PP-
140-160. .

KING, L. J. “The Analysis of Spatlal Fom and.its Relation to Geographxc
Research,” Annals, AAG, Vol. 59, 1969, pp. 573—595.

KRUMBEIN, W. C. “Statistical Models in Sedimentology,” Sedzme;xtolog), Vol. 10,

. 1968, pp. 7-23.

PANOFSKY, H. A. and G: W. BRIER. Some Applications of Statzsncs to
Meteorology. University Park, Penn.: The Pennsylvania State University,
1965. oL
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,STRAHLER A. N. **Statistical Analysls in Geomorphrc’Research Joumal of

’ Geo[abr Vol. 62, 1954, pp."1-25.

STRAHLER A. N, “Quantitative Slope#_Analysrs Bulletin of the Geological

s Society of America, Vol. 67, 1956, pp. 571-596.

STRAHLER, A. N. “Quantitative Geomurphulugy of Dralnage Basins and Channel
Networks,” a1 Chow, V.T. (ed.), Handbook of Applied J—Iydrology New
York: McGraw-Hill, 1964, pp. 4- 39. )

TIMMS, D. W. G. “Quantrtalrve Techniques in Urban Geography,” 1in Chorley, R. J.
and P Haggett (eds) Frontiers in Geug;gplucal Teaching London. Methuen,
1965, pp. 239-265.

SEE ALSO Sectlon 1. Chorley (1965); Gpuld (1969).
” Section 2. Haggett (1965); King (1966).

SECTION..6
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MEASUREMENT

»
A .

Sirice statistics rnay be de‘ﬁnedf‘as a branch of applied mathematics th#t’

concentrates on the development of Hoiedures for describing and reasoning from
observatiens, the ways.n’which such obsqrvauons are recorded or coded are clearly -
basic to any analysis. lndged different ways of assigning numbers. or symbols to’
specify variations in characteristics of a sét of objects (the process ofme,aSurement)
implies that different procedures will be applrcable to gertain situations. The kind
of measurement achieved is a function of the rules urider which the numbers or
symbols were assigned,. and these Operations, in tu define %hd limit the

must be thpse of the nunderical strycture to which the eaburement is isomorphic.
Four mvesurement scales are recogmzed nomlnal onc}}ﬂ

hierarchy of *levels of measurement is represented here. Nominal scale$ are the

weakest type of measurement and, in a sense, render least infarmation about the

" observations, whereas the ratio scale is the highest level of measurement,

1somorph1c’ to the numerical struct,g’re\of anthmetic. In addition, each higher level )

of measurenient incorporates alt tMttnbutes of lower levels, for example, orgdinal
scales have ail the charactenstics of nominal scales (¢quivalence relations among
members,of a designated sub-class) as well as therréown properties (“greater than”

or “less than”’ relations). v

In the nominal or classificatory scale, the assignment process is carned out with |
the purpose of designating sub-classes which represent unique ¢haracteristics.

Ordinal scales (ranking) have the additional purpose of identifying ordered relations *

of some charactenstic. The order itself has unspecified intervals, i.e., the magnitude
¢ ’ -

14

manipulations permissible in handling the data. The {palations and, operatians

al, interval, and ratio. A °
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of drfferences between ordered categones cannot be established. In interval Scales, .
the ordered relations refer. to values and dre based on arbitrarily assigned d‘nd_equal . i
intervals, but with an* arbitrary zero pdint (e.g. temperature on Fahrenhert or, |
Centrgrade scales). Thys the fpcus ison &' “ferences be‘tween values on 2 scale, |
and the normal rules of anthmetrc can be apphed to such mtervals anally, the
ratio scale incorporates all other properties of lower levels, and has an absolufe zero °
point, perrmttmg all arithmetic manipulatiéns: -

Some scales appear to be intermediate between thesé four types. One example,
might be the Likert scale, whrch is an attitudinal measure, eliciting responses to a
qu&snon on the basis ofi five to seven classes, from “strongly disagree” to “strongfy . N
agree ” In this case an ordering has been _imposed .on wirat is prdbably,
underlying continuous variable, Sa that the scale seems  lie between ordinal;and -

—inlerval scales as defined above Indeed, many problems in geographrc research ]
using a behavioral approach are linked to the scalipg question. Gould (1969) and -+
Rushton (l96fscuss teghniques for the convesion of non-metric mformanon to °

_ 2 metric base. Other readings (for example, Hodge, 1963, and Kgxmbem, 1958) *
clearly “indicate the implications of different scales fo;subsequent analysis. The use
of dtmensron!ess measures is described by Schumm (l9§6)

W

. c s .
i *oe . - .A\ » - ’
GOULD, P. R. “Problems of _Space PreferencévMeaSures and Relanonshrps ”
Géographical Analysis, Vol. 1,1969, pp. 31-94; @ .

HODGE, G* “The44se and Mis-Use of Measuremen%%les' in CrffPlamung,
Journal of th& Americaf Institute of Planners, Vdl. 29, 1963, pp 12~ 121 .
KRUMBEIN, W. C. “Measurement and Error in Reglonal Stratigraphic Analysrs,”
Journal of Sedimentary Petrology, Vol. 28,1958, pp. 175-185, o
KRUMBEIN, W. C. “The Geolo,g:cal ‘Populatr;d as 3 Framework for Analyzing
Numerical Data in Geology,” The Liverpool and Manchester Geologrcal

L

Sociéty Journal, Vol. 2, 1960, pp. 341-368. -
LABOVN'Z, S. “Some"Observanons on Measurement and Statrstr@,” Sagtal*Forces .
Vol. 46, 1967, pp: 151— '160. LR

4 RUSHTON, G. “ThegScaling of Locatronal Preferences in Cox, K R, and R.G.
Golledge (eds.), Behqvioral Problems in Geography: A Symposium. (Studres
in Geography No. 17). EVanston IIL: Northwestern Unrversrty, 1969, PP? v
197-227. b / -
SCHUMM, S. A. “Evolution of Drainagé System and Slopes in Badlands at. Pe '

» Amboy, New Jersey,” Bulletin of the Geologica] Soczety,crf America, Vol. 67, \‘/L'
1956, pp. 597—-646. e P

!

STiRAHLER A. N “Drmensronal Analysrs Applied to Fluvially Eroded Land
forms,” Bulletin of the Geologrpal Society of Amenca Vol. &9, t958 PP.
279 300 ' 4
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SEE ALSO: Section 1. Coppock and Johnson (1962); Garrison (1956). ! N
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. REFERENCE: Section 4A. King (8—13; 230-231); Krumbein and Graybill (34—

¢

38;44-53). .
Section 5. Cho;ley (285-292). >

; '~ CSECTION 7,

__ _ _  SET THEORY.

- o &

Set theory is an integral part of finite mathematics and can be used as a
foundation for the development of concepts appropriate to probability theory. If

this matenal is not covered in prerequisite courses. for the student, it can be

introd
problem 1
Section 4B dealing with finite mathémaucs (especially Kemeny, Snell, and
Thompson, 1965, and Robinson,” 1969) and probability theory (especially
Goldberg, 1960, and Mosteller, Rourke, and Thomas, 1961) exhibit the transition
from set theory to probability concepts in an excellent manner for those geography
courses in which it is necessary to establish the bases of all sta‘ustlca] reasoning. K

in an informative context as the logical basis of the regionalization

geography (see Golledge and Amadeo, 1966). References cited in

COLE, L. P. Set Theory and Geography. (Bulletin of QuantitatiVe Data for
" Geographers No. 2). Nottingham, U.K.: Department of Geography,
Nottingham University, 1966. -

* GOLLEDGE, R’ and D. M. AMADEO. “Sorme lntroductory Notes oh Regional
Division and'Set Theory,’f The Professzonal Geographer, Vol. 18, 1966, FpP-
14-19.
HAMILL, L. “A Note.on Tree Diagrams, Set Theory and Symbolic Loglc, The
Professional Geographer, Vol. 18, 1966, pp. 224—226.

SHEAR, J. A. “A Set-Theoretic View of the Koppen Dry Chmates,” Annals, AAG,
Vol. 56, 1966, pp. 508-515: .
WARNTZ W. “Some- Elementaty and Literal Notions About Geographical

-

in
on

Reglonahzatlon and Extended Venn Diagrams,

’

”»

in Bunge, W. et al, The ~

‘ Philosophy of Maps (Michigan Inter-University Community of Mathematical
Geographers Discussion Paper No. 12). Ann Arbor, Mich.: Department of
Geography, Umversxty of chhxgan 1968, pp 7- 30 .

SECTION 8 _ S

GEOGRAPHIC DATA

< . . -

H

Seftj;f)f obsérvations on variables of parficular interest to geographers are ordered
a manner peguliar to .the discipline, any unit of abservation not only, has a value
tf:g particular attribute in question and a temporal characteristic but“also has the
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property of geographic location. This is usually expressed as the geographers’

" primary concem with maps, but the exact specification of the locational

.

coordinates presents some difficulties (Tobler, 1963).

Ideally, data should be referenced by point locations but practrcally, some
aggregation factor is applied to produce a set of quadrats (cells). Since aggregation
is a continuous functi®Fand statem’znts made at different scales of aggregation can R
differ, a basic problem in geographic research, is revealed. The use of point

. locations—the process of “geocoding” (Tomlinson, 1967)—in recent census.

operations has opened up_new avenues of research (see the excellent series¥of’

publications by the U.S. Bureau of the Census). Forbes and Robertson (1967) .

report on the use of quadrats in census operations. A more general approach is

given by Haggett, Chorley, and Stoddart (1965). :

* Census bureaus are the primary sources of information used in most economic-

urban geographic reseéarch. It is therefore very important to uhd rstand the

ratibnale behind the types of information collected (Fay.and Klove, 970), since
these data may beansed as approxtmat‘ﬁ (operatrOnal definitions}. of conceptual
factors. Aggrc’ ations of unit charactexfstics, sugh as occupational groupings or
industrial classifications, should be considered (Sweet, 1970) as well as the problem
of using census-definéd unit &eas (see Morrill, 1969, and Abler, 1970). Potentrally
important new sources of information are being: developed using airbotne sensors

(Cooke and Harris, 1970; Moore and Wellar, 1969). :

The greater availability of all typ of information amenable to spatral analysis
has forced the ?ographer to consider seriously all aspects of collection, storage,

and manipulatio; pf data in a systems framework, using the computer (Section’ 10). .

The_ serigs of -reports by Dueker (1966) addresses this area of overall data

organization. B

ABLER R. “er-Code Areas as Statistical Regions,” The Professional Geggmpher
Vol. 22, 1970, pp. 270-274.

COOKE, R. U. and D. R. HARRIS. “Remote Sensing of the Terrestnal
Environment—Principles and Progress,” Transactions of the Institutesof »
- British Geogmphers No. 50, 1970, pp.1-23. ’

DUEKER, K. J. Spatzal Data Systems -Organization of Spat‘zal Data. (Urban and
Transportation Information Systems, Technical Report No. 4). Evanston, Il1.;
Department-of Geography; Northwestem University, 1966.

DUEKER, K. J. Spatial Data Systems: Systems Considerations. (Urban and
Transportation Information Systems, Technical Report No. 5). Evanston, 1lL.:
Department of Geography, Northwestern University, 1966.

DUEKER, K. J. .Spatiri Datd Systems: Special Topics. (Urban and Transporta-
tion Systems s Technical Report No. 6). Evanston, IIl.: Department of
Geography, Northwestern University, 1966:

FAY, W. T. and R. C. KLOVE. “The 1970 Census ” The Professzonal Geographer
Vol. 22,1970, pp. 284—-289." . .

FORBES J.and . M. L. ROBERISON “Populatron Enumeﬁatron on a Grid.

9
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L Square Basis:- The Cen}sus of, Scotland, a Test Case, ” The Cartogmphic
Journal, Vol. 4, 1967, pp. 29-37.
HAGGETT, P., R. J. CHORLEY, and D. R. STODDART “Scale Standards and
. Geographlc Research: A New Measure of Areal Magmtude > Nature Vol.
2 205, 1965, pp. 834847, - ‘% -
HOFSTEN, E. Von. “Population Registers and Computers. NewPossnbllltles for the
Production of Demographlc Data,” Revue de llnstitut International de
Statistique, Vol. 2, 1966, pp. 186=-194.
LLOYD, P. E. “A Methog for, Conducting Rapid Reconnalssance Surveys of
Manufacturing in Austfahan Cities,” Australtan Geographical Studtes Vol. 3, .
1965, pp. 31-38. '

MOORE, E. G. and B. S. WELLAR. {‘Urban Data Collectlon by Airborne Sensor,”™
Journal of the American Institute of Planners, Vol. 35, 1969, pp. 35-43.
MORRILL, R. L. “Statistica] Regions for the Qalted States ” Geographzcal Review, ¥

Vol. 59, 1969, pp. 613614 :
RICKERT, J. E. (ed.). Urban and Regional {vnfarmatzon Systems Federal Actzvmes ;
and Specialized Programs~ Kent Ohid: Kent State University; 1969,277 pp. =~ ~
ROBERTSON, 1. M. L. <The €ensus and Research: Ideals and Reahtles »
Transactions of the Instztute of ‘British_Geographers, No 48, 1969, pps ‘
173-187.
SWEET, D. C. *“An Industrial Development Screenmg Matnx,” The Professzonal
Geographer, V¥l. 22, 1970, pp. 124—127. ’
TOBLER, W. R. “Geographical Ordering of lnformatnon,” The Canadian Geog-,
. . rapher; Vol 7, 1963, pp. 203-205. - 8
:TOMLINSON R. F. 4n Intr(Sductton to the Geolnfonnatzon System of the
¥ Canada “Land Inventory,. Ottawa Department of Forestry and Rural
~+ . Development; 1967, 23 pp. :
. TOMLINSON R. F. (ed) Envzronment Informatzon Systems. Proceedmgs of the «
UNESCO/IGU First Symposium on Geographical' Information Systems, :
Ottawa, 1970. (A -Publication of the International Geographical Union
) Commission on Geographical Data Sensing and Processing.) 1971, 161 pp. r
' U.S. BUREAU ‘of the CENSUS. Census Use Study: The 'DIME Geocoding System,
: (Report No. 4). Washington, D.C.: USGPO 1970, 46 pp.
U.S. BUREAU of the CENSUS. Census Use Study Family Health Survey (Report
No. 6). Washington, D.C.: USGPO, 1969; 41 pp. 1os ,
U S BUREAU of the CENSUS Census Use Study: Health Informatzon System N
* (Report No. 7). Washington, D.C.: USGPO, f969, 67 pp. L -
US. BUREAU of the CENSUS. Census Use Study Data Uses in Urban Planning.
(Report No. 9). Washington, D.C.: USGPO, 1970, 28 pp.
U.S. BUREAU of the CENSUS Census Use Study: Gevcoding with ADMATCH, A
Los Angeles Area Experience. (Report No. 14) Washington, DC USGPO,
N 1971, 23 pp.
WELLAR, B. S. ‘Recent Developmenj/ in Urban Data Generat:on via Remote "
Sensmg Technlques,” in Rickert, J. E. (ed.), Ufban and Regional Information
* . . . H ¢
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Systems Federal Actzvmes and Specialized Programs Kent Ohio. Kent State ]

' Umversnty, 1969, pp. 258- 277 . e . ’ ‘e ’
REFERENCE Section 4A. Krumbem and Grayblll(33 34). 0 )
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. . SECTION 9 - -
{é-' "‘ -’ > ' - ‘ .‘ " ; -
o THE. GEOGRAPHIC. MATRIX - - "o .

Once the information required for any problem has been collmted how ¢ can one”
organize it.most effectively for analy’txcal purposes? A matrix fonnaua-gpmmonl'y

3
emplayed, ¥specially since the data is most efﬁc:ently stored in thisform for = #

computer analysis, (Section 10). Two t’ypes of geographu data,” with djfferens
matrix forms, can ‘be recognized: an attribute. matrix, of owder n-places by -
m-attributes or characteristics of the places and an interaction matgﬁ( 20f oraer . -
_n-placesc by p- -places* Aftribpte matrices are most commonly, employed in the
literature since they refer to easily available data in comparison to the mter place J
flows (of information, goods. mioney, peqple etc) ifidexed l)y the interaction
matrix (Smith, 1970).- . . Lo 3
Many of the regular $tatistical procedures can be rel;ated effectl\(ely fo this
matrix organization, for example; descanWe statlstlcs (Section12)"can’be wewed :
‘as the outcome of manipulations on any one of the columns of the matrix, while
correlation (Section 21) is "the covariance ‘of two or mgre ‘columns, Sin'ce Any
&lumn s a means in addition to the map of expressmg a spatlal dlstnbutmn, thé T
‘rdlevance of a matrix format is evident. Similarly. the' grouping of rows of tfie matrix Y
" can be likened to the process of classification/regionalization'(Section 32). N
Apart from this gperational utility, the'matrix approach has cortain benefits of a
.conceptual nature. For example, Berry (1964) was able to categorize much of the -
work in regional. geography using a matrix organization, a later extension. of this |
argument called for a synthesis of formal and functionat regipnalization schémes .
(Berry, 1968). The conceptual framework employed in tlusg%)mer case was field
theory, onginally developed in psychology. Some difficulties in translating these \ §
ideas in a geographic context are outlined by Greer-Wootten (1971). e
The readings alsoinclude a reference to the use of matrices from an analyucal .
pont of view (Gould, 1967), although matrix algebra itself is a foundation ffor , " ;,
.much work in multivariate statistics (Section 24). Noté also that Haggett and
Chorley (1967) have proposed. an alternative form of the geographic matrix to
“make it ‘more relevant “for model bulldmg the axes of thelr matrix _are locatlonal .
relativity and topological-geometric form. B
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BERRY, B. J. L. “Approaches to Reglonal Analys:s A Synthesss,” Anrals, AA& N

Vol. 54, 1964, pp.2<11. = . 1 ¥
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. BERRY B.J.L."“A Synthesrs of Formal and Functional Regions Usrng aGengral -
" e Field T eory of,Spatial Behavior,” in Berry, B:'J. L. and D. F-Marble (eds.), T
8 Spatial'Analysis. Englewood Chffs, N.J.: Prentice-Hall, 1968, pp. 419—428.
GOULD, P. R. “On the Geographic Interpretation of Eiéenvalues,” Transactions of
the Institute of British Geographers, No. 42, 1967 ; pp. §3-86.
GREER-WOOTTEN, B. “Some Reflections on Systems Analysis in Geographrc
Research " in French, H.M. and J-B. Racine (eds.. Quantttatzve and

s o Qualztatzve Geography. La Nécessité d'un Dialogue. (Occasional Papers,
. Department of Geography, No. 1). Ottawa; Umversrty of Ottawa Press, 4971,
) * pp. 151-174. Pt

HACGETT P.and R. J. CHORLEY “Mddels, Paradigms and the New Geography,”
'm Chorley, R.J. and P. Haggett (eds.), Models in Geography. London:

Methuen, 1947, ppz 19-41. .

SMlTH R.H.T. ‘%wcepts and Methods in Commodity. Flow Analysis,” Economic¢
" Geography, 46, 1970, pp. 404—416." -

TEITZ, M. B. “Land Use Data Collection Systems: Some Problems ofUnrﬁcatron,
Pdpers of the Regional Science Association; Vol. 17, 1966, pp. 179-194.

N : - o ’ N
Rl_iFEREN(;E: Section 4A. Krymbein and Graybill (53-56).

B T .
L SECTION 10 .
. ¢ .. 77 ' COMPUTER APPLICATIONS . L
‘ . -~ . N .8 ) . .
- . - I . D )

‘The uses of punghed cirds as a means of recording and storing data are well
known (Melton, 1958). Benefits aré evident in térms of permanence and, -
{eproducrbilrty of ongrnal records and for speed neatness, flexibility, and accuracy
in manipulatidns. The general utility of computers in geographic research is
documerited: by Pitts (1962) Kao (1963), and Gould {1970), while Haggett (1969)
describedsome of the impligations for research. The effects on ordering information
(Seotrﬁn 8) have already been noted (see also Higerstrand, 1967, and Nordbeck,

- 1962). .
There are two fmajor app'hcatrons of computers in geography: l') as an ard in the
rapid portrayal of informationiin the use of the*on-line printer for mapping
purposes “for exatnple such as the SYMAP system (Rosing, 1969; Massey, 1970;
- Douglas, 1971) dr the rncrementa. plotter for line pattems (Kemn and Rushten,
- . 1969; Monmonier, 1970); aud 2) for analytrcal purposes—in correlation studxes, for
example (Monmomer,‘ 1971). In the latter case, it is worth noting that much of the
«current research using multivariate techniques would not be possible without access*
to high-speed computers— for example, factor-analytic studies of large data matrices
" (Sections 24, 25, 26) and the lengthy iterative prucess of classification (Sectron 32) ’
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Trend surface analysrs (Sectxon 30) shows the dnrect lmk between analytical and
graphic uses of thecomputer

Three departments of geography have produced useful sets of puter
programs; [owa (Wittick,, 1968), Northwestern (Marble, 1967), andifichigan
- (Tobler, 1970) In addition, there are two sources of on-going research and
publrcatron the State Geological Survey assocrated w1th the University of Kansas
(Computer Contributions), and the Department of Geography of the University of
Nottingham, U K. (Computer Applications in the Natural and Socjal Sciences).

In Section 4B, McCracken (1965) dnd Organick (1966) present the basic |
.clements of FORTRAN .programming, while Veldman (1967) lists many programs
relevant foz rpultwarratc ;nalysrs

»

CRAIG, W 5. HA Usgful Computer Functign to Measure Distances,” The
Professronal Geogmpher Vol. 23, 1971, pp. 157-159.

DOUGLAS D. H. “Map Makrﬁg with the Electromchgttal Computer,” in French,
H.M. and J-B. Racine (eds) Quantifative. and Qualitative Geography. La
Nécessité d'un Dialogue. (0ccasronal Papers, Department of Geography, No.

 1). Ottaws, Catada: Univessity of Ottawa Press, 1971, pp. 97— 114.

FAIMAN, M. and"'J. "NIEVERGELT (eds.). Pertinent Concepts in Comput'er

' Gmphrcs"t}rbana, m“ s University of Illinois Press, 1969.

GOSENFELD N apdT S}‘sEDEBER “A Computer. -Based: Approach tc Planning in

’ opécg Areas » The Professional Geogrupher, v°1 7, ~1965, pp.

4

’5—10 ; )
GObe P. R, ,,“Compu;ets and Spatlal Analysrs Exténsrona of * Geograpruc
R‘!eafch}aéeqfom%vm 1,1970, pp. 53-69. *,; -
HAGERSTRAND, T. “Tﬁ%Computer and_the, Geograp'her,” ﬂansactrons of the
Institute of?nttheogmphen No.42; 1967; pp. 1- 19.
HAGGETT P “On Geogra“phrcal Research in_a Computer Envrronment ” Geo-
l graphical Journal, Vol. 135, 1969, pp. 497~507 .
HARBAUGH 3. W. and D. F. MERRIAM. CqmputerApplrcatrons mStratrgraphrc
. Analysrs New York: Wiley, 1968. (“Introductron ” pp. 2-51). °
HEBIN, O. “An Elementary Program on Urmegscnptron ” Geograﬁsk Tidsskrift,
' Vol. 87, ;“6’81’ ﬁi‘f37—148
KAO, R. C. “The‘i/Jse of, Computers in the Processing and Analysis of Ge
. lnfb"nauon GeographrcalRevrew Vol. 53, 1963, pp. 530-547.
. KERN, R< and"G. RUSHTON. “MAPIT: A Computer Program for the Productxon
of Flow Maps, Dot Maps and Graduated Symbol Maps,” The Cartographrc
" Journal, Vol. 6, 1969, pp. 131-137.
MARBLE, D. F. Some Computer Programs for Geograplyc Research. Evanston Ill
.. Department of Geography, Northwestern University, 1967. "
MASSEY, 1 §. “Computer Mapping: Review,” Australian GaoFraphrcaI Studres
Vol. 8, 1970, pp. 91-95.
McGLASHAN, N, D ‘and D. H. BOND. “Computer Assistanck with Geographrcal
Correlatrons The Canadian Geographer, Vol. 14, 1970, pp 234-250. ‘
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Automatic Contouring. (Computer Contnbutron 23). Lawrence, Kansas:
State Geological Survey, 1968.

'MELTON, M. A. “Use of Punthed Cards t3 Speed Statistical Analysis of
G..omo.rpﬁrc Data,” Bulletin of the Geological Society of". Amenaa Vol 69,

. ’ 1958, pp. 355-357. .

i MONMONIER, M. S. “Shaded Area Symbols for the Digital Ihcrement Plotter,
. . Tijdschrift voor Economische en Sociale Geografie, Vol 61, 1970, pp.
. 374-378. .

- MONMONIER,. M. S. “Digitized Map MeaSurement and Correlat}on Applied to an
) Example in Crop Ecvlogy,” Geographical Review, Vol. 61,1971, pp. 51-71.
. MULLEN, R. “Automatic Plotter for Map Base Preparation,” (U.S. Geological
Survey, Professional Paper* 575D). Washington, D.C.: Geological Survey

7 Researci®1967, 1967, pp. D289-D291.
NORDBECK, S. Location of Areal Data for Computer Processing. (Lund Stu,dres in

- Geography, Series C, No. 2). Lund: Gleerups, 1962. .

NORDBECK, 8. and B. RYSTEDT. Corfputer Cartography Point in Polygon

1967, 31 pp..

PANKHURST, R. J. “A Computer Program for Generating Dragnostrc Keys,” The
Computer Journal, Vol. 13,1970, pp. 145-151.

Vol. 14, 1962, pp. 1-5.

RH(DDBS,.T “Computer Modelsin Sub-Regional Planning,” Regional Studzes Vol.
s - 3,1969,pp. 331-336.
ROSING, K. E. “Computer Graphics, ”Area Vol. 1, 1969, pp. 2—7. .
SCRIPT ER, M. W. “Choropleth Maps on Small Digital Computers,” Proceedings,
AAG, Vol. 1, 1969, pp. 133—136. ,
- SHEPHERD W. D. “Automatic Contour Drgltrzer”Pltotogrammetnc Engmeenng,
RN Vol. 34, 1968, pp. 75—82.
. American Journal of Science, Vol. 265, 1967, pp. 166—172.
TARRANT, J. R. (ed.). Compyters in G:ography Norwich, UK.: Geo Abstracts
1970.
TOBLER, W. R. (ed). Selected Gomputer Programs. (Michigad Geogra
Publrcatrons, No. 1). Ann Arbey, Mich.: Department of Geography
" versity of Michigan, 1970, 162, pp. '
~ U.S. BUREAU of the CENSUS. Census Use Study: Computer Mappmg (Report
Y7 No. 2). Washingtop, D.C.: USGPO, 1969, 44 pp. .
WITTICK, R I Dgpartment of Geography Manual of Computer Programs. (Special
Publication No. 1). Iowa City: Department of Geography, University of lowa, |
1968.
WRAY, W. B. Jr. Fortran IV CD.C. 6400 Computer Program for Constructing

i’fr’«qgQZS .

McINTYRE, D. B., D. D. POLLARD, and R: SMITH. Computer Programs for -

Programs. (Lund Studies in Geography, Series C, No. 7). Lund: Gleerups,

¢ PITTS, F.R. “Chorology Revisited —Computerwise,” TheProfesszonaI Geographer,

SPENCER, A. B. and P. CLABAUGH. “Computer Program for Fabric Dragrarﬁs ]

22 . .




- REFERENCE: Section 5. Bary (387-389).

uisometric Diagrams. (Computer Contribution 44). Lawrence. Kansas State
Geological Survey, 1970, 58 pp. ) . .

SEE ALSO: Section 8. Hofsten (1966): Tomlinson (1967).
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SECTION 11 | -

SAMPLE DESIGNS AND METHODS
: ) L 4

The application of statistical methods in_geography is intimately related to
sampling .theory, which deals with the problem of estimating charactgristics of a
populatiofi from values obtained from measurement of a sample. A population, or
unlvlerse is any class of objects or events arbitrarilw defined on the basis of its -
unique and observable characteristics, while a sample is a collection of ob]ects
selected to represent a population. In certain field situations, and partlcularly,m 3
geomorphology, the conceptual population may not be available for samplmg,. N
therefore a target population must be defined (Krumbem, 1960; Chorley, 1966
Griffiths and Ondrick, 1968). In such cases, it is cléar that any statements made
about population characteristigs (parameters) from summ&ry sample values (statrs
tics) will be affected by the degree of cor[cspendencc between target and,
conceptual populations. SRR Y <

In contrast, the situation in most economic-urban geographlc research that
uses areas (usually defined by the census) as sampling units, is one jn which little, if
any, selection proceds is app{ed The conceptual population is then argued to be all
such sets of areas, at such a stage of economig developnient, etc., that mlght have
existed in the past or would exist in the future, as well as those existing in the
present! If the sampling unit is defined as a coordinate point location or a quadrat _
(or similar geometric unit-see Matern, 1960; Holmes, 1970), the population
characteristic of interest is usually some continuous feature such as land use, and
the procedures of areal or location sampling are appropriate (Berry and Baker,
1968; Hadfield and Oorzeske, 1966; Holmes, 1967)

Sampling is usually "carried out with two purposes ‘n mund. 1) to estimate
populatron parameters, and 2) to test a statistical hypothesis about the population. .,
The standard error is used in computations for both goals and is thus an important
ccncept. Imagine that a sample of quadrats is selected for measuring some attribute,
say the proportion of land under wheat. From the resulting set of proportions, a
sample distribution can be drawn up, usually graphrcally in the form of a frequency

diagram or histogram (Section 12). An indicatjon of the average progortion
under wheat can be obtained by computing the arithmeifc mean e set of

v 3
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observations (Section 12). The question that then arises 1s. to what extent does the

. sample mean (a statistic) differ from the true population mean (parameter)”

Sampling theory prowdes an answer to this question by the following argument.
the single sample taken is but one of the theoretically infinite number of such .
samples, and for each of these samples an arithmetic mean conld also have been
computed. The complete set of sample means could be arranged in a frequency
diagram, resulting in what is known as .a sampling distribution. The standard
deviation (Section 12) of a sampling distribution 15 known as the standard error.

If the frequencies are wiewed as probabilities of occurrence of values of the
sample mean, it is known that the shape of the sampling distnbution has a
p}'rticular form - the normal curve, a continuous probabBility function (Section 15).
Indeed, many sample statistics have a normal distribution eve.: though they may be
derived from parent populations that are not nomally distnbuted. Herein hes, the
value of a cosrectly conceived and executed sample, since the full power of
parametric statistics can then be applied. For example, if 1s possible to place
confidence limits around the particular sample mean obtained, so that, at a
speciﬁed level of probability, the researcher may state that the true population
méan lies in such an interval. It seems that few geographers have utilized sampling
theory to the fullest 1n making estimates of population parameters. Rushton {1966)
illustrates the procedures. A

The selection procedures used to draw a sample are extremely unportant Most
statistical tests require that the sampling units were onginally assigned some-
probablhty of selection—the general cage of probability sampling. If these
piubabilities, of selection were eqvhl for all umts, random sampling 1s employed.
Non-probabihity sampling (purposive or quota samples) may be necessary 1n certain
research areas in which there is virtually no knowledge of population character-
istics, and some non-parametric tests may be applicable in such sxtuauons (see

- Section 18).

Sample designs can be viewed as sets of selection procedures, following certain
rules (sampling plan) established Yy the researcher. For example, if 1t is clear that a
population charactenstic, such as slope angle, varies directly with a known factor,
such as lithology, then stratification can. be applied (Wood, 1955). The sampling
fraction may .or may not be equal for the different strata (a funclion of
wathin-strata vanabxhty) but the design can only help tb reduce the standard errer
of sample statistics, 1qe to increase the preciston. Note that the other primary factor
influencing preﬁ-smvx the size of the sample, would also be decided upon as an
integral part of th sample design, usually as a cost factor. Ft}gthermore mn order to
estimate the po tion mean 1n this case, a weighted average of ‘the strata sample
means would have,to be computzd. The lesson is that earh sample design, and there
are many possntgilifies for iavention in this respect, will require different means of
estimating poputation parameters.

The major use of samphng in geographic research has been to test, hypotheses,
(see Section 14), and this goal clearly places sample design ntc a larger context.
The possibility of using certain tésts depends intimately on selection procedures

R

24,

4 ~

. 80081 S



Aad b

used and on czrtain assumptions about the nature of the parent population from
which the sample was drawn It is clear that sample design and statistical design ( the
type of andlysis to be carried out) snould be incorporated into an experimental
design Yhat ensures that the ultimate objectves of the research will be attained
(Krumbein and Muller, 1953; Krumbein, 1955, Haggett. 1964).

It seems that there are three main situations in which sampling 1s particularly
relevant in geogiaphic research. First. many studies in economic and urban
geography (1n which sampﬂng units are discrete entines such as manufactuning plants
or households) can draw upon the substanual hterature of smpling theory
developed by sociologists or economusts. The use of standard references, such as
Yates (1960) or Kish (1965). paying particular attention to aréally-based sampling
_designs, appears to suffice in most cases. An interesting design, illustrating the
strong relationship between' problem specification and subsequent stages of
reszarch, is seen in the work of Hess, Riedel, and Fizpatnck (1961). Most designs
in this area would be randomized.

In contrast, when dealing with continuously distributed phenomena, such as

land use, spatial sampling plans are called for. Berry and Baker (1968) have shown
that 2 sy<*ematic type of design (based on a gnd scheme. but not regular in terms of
point locations within a cell) is the most efficient in such circumstances. In
sampling from spatially continuous phenomena, a problem exis® in that the values
attributed t any one sample point are related to those of all surrounding points
(the spatial autocorrelation factor, see Section 29). Holmes (1970) indicates clearly
how this affects the failure of random selection procedures m location sampling.
Line sampling (the use of traverses) is also employed in some cases (Latham, 1963,
Haggett and Board, 1964).
" Finally, we mrgfn note that samplmg procedures used in geomqrphology
represent perhaps the highest degree of attainment ia terms of specific designs
related to specific_ problem areas. Gnffiths and Ondnck (1968) illustrate the
different approaches, as well as introducing methods of testing-Whether a sample
distribution approximates an assumed parent population distribution  (Section
15). Note that the population distnbutions of many geomorphic charactenstics are
known (see especially Krumbein apd Graybill, I965) Researchers in thisarea have
also investigated extensively ther problem of operator vanance (errors due to
. different " researchers megasuring, the same phenomena) n expenmental settings
(&nffiths and Rosenfeld, I954) Chorley (1958) has descnbed this effect 1n
morphometric analysis:

General texts of value 1n sampimg design and methods are listed 1n Section 4B.
Cochrah, 1963, Davis, 1971; Hyman, 1955, Moser, I?SS,Webb etal., 1966.
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Geographical Analysis, Vol. 2, 1970, pp. 147-164.
BELSHAW. D. G. R. and B. G. JACKSON. “Type of Farm Ateas. The Apphcanon

v of Sampllng Methods “Transactions of the Institute of Bnitish Geographers,

No. 38, 1966, pp. 89-93." .
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SEE ALSO: Section 5. Strahler (1956). . .

Section 6. Krumbein (1960). : * ,;_
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, REFERENCE: Sectxoq 4A. Gregory (73—114); King (61—67); Krumf)em -and
Graybill (75-87; 147-169).

a ‘ Section 5. Barry (385— 387) Chorley (292 307¢,Hart and Sa]’:sbury
(149—150); Strahler, 1954 (2—4). , .
SECTION 12° o
" N DESCRIPTIVE STATISTICS o

4

Some overall characteristics of a body of data can be represented by summary
measures, whick are based upon manipulations of values of one attribute. For this
reason, these measures are also called univariate  statistics. if the measurement
procedure resulted” in nominal or ordinal scales, tabular frequency’ counts are
usually made wh1ch can be represented graphically (bar-diagrams, pictographs, etc. ).
With interval or ratio scales there is a contiiuum of such values so that it,is
necessary to form .groups or classes to make up a frequency diagram or histogram.
Absolute or relative frequencies can be represented, and these values can also be
summed across the classes to form cumulative frequency distributions, or ogives.

Two main types of summary measures are calculated. l) Meéasures of central




tendency, which describe the clustering of values about certain points, are t.he  first, \
-type. For nominally scaled data, the modal class (conta,xmng most observatxons) can )"
be obtained by inspection. The mode is the most frequent value. In ranked d,ata,
the median is an appropriate measure; it is the middle ranked value, so that exactly
half the observations are located above or below this point. The arithmetic fean
(sum of values divided by the number of observations) is a balaficing point on the
continuum of valugs for interval or ratio scales. 2) Measures of dispersion, which
describe the spread of observations about the central value, are the second type.
The r1auge indicates’ the complete span, being the difference betwéen maximum and
minimum valpes. Deviations of individual values from the mean are used to form
the most important measures of, distributions. If these deviations are suinmed, the
result will’naturally be zero. This sum of deviations is known; as t.he first, moment .
) about the mean of a distribution (i, = Z(X; — X)!/N =0). The second moment (u;
- = 2(X; = X)*/N) is the mean of the squared deviations about the mean, and is
"defined as the variance. The square root of this quantity is the standard deviation.
Many empirical frequency distributions have similar characteristics, so that we
may refer any sgmple distribution to some theoretical population distribution. The
normat distribution is the most important popuIatxon distribution in statistical. -
- analysis; and in this case, for example, the mode, medxan, and mean have the same .
. location. Departures from the symmetrical (about the mean) bell-shaped curve in * -,
" terms of the shape of the distribution are called dégrees of skewness. For example, -
if the median is greater than the mean, the distribution is said, to be negatively
skewed. Skewness may be measured by the third moment about ‘the mean, whﬂe
the fourth moment ‘indexes kurtosis—the degree to which .the distribution 1s .
= strongly peaked (leptokumc) or relatively flat (platykurtic) compared to t.he s
nomnal, .
A direct link with cartography is seen in the graphic represe?ltatxon of data o
values, and several references deal with the problem of specifying the most efﬁclent
class interval (for example, Armstrong, 1969; Jenks, 1963; Mackay, 1955; Scriptet, s
1970). Mapping can also be carried out in terms of class intervals dgnved from the
standard deviation of the samfale distribution (Yeates, 1965). The use “of standard
descriptive statistics in climatology is seen in the articles by Portig (1965} and ,
Sumner (1953), while a measure of relative variability for different attnbutes (the
coefficient of variation) is employed by Fuchs (1960). - ’ .
Cumalative frequency distributions are ﬂlustrated in Beny s(1961) study of t.he
rank-size rule. Alexandersson (1956) also used, this type.of graphic reptesentation in .
an early study, 'of cjty classifications (see also Momssett, 1958). Some of the indices *
derived in descriptive studies (Sectxon 13) are based on deviations from the mean,
> and’ similar measures have been employed.in classifi cations (e.g. Nelson, 1955).
Noté that the validity of this approach depends orr the sample distribution having
characteristics of a nommal cyrve. Descriptive measures -are also computcd’ in
morphometric analysis (Clarke, 1966). - -
Fxnally, it should be noted that these summary ‘statistics tredt the sets.of values *
> in a linear fashion, disregarding the locauve elements. Much of jhe conventional
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statistical analysis, however, can be faulted in the same manner. Tobler (1966)

discusses the problems resulting from the two-dimensional aspect of geographic

data when measures refer more -properly to one dimension (such as time, for
example). Some research has treated, the problem of descriptive statistics for gjeal

distributions (Sec:ion 19). . i"
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SECTION 13 :
. ' INDEX CONSTRUCTION _f%%" .
s s+

Many descnpnve md:ces have been denyed in geographic researeh in érder to
summarize pamcular facets of a problem. Some are- related to the Procedures
described in the preceding section; Lewis’ (1966) level-of-living index is Basedupon
the mean and standard deviation, for example, while McEvoy (1968) used r‘ankmg

“techniques. One of the better known indices wasscomputed by Weaver (cited in
Sectich 12) to describe the mixing of crop, types in counties. It is also based on
ranking and a comparison.of actual proportions with ideal sets, by means of
deviation scores. The method can be applied to any situation where relative
proportions are organized in discrete groups; for example, industry groups (Johnson
and Teufner, 1968). It has generated much criticism, however both on substan tive
.and.methodological-grounds (see Hoag, 1969; L. J. Johnson, 1969)

Some indices attempt to compare a region’s share in some attribute; for
example employment in a type of manufacturing industry ry wiih its share of some
basic aggregate. Location quotients and various coeffi ents of localization attempt *
to describe this concept (Britton, 1965). Similar reasofu\&::p\phes to several indices -
of segregation developed in social geography (Clarke, 15Ns Timms, 1965: Duncan
and Buncan, 1955) Cumulative frequency distributions afe used to define Lorenz
curves for computing indices of diversification or concentration (Berry, 1959;
donklmg, 1963; Kuklinski, 1965; Krumme, 1969; I Johnson, 1967). Many
problem areas require indices that have not been employed before. One example of _
> this is Wong’s (1969) coeffitient of choice-perception. -

A major difficulty with these descriptive measures ls‘lha!/they*often do not lead
anywhere, they are specific to a problem and “cannot be generallzed Methodologi-
cally, they suffer because the sampling alstnbutlons of such measures are not
known; it sherefore is not possnble to associate any probablhty statements with
particular values. Two exceptions to this rule exist. Fist, the Gini coefficient,
derived from Lorenz curve analysis, is rélated to a statistic that has a normal
distribution (see King, p. 115). Second, a measure of regional hofhogeneity,
originally produced by Sherr (1966) has been reworked by Radhakrishna and
Subba (1968) who show thg} it is related to ‘the chi-square distribution (Secnon
16)

In" the list of references, some Work on operanonal deﬁmnons of dlfﬁcult?

concepts is also presented; for example discussions of measures of shape (Boyce -

and Clark, 1964; Lee and-Sallee, 1970), and of the definition of drainage basin axis

(Abrahams, 1970; o@, 1968). N\
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4. » T giee /

c . USECTION 14 " . S

.

’ TESTING "STATISTICAL HYPOTHESES:
o ¥  GENERAL CONSIDER:ATIONS

» In order to reach an objective decision ébout J‘esearch hypotheses, a set of rules _
. sineeded. The decrsron will be based on the outcomes of the sample and the risks
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the investigator is willing to take in making an incorrect_decision. The particular
sample of values is, of course, only one of a theoretically infinite number of |
samples of the same size from the same population. The complete set com’prises the
sample space, and in testing situations, this space is partitioned into two regions: a -
« region oi acceptance, and a region of rejecflon (or critical region). The dec:snon to
- iccept or refect is always made with respect to the null hypothesis (Ho: t
hypothesis of “no differences™. If it is rejected, the alternate hypothesis (H; ) may
. be accepted H; may be regarded as the operational _statement of the research  °
hypothesis.-
Two types of error are possible for the-dec:slon taken. If Hy is actually true and .'
lt is rejected, then a Type | error has been made. This is generally referred to as a,
the' coefficient of risk, significance level or size (of the critical region. A Type ns
error (8) ogcurs when H, is accepted when in fact it is false. The power of a téstis . /
+ defined as\(,l\-;?tl\le probability of: rejecting Hy when it is false. Obviously, the* -
TFype I error should be minimized as much as possible. The power is related to the
type of statistical test chosen, but generally it increases with a larger sample size.
Altematively, the size of the sample can be determined by a consideration of the .
. _ desired power of subsequent tests, indicating once again the lmkages between all
. stages of experimental design. ) ’
The rather formal procedures for carrymg out tests of hypotheses can be;hsted
N 1‘1 a number of stages

( 1) state the null hypothesls (Ho ), and the alternate hypothesis;
(2) choose a statlstu.al test of Hy, statmg the assumgtlons of using the related
. . statistical model; . .
: - (3) specify a significance level (a); - > '
(4) establish the relevant test statlstlc wh:ch involves *fi ndmg the appropnate
o L sarnplmg distribution; N
‘ (Srﬂet"me the regibn of rejection; . .
6) compyte the value of the test stattstlc using the sample values. If the computed \
value is greater than the tabulated value for the degrees of freedom associated
with the test (a concept related to sample slze) then the null hypothesls can be
rejected. One can then make ‘inferences about the nature of the relationships
implied in the research hypothesis forthe population, keeping in mind the
chosen significance level. Note that any inferences must be based on *,%1
substantive reasoning with respect to the theoretical framework of the ’
problemn,

o

.In addition to the normal distribution, there are three sampling distributions
(based on samples from the normal density) which are used primarily in test
situations: (Student’s) ¢, (Fishers) F, and the chi-square (x*) distribution. The
t-distribution is used in tests where sample means for two regions (or two subsets of ,
unit areas, or two groups in a sample of households, etc.) are being compared. The
null hypothesis in such a case would be stated as Hqo: p#t; =y ; i.e. there is no
e , difference between the population means in the two regions. ;he null hypothesls is
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always stated in terms of population parametérs. This test will Lave little value if
the variances in the two regions are significantly different, since extteme values
seriously affect the effectiveness of the arithmetic mean as a measure of central
tendency. Usually, therefore, one tests for differences in the variances of the
regions first of all, and the F-distribution is used in this case.

Examples of the applrcauon of the’se tests in the hterature are given 1n Mackay
(1967), Rushton (1966), Rushton, Golledge and Clark (1967) and Swan (1970).
The importance of a sound sampling basis for these procedures and the overall
releyance of statistical testing in geographic research are underlined by Gould’s
article (1976). Other specific examples oftests are given in Sections 16 and 17. The
procedures outlined here are applicable, however, for any work in which questions
of significance (differences, relationships, efc.) are involved, as in correlation or
regression studies (Sections 21 and 27). . T
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SECTION 15

TESTING THE FORM OF DISTRIBUTIONS

/

AQ, mdicated 1n the section on sampling, for many statistical tests the sample,
must have been drawn at random from a populanon with a known probability
. distribution, often the normal distribution. A number of procedures are available
that test whethet the set of sample values obtained approximates an expected or
théoretical distribution. Some of these are basically graphu and descriptive, they
are referenced in this section, although a tnore formal statement of tests of
. hypotheses was presented 1n Section14. One example of graphical methods is seen
in extreme value analysis, especially important in chmatology and hydrology
(Gumbet, 1967 Court, 1953 , Dury, 1964) where * ‘log-Gumbel™ probabnhty paperis
used {see also Gumbel, 1958 in Section 4B). g
. Tests of normality are most jommon in the literature. Graphical procedures are .
also involved here, anthmetic or loganthmic probability paper 1s employed, and
cumulative relative frequencies are plotted against class mud-points. The closer the.
resulting set of points to a straight line, the closet the distribution-is to normali
(Strahler, 1954 Chorley, 1966). An improved version of this method 1s to
construct a fractile diagram, which essentially places a ..onﬁdenue band around the
theorgtical straight. line (Thomas, 1967, Gibson, 1970, Tiedemann, 1968). Other
_Mests are numerical, based on the concepts of statistical inference (see Section 14).
A comnton test relates the observed frequencies per class wath those expected if the
sample was drawn from a normal distribution, The theoretical frequencies are
obtained from tabu}ated probabilities of a standard normal curve (with zero mean
.,md umt variance). and the relevant test statistic is chi-square (Maxweil, 1967).
Note that all these methods depend on some prior defimtion of.class intervals--
usually an arbitrary process. A'test that circumvents this difficulty has,been denved
by Snedecor, 1t uses moment ‘measures of the dxstnbutxon ard 1s based on the/
t-statistic (Section 14). Berry and .Tennant £1965) dlustrate the use of this test.
Note that if the results of fests indicate that the values are not dtawn from a normal
population, the researcher may choose to transform the data (commonly using
logarithms) or to use non-parametric methods of analysis (Tanner, 1959). -
Other references cited in ihis section are concerned with tests of the
goodness-cf fit of sample distnbutions with those expected from some theoretical
. model—fo‘r example, interactance models (Mackay, 1958). The distribution of
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dxsunces moved in mxgl‘auon or distances separating marnage partners, are also

expected to take on certan forms, and samples can be tested (Mornll and Pitts,
1967; Moore, 1971). Dacey (1964) tested the outcomes of a probabulity r{1odel
using a2 modified form of the, Poisson distribution, a discrete probability function,
to gemerate expected frequencies of points per quadrat (see also Section 20).
Finally, we nught note that 1t is not uncommon that a given set of sarnple values
) approximates closely several related population distnibutions. Quandt (1964) has
},_ ' addressed the problem that then anises. how to choose the best fitung distribution.

-
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SECTION 16

A .
OTHER CHI-SQUARE TESTS .
3

The chi-square statistic is often. used in testing the outcomes,of theoretical
models where observed and expected frequencies are involved. Besides fitting
samples to theoretical distributions (ds described in Section 15), probability models
can alsg be tested in this manner (Brush and Gauthier, 1968). If the F-test of the
equality of variances in two regions, for example,.is extended to the case of k
regions or groups, a chi-square statistic is involved. The test is known as Bartlett’s

test of the homogeneity of variance, and is a nec&séary assu n irf the analysxs of
variance (Section 17) and covariance (Sectiont28). The ar by Maxwell (1967)
and King (1961) include this test. \

More commonly, chi-square tests are, used in non-parametric situations (Section
18) when data are measured on a, nommal scale. Fwo (6r more) classifications of
unit areas are thus involved, and the fest seeks to establish whethef or not the -
classifications are mdependent The first step is to establish a contingency table (of
rerows by c-columns) by forming a cross<lassification of the areas. If the two
. classifications are independent, then the expected cell frequencies are a product of
the respective row and column probabilities, this statement has a theoretical basis ih |
the concept of a joint probability function. These expected frequericies arg ‘
computed and compared to the ob;erved frequencies in a particular way, and |
summed to produce a value of chi-square. This computed value is compargd to the |
. tabulated chi-square, with (r-1) &(c— 1) degrees of freedom, enabling one to accept |
£ or reject Hy . {
. This method is employed often in questionnajse analysis (see Baumann, 1969.)
. A related statistic, C, the contingency coefficierft which varies between Oand 1,ds
often computed at the same time “(Carey, Macomber, and Greenberg, 1968; -
. Fnendly. 1965), as well as other measures of aSSOCIatIOn such as lambda gamma,
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etc. Problems of interpretation arise when the, number of cells with expected

frequencies ot less than S is large, and when the contingency table is larger than

2 X 2. The first difficulty is usually resolved by reclassifying the data, while the

second can be eased appreciably because of the additivity property of chi-Square.

Maxwell (1961), cited in Section 4By shows how the total chi-square value can be

partitioned as a series, of 2 X 2 tables as a result of this property. Ray (1965)

illustrates this method. Co

The general utility of thé chi-square dlstnbutlon in regional; istudies has been
discussed by Mackay (1958) and Zobler (1957). A novel use of the revealed
probability levels associated with different values of chi-square is presented by

Kellman and Adams (1970} in their constellation diagrams of the linkages between

categorized variables.
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SECTION 17

ANALYSIS OF VARIANCE

. 4

The analysis of \fariance, in its simplest form, essentially extends the t-test of
significant differences in means for two regions to the k"region case. The null
hypothesis is then written as Ho: gy = gt =. ... =py, and the test statistic used is
based on the F-distribution. *The analysis mtroduces an mmportant concept in
statistical inference—the partition of total variance into. component parts. In the
single-factor case, the two components are within:group (or region) and between-
group variance. Note that there is then assumed to be no interaction between the
groups, \

The method assumes that the samples are drawn from normally distributed
populatiens, and that within-group variance does not differ significantly from
region to region. If the first assumption is not met transformations can be applied
to the sample values (Krumbein and Miller, 1954) The second assumption
(homoscedastlcny) is treated. by Bartlett’s test (Section 16); if it is fulfilled, the
only way that a significant variation can exist from gegion to region is if the group
means lie at different elevzgglons‘ An example of a single-factor model is presented
~ "by’ Knos (1962) 1n his study of urban sectoral variations in land values. The validity
of regional divisions can alsq be examined in this manner (Zobler, 1958; Laut,
1967; see also Section 33), as well as hierarchical classifications of settlement as
expected in central’ place analysis (Mayfield, 1967). The technique also has
considerabie utility in examining sources of variatign (Davis, 1971).

In addition, the analysis of variance can be extended to include other factors.
For example, Murdie (1969) constructed a 6-sector X 6:zone grid for metropolitan
Toronto in order to examine concentric and zonal models of spatial variation in
urban social structure. The sector X zones (1st order) interaction effect tould then
be interpreted as indicative of the notion of nucleations within the overall patterns.
This type of two-factor model has also beert used by Timms (197!} and discussed
" by Johnston (1970). oy
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It is clear that tHe number of factors could be mcreased but dtfﬁcultres in .
" interpreting lst-order 2nd-order (etc.) interactions also increase. The value of these
more complex Jmodels is great, however, as long as a firm grasp orr the theoretical -—|
implications is r}ramtalned Boyce’s (1965) analysis of urban travei patterns is
exemplary in this respect. A comprehensive review of different models is presented ,
by Krumbein and Miller (1954), and the obvious relevance of ihe analysis for .
questions of experimental design is discussed by Krumbein (1953). Operator
variance can also be evaluated in this context (Hill, 1968). P
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; b SECTION 18 -

NON-PARAMETRIC STATISTICS

-

. “
* When measurement js carried out using nominal or ordinal scales, most

parametric tests canmot be applied, so that a number of tests have been devised for
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--thi§ situation. Since no assumptions are rhade about the nature of the populatlon
distribution from which the sample was drawn, these methods are also called
distribution-free.” Non-parametric methods are particularly useful when samplé
size is small (Haggett, 1961); in fact, regular statistical methods cannot be used with
small samples unless the population distribution is ¥nown exactly. If all the
assumptions of parametric methods are fulfilled and if the measurement is of the
" required level, the non-parametnc tests are wasteful of data. The degree of this

difference is expressed by the'power efficienCy of the non-parametric ‘t}'st and the 7

distinctions can be virtually eliminated by increasing sample size.

" There are many tests in this category: Siegel, 1956 (cited in Section ¥B) covers
most methods. Useful reviews of the’ techniques ‘are presented by Keeping (1967)
and French (1971) Most parametric tests have non-parametric equivalents; for
exdmple, in testing for differences between measures of central tendency in two,
regions, the non-parametric test involves the median. Analysis of variance for the
k-region case (the Kruskall-Wallis test) is illustrated by Fenwick (1965). Measures of
association include contingency analysis using the chi-square statistic (Sectﬁw
for nominal data, while correlation coefficients (Section 21) can be.computed
ranked data. For example, there are two coefficients of simple correlation:
Speanman’s rho (Bucklin, 1966; Sternstein, 1962; Wood, 1967) and Kentall’s tau
(Cox, 1969; Golledgeé, Rushton, and Clark, 1966). A coefficient of multiple
correlation is also available: Kendall’s coefficient of concor&ance (w).

The Kolmogorov-Smirnov -test -has been empldyed often in dlstnbutlon-ﬁmng
(Section 15) when the saniple $ize is small (Dacey, 1968) An associated statistic,

Dpnax, is also very usefil. for those cases in contingency analysls where chisquare *

gannot be used because the number of cells with expected frequencies of less than 5

atge and where reclassification would remove much detail in the classification.

jn all K-S tests, the cumulative ;;’ropomons are used, and the maximum

difference in the two sets (Dmax) is known to be distributed as chi-square.
“~s Johnston (1966) ﬂlust;,qtes these procedures.
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SR . SECTION 19 .
i ' ,

GEOSTATISTICS

- The term geostatistics is used to refer to two main channels of research into
methods of applying linear statistics to areal distributions. The first approach,
. centrography, has the longest tradition, centers of gravity of @ populations of the
) USA and the USSR attracted much interest in the first two decades of this centufy
(Sviatlovsky and Eells, 1937). Bachi’s work (1957,1963) revitalhized the subjectand .
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added important measures of dispersion (the’ standard distan:ce, a bi-variate[
equivalent to the standard deviation) to the existing measures of central tendency.
In the latter case, there was some confusion over the arithmetic-mean center and )

. the median center (Hart, 1954), which was settied in the debate over the *‘point of
minimum aggregate travel” (Porter, 1963, 1964; Court, 1964).

The second tradition 1s embedded 1n attempts o utilize physical laws in the
study of social phenomena, evidenced in gravity models and in sokial physics. }he
latter research is associated with the work of Stewart and Warntz (I9-)58 1959)"and
Warntz’s subsequent development of macrogeography (1965, 1967). The main goal

» of macrogeographlc analysls is to examine the role of distance in understanding ,
regularities in aggregates of socio-economic data, and to this end potdhtial models
are employed. Néft (1966) has summanzed much of this work and integrated it
with the measures derived in centrography #Besides descnptlve statistics, Neft has
also discussed measures of areal associatiorr. . >

‘Gedostatistical methods are not reported frequently in the Ilterature although
Wolpert (1967) has emphasized ¢ the value of the médian center and model center of -
migration fields in_developing appropnata parameters for the analysis of spatlal
flow phenomena Finally, the solution of the Weberian “location-gridngle™ problem
in economic gedgraphy utilizes sxmllar.}approaches to those employed in geo-

atistics; see, for example, the contributions by Kuhn and Kuenne (1962) and
Cooper (1967).
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" POINT PATTERN' ANALYSIS -

The spatial distribution of points in a study area is analyzed by a set of
‘techniques that were originally déveloped in plant ecology (Greig-Smith, 1964).
The general’ forniat of these methods’is that the observed set is compared to the -
theoretlcal set of pomts that, would be generated by one of a number of probability
processes. For example, the "Poisson distribution can be used to generate an
expected ‘point set that is randomly distributed, while the negative binomial

-, _function is thought to generate a clusfered set. The technical details of applying .
thcse' functions can be appreciated by referefice to Hj:xey (1967). A usefu listing
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of most of these probability models, with comments on parameter estimation and
the avarlabthty of published tables, is given by McConnell (1966). '

_The primary question in this research area is: to what extent can the observed
set of points be described as regular, random, or clustered? There are two
approaches to answering this question: 1) quadrat counts and 2) point-to-point
distance measurements. In the first case, a grid is laid over the study area, and the
frequency. of cells that contain 0, 1, 2 . points is tabulated (Getis, 1964;
Harvey, 1966). T}us observed frequency drstnbutron can then be compared to a
theoretrcal ong, denved perhaps }‘rom the Poisson process, in which case
randomness would be tested.” ndeé) r..cértain assumptions’ concerning the inde-
pendence of point allocation to cells, i-square test is applicable. We may note

two prolleins in thrs method: a) the parameters used in the probability functions’

generaily involve some estimate of the density of points per unit area; and b) the
quadrat itself can be of varying size, so that diffetent conclusions may be reached
about *the randomness of the d1stn'butron In the first case, it is clear that an
adequate specification of the study area boundary is necessary ¢Hsu and
Tiedemann, 1968), although recent ‘work- in pattgrn recognition (Hudson, 1969) .
may identify sub-areas within a lar, ¢t region in whlqh the measures can be applied.

Distance measures have been deve loped from nearestneighbor statrst:cs used in
ecology (Clark and Evans, 1954) -and generalized | 35 order-neighbor distances by
Dacey ~(see Dacey and Tung, 1962 who also describe the regional-neighbor
"approach). The method involves computatxon of the mean distance and associated
variances for, each order, and comparison of these to expected distances. For
example, under the dssumption that the first-order distances are_drawn from a
normal population, a density dependent expected }nean can be denved Random- ~
ness can then be tested using tiie standard normal curve. Alternatively, a ratio of
observéd and expected mean distances can be computed.(R: the nearest nerg’nbor
measnre). The range of R is from O, indicating complete clustering, to 2.14 for a
“hexagonal, most regular pattern. If R=1, the distribution is said to be random.
This measure is illustrated’in the studies by King (19‘52) and Barr et al (1971).

Only a sample of the literature is given in the ligtmg, see King's'survey of the
field. Although settlement patterns have been the’y ‘m; n:focus of empirical studies, it
is clear that any distribution that can be représe ed as a set of points.can be:
evaluated using_ these methods; see, for exampie, the dase for drimlins, Smalley and
Unwin (1968) and Trenhaile (1971). The mr;SIicrt hope that analysis of poirt
paticrns would fead to greater understanding of f)r sses generating the patterns

has not been fulfilled. Indeed, Harvey’s work (1966) indicates that any-attempt to,

understand nrocess fr'bm form analysis is likely td be self-defeatmg In this sense,
then, the.great amount of research effort expended the analysis of point patterns
has not had any positive substantive- feedback for the discipline. On thg other hand,
Dacey’s contribution to spatial stochastic process modehng is exemplary in pointing
up the evolution of geography toward a theoretical discipline. ,
' . o~ = : L
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SECTION 21

CORRELATION

-

In correlation studies the emphasis is on the interdependence between two or
more variables, with no implications of functional relationships. In terms of the
matrix organization of geographic data, the researcher would be concerned with
companng two or more columns—examining the covariations of two ogmore spatial
distributions. It is worth noting that this measure can be derived directly from
probability theory, covariance has a specific interpretation in this respect. If twor
random variables, say X and Y, are independent, then the variance of their sum is
equal to the sum of the respective variances: Var(X + Y) = Var(X) + Var(Y). This
expression is modified by the addition of the covariance term (Cov(X,Y)) for the
case of dependent random variables. Note that the covariance of a variable with
itself 15 the vanance. Cov(X,X) = 2. The population correlation (p = tho) between
X and Y is defined as p = Cov(Zx Zy). where Zx and Zy are the standardized
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" variables for X andY: eg. Z; = (X; 1) / U, Alternatively, one can write
p=Cov(X,Y)/ 0,0,. t .
The sample correlation coefficient (7) expresses the degree of association
between two variables, and it has-a range: from —1 (a petfect negative or, inverse
_relation) té +1 (perfect positive or direct association). The coefficient, then,
expresses both magnitude and direction of association. Gn the assumption, of a
random sample ffom. 3" bivariate normal population distribution, the research .
hypothesis of a dignificant association may be tested (usually, Ho . p = 0) by means

Jof a rtest. It is also possible to test for significant differences between the

correlation coefficients of two regions (Ho : p, = p,) by means of a transformation
and reference to the,standarg normal distribution; see Thomas, 1962 (cited in
Section 27), who uses the test for different time periods. The' square of- the.
correlation coefficient, r}, is known as the coefficient of determination, and it
mmageneralsmsetheproporﬁonoftotalvariamethatthe_twovariabhs -
have in common. It is more correctly derived 2s a particular fatio of components of,
vasiance in regression ‘problems (Section 27), but in empirical studies it is usually

had reported as 2 percentage, or as the level of explained vdriation. ) ’

Thus far oaly the bivariate situation has been described. With more than two
variables, two alternative approaches are possible. First, the researcher may wish to
compute all -possible pair-wise correlations from a set of m attributes. In this way, a
new matrix of intercorrelations (order m X m) can be derived for further analysis;
as by means of factor analysis (Section 24); see, for example, Berry (1963) and
Norman (1969). Second, a multiple correlation analysis may be carried out. In this )
case, the coefficient of multiple correlation (R) indicates the degtes to which two
or more variables relate to 3 third. For example, Ry 7 is the multiple correlation
coefficient of X'and Z With Y. R% is defined as the coefficient of* multiple
detci’rmmnon., . g ’ N . » . ]

. Inriulﬁpkcmla}im;tudisnkaboimhucﬁwtommmtheasoéia e
between any two vaizbles, with the influence of othef variables held constant ®
statistically. This is achieved by the partial correlation coefficients, which are , »
usuzlly denotéd as foflows: if threg variables are involved (eg. Ry xz), tiiclf there .
are three partial correlation coeffjcients: 1y, .+ 1,; , and Ix2.y- The first, Indicating ¢
the association bgtween X z8d Y with the ‘influence of Z held constant, may be .

1 different even in sign from r,,, the simple correlation coefficient. Note that partial
correlation coéfficients have been'use)d in two majcr contexts—in causal analysis |

- {Section 23) and in step-wise Fegresston procedures (Aangeenbrug, 1968; see also
~Section 27). A standard text on correfatictl gnd regression methods is Efekiel and l
Fox, 1959 (cited in Section 4B). D " ’

In geographic applications it seems that-most studies do not necessarily fulfilt
the assumptions for the ‘testing of «hypotheses..Instead of using a comp .
inferential framework, then, correlation studies appear to be mostly descriptive; for -
example, in comparing different measuses of manufacturing (Alexander and -
Lindberg, 1961;.Leigh, 1969; Wong, 1968). Also, it is useful to examine
correlations to further understinding of any regression analysis that is subsequently .-
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carned out (Ambrose, ¥970). A more exphcn repr&sentauon of this approach is
seerf 1 the diajraming of correlation bonds (Melton? 1958). Smith (1965)
illustrates an intégesung application of correlation analysis. The matrix’ is
transposed (reversal of rows and columns) and correlations computed between areal
unuts (towns 1n the study) in order to classify them by means of cluster analysis
(Sectiop 32).

Difficulties in applying this techmque in geographic resarch stem from the
different szzes of areal uruts. as mmght be expected from previous statements made
about the mnfluence of the aggregation effect. One solution-weighting the
 calculations by the areas mvolved - was proposed by Robinson (1956). Thomas and
Anderson_(1965) present an mferential framework on more general grounds than
those used by Robinson, but there are still a number of ptions involved that
mhibit a general solution. More importantly, the shape orientation of
two-dmmensional collection urnuts cannot be handled by such methods Curry (1966)
rarsed this question and generated much research on the way in which administra-
tive units effectively filter out characteristic frequencies in the data. Spgtial filtering
methods attack this problem directly (MacDougall, 1970), and referenca in
Sections 22, 29, 30 and 31 are all pertinent to t.he problem.
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SECTION'22 .

ECOLOGICAL CORRELATION ‘

/

Data o individuals, aggregated into a set of basic areal units such as countres
form the basic input for many geographic studies. Variations between areal units,
analyzed in a number of ways, can then be used to make inferences about aréa

. structure or the structure of characteristics of areas (Beshers, 1960). This would
appear’to be a primary level of descnpnon (no matter how advanced the techniques
employed) concerning spatial distributions or arrangements, and it naturally does
not allow the researcher to make any statements about processes thought to lead to

_ the observed-patterns. Process, in most studies, is interpreted as the oufcomes of
sets of rlecrslons, made by individuais or groups, wrth dlfferentrated locational
‘impacts on an’existing spatial distribution. w

The question that arises at this ]uncture is: can inferences about individual-level
behavior (= process) be made from observed variation in fgrms, of unit areas? This is
the problem of ecological correlanon The recent volume edited by Dogan and
Rokkan (1969) is particularly recommended for a series of articles on aspects of thé
problem (All,gerLl_969; Valkonen, 1969). Certain assumptions are necessary to allow
-the transfer of inferences across the scale difference, but Valkonen illustrates how
this appears to be especially a function of areal unit size—the larger the area the -
higher the ecological variation and the higher the ecological correlation compared
to individual correlation. Clearly,. the effect,of different-sized units is methodo-
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Togically related to the problem of modifiable units (Section 21) and to filtering
techniques used in trend analysis (Tobler, 1969, cited in Seé/tion_30) and in space
series analysis (Casetti, 1966, cited in Section 31). Substantive interpretations,
however, differ considerably—at least as reported in the literature, A careful sorting
out of theoretical and methodological elements is demanded in reading this,
literature. ’ o .
In order to test adequately the applicability of this idea, a strategy is needed
whereby individual data, referenced by locational coordinates, "is available (a rare
* situation) and different aggregation factors can be applied to it. Goheen, 1970(cited
in Section 26) has presented a series of tables of factor structures (Section 24) for
the city of Toronto over four time periods (pp. 139, 158, 174, 207), based- on
individual and areal aggregations of the same basic information. At the small scale
used in his study, Goheen concluded that there was little difference in the results,
-i.e. ecological and individual correlations were relatively dongruent. Lo

ALKER, K. R. Jr. “A Typology of Ecological Fallacies,” in Dogan, M. and S.
Rokkan {eds.), Quantitative Ecological Analysis in the Social Sciences,

Cambridge,'Mass.: M.L.T. Press, 1969, pp. 69-86. . o

ALLARDT, E. “Aggregate Analysis: The Problems of its Informative Value,” in
Dogan, M. and S. Rokkan (eds.), Quantitative Ecological Analysis in the
Social Sciences, Cambridge, Mass.: M_LT. Press, 1969, pp. 41-51.

BESHERS, J. M. “‘Statistical lnferéncesamSm'all Area Data,” Social Forces, Vol.
38, 1960, pp. 341348, o n
GOODMAN, L. A. “Some Alternatives to Ecological Correlation,” American

Journal of Sociology, Vol. 64,1959, pp. 610-625. ’ ’
- —~ROBINSON, W. S- “Ecological Correlations and the Behaviour of Individuals,”
American Sociological Review, Vol. 15, 1950, pp. 351—357. N
VALKONEN, T. “Individual and Structural Effects in Ecologica’ Research,” in
Dogan, M. and S. Rokkan (eds.), Quantitative Ecological Analysis in the
Social Sciences. Cambridge, Mass.: M.LI.T. Press, 1969, pp. 53—68.

SEE ALSO: Section 21. Cug# (1966).
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SECTION 25
4

QAUSAL ANALYSIS /
. ' ./
L) ‘ i h P,
In empirical studies, the control of independent variables possible in laboratory
situations (holding other factors constant) is not feasible, so that a particular
methodology to establish tausal connections between factors has been derived,

largely due to the w%r}; of Blalock, 1964 (cited in Section 4B). The technique is

£

56

ERIC ., 00063 -




S

a

based upon the partial correlation coefficients; for example, . when a causal link
between factors X and Y is expected and ryy , =0, the product ry, 1y, can be used
to predlct Ixy as an expected simpfe corfelation. This expected correlation san then
be compared to the computed coefficient, providing an indication of the adequacy
of the causal model. The lack of any causal connection between factors is expressed
by rxy = 0, and this can be compared directly to the observed correlation. '

Cox (1968) has illustrated this techniquein a study of suburban voting behavior,
in which :::Binadequacies of an initial model are treated by the development of a

4
better causal situation with different linkages. Criticisms of this article point out

. two major difficulties in applying the method in geographic research: 1) Taylor

(1969) indicates that the researcher must apply extreme caution in the statement of,
relevant causal linkages; and 2) Kasperson (1969) shows that the transition from
theorencal background to empirical operatxonahzanon has to be carefully
evaluated. '

-
) k3

. CAPECCHI, V. and G. GALLI. “Determinants of Voting Behavior in Italy: A

Linear Causal Model of Adalysis,” in Dogan, M. and .S. Rokkan (éds.),”
Quantitative Ecological Analyszs in the Social Sciences. Cambndge Mass.:
M.LT. Press, 1969, pp. 235-283.

COX, K. R. “Suburbia and Voting Behavior in the London Metropohtan Area
Anpals, AAG, Vol. 58,1968, pp. 111-127. LT

COX.X. R “Comments in Reply to Kasperson and Tayl JAnnals, AA( , Vol 59,

. 1969, pp. 411-415.
KASPERSON R. E. “On Suburbia and Votmg Behawor » Annals AAG, Vol. 59,
1969, pp. 405-41T. * v
TAYLOR, P. J. “Causal Models in Geo‘graphlc Reséarch,” Annals, AAG, Vol. 59,
1969, pp. 402--404. .

SECTI ON 24 ) -

i FACTOR ANALYSIS AND PRINCIPAL COMPONENTS
ANALYSIS “AN OVERVIEW
. , , x P e .

A vanety of methods can be déscnbed under the general heading of factor
analysis. They gre all concemeq with. thé- relationships that exist between sets of
variates; in other words, lnterdepenaenmes among a set of attributes are ghe major
concern.” This has already ,been noted in the case of correlation studies, where 4n
underlying coficept was the“extent to whlch two or more variables shared a
common amount of the total variance betweer them. Factor analytic techniques

seek‘a further answer to qugstions raised in' this context: given a large aumber of

avanables,,ls it possiBle to descnbc composfte ‘vanables fewer in number perhaps

o] v .o - (, . e
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uncorrelated with each pther, that sum,manze the known degree of redundancy that
exists il the larger set? Factor analysis does provide an adequate answer to thrs
question -and is<one of a number of techniques usually grouped together in
multivariate analysis. The sampling assumptions are rather moe restrictive for these
analyses, and geographic research has tended to shy away from any inferential
questions in.this context. Thus factor analytic studies tend,tp be largely descriptive
of regional structure.

Two forms of analysis dominate the field: principal components (Section 25) -
and factor analysis (Section 26). The differences between the two approaches have_
been adequately stated by King in his text, but they are rarely made explicit in the

_ literature. Indeed, the particular modgl uséd is not always specrﬁed and on

occasion the possible options for factor analysis (e.g. rotation) are applied
incorrectly to the principal components model. In the latter case, it seems clear that
the researcher works from data towards the specrﬁc(fron of a theoretical structure
for) the domain he is studying. The analysis itself is simply a mathematical
hogonahzatron (a process of making new vanables independent of each other) of .
the existing set of attributes, and in the execution of the method tfie researcher
may be lucky to give some empirical meaning to the derived mathematical artifacts
or components. In contrast, a theorhtrcal model should be tested by factor &nalysis:
does the model agree with the data? 1f so, estimates of the parameters can be made.
s Even with these strict drfferences between the two models, it is clear that some
prior evaluation of the hkely outcome of applying any technique should be made.
In this case, relevant questions are: how many factors can be expected; what types
of factors,-seen as combinations of the original variables; how should the original
attributes be defined in order to answer the research questions posed; what sort of
relationships e‘an/i expected among the new factors; and, what are thé most
meaningful communality estimates? It js particularly’ the last“two questions that
serve to differentiate the twd” models. In prmcrpal components analysis, only
orthogonal components are produced and there would seem to be little point in
requmng non-orthogonal solutions. As we' shall see, this is not the case in factor
analys1s where oblique solutions may be more relevant, theoretically. Communality
estimates refer to the extent that the particular factor solution accounts for the
variance of any original variate. Operationally, these values are placed in the
principal diagonal of the intercorrelation matrix, which is the stage at,which .
analysis usually commences. In the principal components method, 1.0 is the
element value. In other words, the variance is emphasized. (Since the.attributes are
usually standardized- before the intercorrelations are computed, they have zero
mean and unit vananqe) Faétor analytic models have a different orientation, and
communahty esum s used in geographic research often use R? , the coefﬁcrent of
multiple determinatiSit of thejvariable in question with all others in thg set. Thus
these latter models stress the covariance aspects of the problem. A
» The steps in the analys1s may be outlined in brief for the principal components
solutron, and then the differences for the factor analytic model can be stated: Ag®*
we have already mdrcatea,;‘the attribute’ matrix (order n places by m attributes) is
o 5;8
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usually standardized, and the matnx of zero-order correlations is computed

(m X m). Analysis of the latter matrix proceeds by deriving the associated
characterisfic equation(a polyhomial of the same order % the matrix) whose roots
define the latent values or eigenvalues. For ea ?;11 elgenval , an eigenvector can bé
computed and when standardized the matrix (m X p) desgnibing factor structure
can be derived (the standardized eigenvector associated with eigenvalue K is entere
fmto the matrix as column k). In the case of principal components, p = m n the
,eomplete solution. More commonly, however, p is taken as some number of factors
"less than the total number, and cntena for doing this are inexact. Included are-
either those factors with elgenvalues greater than 1.0 or those that account for
more than 5% of the total variance (measured as the proportion of any eigenvalue
to otal vanance, which in this case equals the sum of the eigenvalues). The
elements of the columns of the factor matrix, often called factor loadings, can be
used. for making a gqura.phlc interpretation of the component. This final stage *of
the analysis 1s usually aided considerably by computing the component scores— the
location of each of.the individual unit areas on the new variables, .computed as a
direct linear function. When these scores are mapped, it is usually possible to give
Some empmcal interpretation to the component. Finally; we should note that the
factors are extracted sequentially so that the first one accounts for as much of the
variance as possible; the second then accounts for as much of the'residual variance
as pOSSlble and4in addition is orthogonal to the first; and so on, forYemaining
factors. .

Factor analytic models differ from the pnnc:pal components solution in several
respects. The stitement of the model itself implies a radically different philosop
Fattor analysis tests a mbdel that is based on the idea of partitioning.the tot
variation into componept parts: the common factor variance (the variance
Factor 1 + variance of Factor I1 + ... etc.), the error variance (usually assoCiate
with measurement), and non-error variance specific to variables, excluded from the
' factor structure, or unique variance. In terms of an understanding of theoretical

T factors underlying. some set of attributes, this would appear to be a realistic
approach This partition of the total variancg also explains why the question of
communality estimates is~so ihportant in ,);cm; analysis. It also explains why
factor scores are. Only estimates of scale scores, compared to component scores.
‘Finally, the idea of rotation of the factors 1s feasxtzle and is theuieiically of value in
factor analysis. Ruiaiion is carried out by changing the factor loadings so that some
critenon, such as simple structure, is achieved Qra best fit from a theoretical point
of view is obtained. Note thaf the final communalities are not affected by rotation,
although eigenvalues are.
. The references include several articles on the utility of factor analytlc‘model
especially’ with reférence to thg social geography of the city (factynal ecology); see,
especially, Berry, 1971, Rees, 1971, Janson, 1969. A general review of'multivariate
‘ analysisis presented by fThompson (1970), while applications of, this approach are
given for ,physical geogfaphy-by McCammon (1966) and Mather and Doornkamp

-
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& (1970). A general proBlém is that factor nalysis assumes that relationships between \
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variables are linear, and thus their effects are additive. Many correlation and
regression’ studies, particularly of residential structure of urban areas, have shown
that non-linear relationships are more likely. The relative value of using factor
analysis against traditional methods such: as correlation cyn then be addressed
(Meyer, 1971). Ev:dently, many-of the conclusions in such an inquiry wxll relate to’
the level of generality that the researcher wishes to achieve,
In Settion 4B, the foflowmg texts are useful for factor analysis: Harman (1960),
i Lawley and Maxwell (1963); Horst (1965); and'the two articles by Cattell (1965),
particularly for ‘the relative advantages of oblique and orthogonal solutions. Matrix

algebra is treated in Fuller (1962), Hohn (1964) and Horst (1963), also cited in
, that section.

~
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PRINCIPAL COMPONENTS ANALYSIS '
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Principal comyonents analyses of the-attribute matrix, defmed as in Sectron 24,

" have been carried out for a number of purposes. ,An emphasrs on structure by .
examining te loadings matrix and associated mapped patterns of *component ‘
scores, is illustrated ia the studies by Blaikie (1971), Carey (1966) and Robson,
(1969). Another common procedure 1& to utilize the component scores as input to
classification or regionalization schemes (Section 32). Moser and ‘Scott (1961) and' ~
Yamaguchi (1969) present typologies of urban centers, while Ahmad (1965) and

.~King (1966) are concemed alsp with® the regional aspedts of urban system-
classification. The value of the approach for the study of economic regions is
clearly stated by Brown and Trott (1968). It is also possible to re-analyze the scores .,

. obtained from an analysis, looking for higher order component solutions, Chis is
sometimes accomplished by rotating the axes to an. oblique solution, and“then
. forming an orthogonal solution for the correlated scores. A\n alternative method is®
to analyze only a sub-set of the original pumber ©f unit aréas..The study by Jones ¢
and Jones (1570) represents this approach, since they performed a principal.
componenyg analysis on a sub-set of the ¢ owns used by Hadden and Borgatta 1965.
(ciied in Section 26). < . o

The techniques as described thus far coneentrate onforming composrte vanables ~

from the matrix of inger-corzclations; i.e. the method essentiafly. analyzes

, differences between the columns of the matrix.The general name for this approac}i:’/
is R-mode analysis. It is possible, hdwever, to carry out the analysis for the rows of
" the matrix, in which case a Q-mode analysis applies. The result_is * ‘compdsites of
unit areas,” or rough indications of types of area, such as farm types (Henshall and
King, 1966). It is alsq. possible to use other measurement scales in.factor analytic
studies, The presenc§ orabsence (i.e. rrominal scaling) of attnbu}es, codeLd as a

+ + _series of 1-0 measures, can be analyzed directly (see Berry, Barhum, and Tefinant,
‘ 62, cited in Section 26) or through an intercorselatipn matrix for such binary 7
da based on the phi-coefficient (Henshall 1966). A siniilar_phi-matrix was used ’
by Garison and Marble (1§64) in their study of grouping tendedries zmong
transpoktation nodés; since it wag derived from the 1-0 connection atrlx -
Interaction matrices wrth elements representing actual flows between places can
also be analyzed (Simmons, 1970) to produce common sets of origins and ¢
destinations. SN

One under-utilized value of principal components analysis is the very | fact that
. the resulting sqores for the set of areas are independent of each other. As will be
seen from the discussion of mdependent variabjes in regression analysis in *Section
275 the use of componem scores ,would allev,rate many pro‘lems of multl\:
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ity in genera] linear rnodels This approach is r]lustrated in the studres by
(1963) and Riddell (1970). . - .

7
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SECTION 26

FACTOR ANALYTIC STUDIES °*

Itis clear that many similar studles to those reported in the preceding section are
cited here. For example, the use of factor scores as basic input for reglonahzatlon is.
described by Berry (1965) and Hadden and Borgatta (1965). Indeed; most of the
studies are descriptive, rather than fulfilling the role that factor analytic models are
presumed to have in the testing of theory. However, a fairly wide range of problem .
areas is represented, so that the general features of the analysis can be related to the
interests that any student might ‘have. The use of factor scores in general linear.
“models is represented by the studies by Hartshorn (1971) and Lowry (1970). While
these studies employ the factors as mdependent variables, it is obvious that they
could be treated as dependent variables. One particularly interesting form of the
linear model (trend-surface analysis—see Section 30) has been employed to
partition the total variations of the factor over space into regional and local
components (Goheen, 1970). Interaction matrices have also been analyzed using ]
factor analysis, and if the results are then used in regionalization schemes 4 set of
functional regions is obtained (Goddard, 1970; llleris and Pedersen, 1968). )

One exception to the generally descriptive use of factor analysis i in geographlc
research is seen in the study by Jeffrey, Casett;, and King (1969) Individual
time-series (Section 31) were, available for each c:ty in a sample of midwestern
metropolitan areas. The research hypothesis was\ that the set of series contained
three levels' ipf variation: 1) factors’ operating throughout the system; 2) factors.
common to cities in predetermined groups (on the basis of similarities in cyclical
behavior); and 3) a factor unique to each ity. Bi-factor theory is applicable in such
a context, and for the unemployment series used in the study the hypothesis was
substantiated. It is apparent that studies of this nature are important in testing

« evolving geographic theory, which must mcorporate multivariate components of.

spatial problems. This study underlines the fact that analytlcal models of the types
described in this and the prior section could be extremely valuable in such contextg,
since the concept of parsimony in empirical reseasch situations is mcorgorated into,
techmques used for testing theory. o ‘
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In contrast to x.orrelauon studies, funcuonal relauonshlps form the focus of -
mterest in regression analy sis. The most general stajement of such a relationship is

= f(X), the variable Y 1s said to be dependent on vgrations in X. Y isknown as
the dependent or response vanable while X is an independent (or control,
predictor) vaniable. The amportance of a strong theoretical framework for posing
regression guestions must,be realized at the outset, for examplé, what is the-form of
the, relationship, what are the natural process mechanisms at work, what are .
possible increments of Y given unit increases in X, what is the value of Y when
X =07 The first question raises the dlsunutlon between lmear and non- hnear
" models. ' > .

The. simple (1.e. bivaniate) linear model is usually written Y =a+ X + €. and § :
are constants of regression. « is the value of Y when X = 0, the Y-intercept. § is the?
regression coefficient, indiating the sl‘ope of the line, a direct relationship being

_indexed by a positive value for §, while a negative value shows an inverse
relationship. The error terms (€) represent that part of the _vanabxlny in Y not
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accounted for by the Ginear relationship. 11 1s assun«ll that these dewviations ‘a?e
independent and normally distributed, with zero mean and unknown vanance. In
geographic research ‘the mapped pattern of such residuals from regression may
indicate that Si}e expected random pattern 1s not foulnd, so that this assumption
the’ model is not fulfilled Non-linear relationships. are often expressed 1n a hinear
> form by means of transforming the original values for either X or Y or both, usually
by logarithms For example, an exponential relationship (semi-loganthmic) can be «
written as log Y, =log a + log b X + €, while’a power-(or loganthmic) function
(Y =aX®) can_be exprgssed as log Y = fog a + b log X + €. If these simple
N transformations do not suffice, than a $olynomial regression may be carried out
{Section 30}." ‘ s
Whatever the chosen form of relationship, the paired obgservations for each areal
unit can e represented in a gr?aphl:.al format as a scatter ‘diagram, usually with Y
plotted on the ordinate and X on the abscissa. As indicated above, the association
betweep X and Y is written as a mathematical expression, so that in the elemental
form this appears’to be a case of fitting a curve to the set of points. At such a stage,
then, there are no ipferential questions involved, but in choosing one of the infimite
number of possible lines that could be drawn through the set the concept of an
averaged relationship j$ employed" it is assumed that there 15 a sample distribution
of Y. values for eath X, which is usually regarded as fixed, for example, for the
fixed x; there is a range of values of Y, , and the observed.value (y,) is regarded as
randomly drawn from that distribution. The set of Y, distributions are assumed to
be equally variable for the set of X values. For any X we assume that differences in
the Y values are due to sampling error, and seek to reduce the effect of this
variation by taking the mean of Y gwven X. In this sense the method used results in
" an averaged regression line. For a full discussion of the assumptions in regression

Nlalysis, see Poole and O’Farrell (1971). - , -

e notions described above can be realized with the criterion that the .
deviations of points from the regression line should be minimized, this 1s achieved
" by the methgd%f least squares. The sum of squares of the deviations (error terms)
is used rather than the abselue valug sum because jt cap be differentiated to find
" its minimum. The method also restrlts in the maximum likelthood estimates for the
, regression constants, and 1t is easily e'xmldedt{t}‘;: non-linear case. The two
] normal eguations produced are solved for  and b, su W{ituling these values in the

3

equation results in a set of estimated values of the depéndenl?énable\(Ye) which

(Reference, Section 4A, pp. 121-122; 135-139). - \
The concept of partitioning’the total variation of the Y values into component
parts is again used in regréssion analysis. The total sum of squares, =(Y; - Y)?, for
the dependent variable can be thaught of as attributable entirely to random effects
when tredted by itself. However, in regression analysis, some of this varigtion 1s due
. to the k't:n relationship befween Y and X, and an expression for the sum of
squares dde to regression (explained variatio‘p) is derived, Z(Y, — Y)*. The:
s " .o T W
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can be comparcd to the observed values (Y,). For worked examr;les,\see King__.
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‘'variation, Z(Y; = Y,)?.

.
- ‘ :

dllTerence between tota} and regresdion sums of squares, then s the uneXpIamed
Two related questions may be raised at this point: 1) how .important is the -
relationship between X and Y, and 2) how good is the fit of-the line? The first
question 1s treated by forming the ratio of the regression sum of squares to the tota]
sum ofAquares, which is the coefficient of determination (r*) described in Section
2} The square root of this ratio is, of course, the correlation coefficient. We note
ere that the regression and correlation coefficients always have the same sign. The
second question really asks how ‘large, on the average, ate the deyiations? The
standard error of estimate arswers this question, providing an indication of the
variability of the scatter of points about the regression line and allowing the
nstruction of confidence intervals or'error bands. A standard error for the
regressioh coefficient is also derived, and can be used to test the research hypothes.s
that the slope of the line is significant (Ho : §=0). Naturally, a properly desngﬂed
sample is necessary for the application of any inferential tests. .

The simple linear model generally has limited value in most geographlc research
situations, unle& it is suspected that one factor is the main determinant of observed
vanations in the dependent variable. The general. linear model is more commonly

\ N m .
employed, and it may be written as follows Y‘a+ z | B; X;+ €, where € is

v l—

«

deﬁned as for the sunple case. For. example with three independent variables, the
model ls Y= a+, 2 ﬁ,x te=atbyy, 23X1 +by2 13X2+by3 12X3 te. lt is

clear that the regress:on coefficients are expressed in a dlfferent manner from the
simple model for this analysis they are known as partial regression coefficients. The
concept ef a partial correlation coefficient was introduced in Section 21. Similar
reasoning applies to partial regression coefficients—the rate of change in Y for a
unit ghange in any independent variable is'coﬁ-\puted holding constant the effects

of the other independent variables statistically. As they stand, partial regression .

. coefficients cannot be eompared since their values are affected by the particular

Q
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metric employed. Normally, then, the researcher computes standardized regression
coefficients; for examp'k the first partial regressjon coefficient in the three variable
case ‘above can be standardized as a beta coefficient, B1=byq.23(51/8%). (See
King, p. 140.) Beta values may be compared directly in order to evaluate the
relative lmportance of each independent variable.

Least sqnarcs methods are also employed in ﬁtung 3 plane (for the two
mdepevndent variable’ case) or a hyperplane (,otherw1se) to the scatter*of points. In
addition, most modern computér programs use matrix solutions of the’sets of
normal equations; the texts by King and by Krumbeir and Graybill have good _
discussions of these methods. The overall significance of the multiple regression can
‘be tested using an analysis of variance approach, and significance tests (using the
t-s{atistic) are available for indwidual partial regression céefﬁc:ents as’ well as for
differences between any two coefficients. Some of the problems associated with
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this technique have ‘been discussed prevnously, for, example the questlon of
modifiable units in Section 21. Spatial~autocorrelation is taken up in Section 29,
and theé inclusion of regional effects, i.e. groupings of units, is described in Section
28 (Analysis of Cqvariance). A further problem is that the model assumes
independence in the predictor variables. Lack of independence 1s known as the
problem of multicollinearity, and we have already noted that one value of a
principal components or factor analysis of a set of vanables is that a number of
uncorrelated variables result.

The listing of references clearly shows the extent of the application of regression
techniques in geography. Almosteevery sub-field including cultural geography

" (Sopher, 1968) is represented. Besides any particular methodol’gncal inquiry, then,

the references can be used to examine theoretical construtts. For example, the role

of the distance factor in gravity models is illustrated by Helvig’s (1964) study of =~

truck movements, while there are many other references to, the frictional effects of
distance in the cited articles dealing with population density and land value patterns
in cities, or in the field of intergal migration. It is often useful to follow through an
author’s use of several techniques, placing them into perspective (Blaikie, 1%1)
The use of regression techniques in fitting model parameters has already, been
described in Section 15, but Casetti, King, abd Jeffrey (1971) provide a further
example. The partial correlation coefficients are also employed in step-wise
regression procedures, in which a sub-set ‘of the total number of independent
variables is chosen in order of importance of explaining the variability in the
dependent variable. This method is illustrated in the studies by Reed (1967), Brunn
and Hoffman (1970), and Olsson (1965).

The iapping of residuals from regression was ongmally suggested by Thomas
(1960) as a means for evaluating other potential independent variables-which had
not been included in the onginal model formulatlon As suggested above, a
non-random pattern of reslduals really means thamhe assumptions of the technique
are not fulfilled, and it may indicate that non- linear relationships are present, or

that the model itself should have an autoregrdssive structure built, into it.

Certainly, any application of inferential tests would be inappropriate. Residual
maps are still employed frequently in the literature, especially in a standardized
form (Logan, 1964; Mueller, 1970).

’ .
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SECTION 28

) ANALYSIS OF covAglANCE\K

-

"In analysrs of variance models (Sectron 17) the groups may not be randomized in
terms of the criterion variable, and if this is the case pre-treatment differences are i
p  said to exist. The original use of the analysis of covariance was to take out such
pre-freatment differences. Asemployed in geographic research, however, a différent
interpretation is made. For eXample, Thomas (1960) studied the differential growth
of suburban areas in Chicago, and it appeared that suburbs located in Certain sectors
had hrghgr growth rates than tho3e in other sectors, A sectoral effect could then be
hypothesized, and the inclusion’ of this into the model should increase the level of
explgaatjon Regional effects are obviously of the same genre. Note that in essence
this \factor is a nominal 'scale d as such it cannot be included in ordinary

regression models. The use of dummvariates, where a unit area would hdve a value

of 1 if it was in the sector or region represented\by the variable, and O otherwise, is
- one way in which attempts have begn made to account for, the effect. There- re,

however, certain technical difficulties associated with the use of dummy vanates

see especrally ‘Lansing and Morgan, 1971 (bp ;314—343) )

The analysis of covariance is more effective in such srﬁfatrons It combines the

" analysis of ‘variance and regression Jlechniques, and is thus a rather powerful
- inferential modgl. To compensate for this for the appliedresearcher, however, the
.sum‘p;rpns that ‘must be fulfilled are rather restrictive. The analysis tests for the

~influence of groups (sectors, regrons) on the level ‘of explagation in_the total
* regression model . Two assumptron§ must be fulfilled before the test can bé made:
; 1) the..variances in the dependent variable do not differ from group to group
(Bartlett’s test, Section 16); 2) the group regression lines are ﬁarallel gHo B =8
=...==fk, for k groups), for which the test statistic is the F-distribution. If these -
‘assumptions are fulfilled, the only way in which the group regressions can differ is
. by having Y- rntercepts at different elevations; this is tested by an F- statrst:c with

-

reference to a ¢o mon, regresSron hne If the null hypothesis is rejected, a%egional
effect can be infer®d,"in the light of acknowledged functional relationships.

The analysis of covariance would appear to be an important rhethod whereby
regional effects can be evaluated (King, 1961; Kariel, 1963). It is clear, however,
that the usual caveat of correctly designed sampling frameworks is needed in order
to satisfy the assdmptions. .o

u i .
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. SEE ALSO: Section 11. Lahsing and Morgan (1971). L™
¢  Section 14. King (1961). '
e Sectxon 217. Bogue and Harris (1954); Kariel (1963) Thomas (1960).
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oo . * SECTION 29 :

SPATIAL AUTOCORRELATION
~ . x .

If the assumptions of the general linear model descrited in Section 27 are
fulfilled, then the expected spatial pattetn of residuals from regressnon (the error
terms m the model-assumed fo be independent.and normally dlstrlbuted) is a
random one. Any lack of randomness is called a spatial autororrelation effect.
'techmques use_d to study, this phenomenon need apply not only to resnduals
however. The"distrtbution of any one, of the original values may b€ affected by its,
neighboring points in any direction. ln this sense the geographic problem differs *
considerably from the usual serial correlations met with in analyzing data organized
along one dlmensmg i.e. time-series (Secﬁ)n 31) where the value at a point is
dependent only on prévious values (see particularly-Curry, 1970). ‘

In this section, methods whlch are not directly based on concepts from -
time-series analysis are referenced, although it should'be noted that there are many r:
linkages between these methods and those employed in the analysis of trend-
surfaces {Section 30) and spatlal series (Segtlon 31). The original work in this area_-
was by Geary (1954), who was concerned with the non-randomg@gs of data values .

r. neighboring counties as well as the possible effects on regréssion analysis. In
order to ‘estimate this effect, Geary devised 4. cont,lgulty ratio (C), which, as the
name suggests, lncorporated the nuritber of connectlons between any county and
othiers in the study area. If C =1, the distribution is regarded as random (j.e. no

. autocorrelatlon) and a sampling theory based on the normal, distribution was
‘ derived. A distinction is made between a randomxzatlorlapproach' in lhxch the set
of areal units is fegarded as the universe, and the normal approach’ in which the °
unlts are assumed to be a random sample ‘from a parent population that i is normally,

7t

. . R
. . - e ’ - * . Ed
»

¢

]

. . .t




.

4

id

drstrrbuted This distinction is carried over to more recent wo;k in>the drfferences
.'between non-free and free sampling methods and theory. ,

Decey (1968) generalized Geary’s wbrk with specral reference to the regression
résiduals problem. Ovet- and under predrctrons were categonzed into Black and
. White, the probabilities of BB, BW, and WW joins were evaluated, and contiguity

" could then be tested with reference to the standard normal curve. The arrangement.

of points per cell, as used in point pattern analysis ‘(Slectron 20), can also be
+ évaluated for randomness, .using a non-parametric test. Recent work by Cliff and

Ord has consrderably extended this earlier research, placing the results into a larger ~ ~ ~

. inferential framework and deriving the sampling distribution of a spatial autocorre-
lation coefficient underdrfferent sampling schemes. Interesting by-products of their
efforts are 1) the possibility of employing the statistic in régionalization Schemes,
and 2) that size of areal units might be specified in order to minimize the
dependence of data values on neighboring points. ’ :

¢
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— * SECTION 80

« TREND SURFACE ANALYSIS
) v

04 LN
© A particularly interesting form of the genéral linear model described 1n Section
" ’79 has been developed largely by geologrsts Krumbein ané Graybill (1965) specify
the model as follows’ e . ‘ . >

-

'P(U w) = T(!?.V ) +-€,J, where T(U,,VJ) is 3

the observed. value’of a mapped Varable at orthegonal gnd locations U, and V,,
7(U,,V,) 1s the trend surface component, and €y represents a random error term.
Thew fatter two terms are also called tegional and local components in the
litg alure —once again, a partition of variation. ” :

Thus, we are dealing with a multiple regression problem, with two mdependent
variables. Polynomial regression is often employed to estimate the coefﬁcrents )
(Tobler, 1964). The first-order polynomral surfacé is simply the linear trend -
(T(U,,V}) Boo ¥ BioU, +B01 Vit 6{") whrle the second-order (quadratic) surface
would then be written as .

T(U,Vj) =Boo + BroUi* Bo1Vj +ﬁoni2 + 811UV + B2 Vi + &y ’

Note that the computation of the 8- weffments is considerably eased 1f the dataare -
%gefereneed by ;meang of equally spated intervals, in which case tabled values of
orthogonal - polynomials can be used. If cyclic fluctuations in the trend are
suspected , double” Founer series can glsu be computed directly in a similar manner
- (Harbaugh dnd Sackih, 1968, see also Section 31), With irtegularly spaced data
.* values, least squares methods are employed 26 esumate the coefficient values. Many -
of the histed references are for computer programs whrH&ebased on leyt squares; * -
see the review by Harbaugh and Merriam (1968) 3
. Applications of this technique have increased greatly«.in gp()grap'hy in recent’
years (Chorley and Haggett, 1965. Notchffe, 1969]. For exampIe trend surfaces
have‘been computed fot résiduals from regression (Fairbairn and ‘Robinson, 1967)
and used in the companson of intrafegional structures (Haggett 1967; but
compare Macomber, 1971). 1n physical ggography the study of erosjon surfaces has .«
been resurrected by trend an%lysrs (See King, 19693 Rodda, 1970, Smith et al,
l969 Thormes and-Joné?"?‘}%9 and the crigical teylew- by Tarrant, 1970). The
relahonslups between trend analysrs and smodthing (fiitering) fungtions, and their
use in map comparlsom are well explained by Tobler (1969). - g
“Several problems are apparent. First, the trend will, of course, be computed only
~ for that set of locations inclidded.in the study area Selection criteria for the latter
are therefore most miportant. Second, thére are difficulties(in establishing the
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significance. of a trend at order X, say, compared to orderk + 1 (Chayes, 1970). The
,usual procedure is to form a ratigof explained variance to total variance (reduction
in total gtm of squares), perhaps testing for significance using the F-distribution .
(Unwin,{1970). Howarth’s (1967) experrments with random data however indicate .
‘" that this(rocedure may be mlsleadmg for lowery%er surfaces (up to the cubic). .
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. - ‘SECTION 31
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TEMPORAL AND spy’rrAL SERIES

N A i . ' Jq‘ +
The analysrs of a series of events ordered in one dimension, usually time, has
long attracted the attention of econometrrcrans statisticians, and matematicians.
. In the latter case, osclllatlons ate treated as penodic functions and there is little
" attention to the error component in a time series, such as that for precipitation over
a year. Statistical considerations’ mgprtant when preeron is involved and
error estjmates have to be made A typicakprocedure in time-series analysis, would -
be to remove the trend,(e.g. by regression<methods—PBarrett, 1966), establi
-seasonal "or cfyclrc efﬁct and then analyze the resrdggﬁerror terms. Rurfs tests,
based on a series 0£+ and — terms with fespect 1o the'median, can also be carried
out for randomness Thus, the concept of a partition of the total variation of a set
of values is also applied here. .

The cyclic component is usually analyzéd by harmonic .or Fourier series, a
mathematical expression consisting of terms contarmng srnes and cosines” The
assumptron that is generally ‘made in this case is that the series 1s stationary —
statistical properties of the distribution (moment measures and autocorrelation
functions) constant throughout the range of the data. Single Fourier series are used
to describe periodic time series, the shape of the curve depending on the number
terms' usedand the vahr(‘of the cpefficients in the terms. The method appearstgo
be partléularly surtable in precipitation climatology (Horn and Bryson, 1960;
Sabbagh and Bryson, $962). Bryson and Dutton(l967) sumenanze the value of‘the e

) approach at’ ﬁrst major rrregularrtrﬁe removed by smoothrng the series, using thM
technrqug of moving averages. The remaining finite set of averages tan be
completely described bywa harmonic functlon and the flumber of cycles determrnes
the order of the series. Jn many cases the secofid®harmonic suffices in terms of
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destription, i.e. semi-annual cycles are evidently most common n this branch of s
clrmatology Maps can then be made “of the phase angle and, amplitude of each
harmonic, and these can be used in regional studies. Note that knowledge of =
. cyclical behavior, a prerequisite to meaningful application methpds, 15 well
advanced in climatology compared to mafy other branches of geography.
- In two dimensions, as noled before, this srmple approach has 0 be modified ta
" account for directional influences on the values at any point. Trend can be handled
" by .methods describe.. in the preeeding section, and double Fourer series can be
employed for two-dimensional periodic phenomena. Casett (f9(;6) illustrases this
* approach in terms_of the effects of different {{led areal units actrnga% filtersin -
producing different harmonics, and the implications of ‘this for correlation and
regression analysis. Grangcr (I969) discysses the relationships between tinte- and
space-series Recent research efforts have been expended 1n applying ‘mare advanged
A technlques to geographic problems. Interest has centered upon 'the use of sdectral ;
analysrs (Rayner 1967,1971; Bassett and Tinline, 1970), which is concerned wrth
" the identification of amplrtudes and frequencies of component cycles making up
the periodic proportron of the séries A measure of correspondence between two o .
» spatial series (coherence) gan be computed for each band. The value of this
C approach is that coherence can then be looked at for varying scafgs (Rayner, 1971),
which would ‘be ‘extremely benefrctal in terms of proble?ns faced in the usual
geographrc applrcatrons of correlation analysis. o SR %
While it is clear that clrmatologrcal research s particularly likely to benefit from
N applications of spectral teehnrques since physrcal procgsses can be directly inferréd,
other brdnches of geography are likely *to be influenced by the approach. For \
'example, central place mgoty indicates a certain periodicity in the spacing of
settlements. Tobler (1969) 'has examin®d the spectrum of populatron densities
along U.S. 40 ffom Baltimore to San Franciseo'in this congext. The diffusion of an
innovation (agricultural subsidies), as modelled by Hagerstrand has been studied by
Barton and Tobler (1971) by means of an optical analogu&to estimate changes in
spectral densities’ over tm‘r The reseagchers potentiaPMbility to spegify Jprocesses
i operatifig at different scalgs is a likely i immense benefit of this a approach, although
" the necessity of a strofig theoretrcal frameWbrk for any empirical study ¥s also

underlmed > ‘e
*‘l t 3
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: SECTION 32 : ,

. CLASSlflCATlON
! . , - -~
. The purpose of classification is to produce groups or clusters of unit areas il
which the within-group distance or variance is minimized, and accordingly
between-group variance is maximized. Dimensional analysis is employed to
detérmine the distanices separating areas in the space defined by the attributes
under study. The most efficient techrliq'ue would utilize orthogonal axes to define
the space, since the theorem of Pythagoras can then be ‘called upon to define
*  distances. Most of the multivariaté classifications accordingly are based upon the
factor scores from prior analys\ysmce the new variables have standardized scales
" -and are made orthogonal to each other. The distance measurements can be made in
a space of any dimensions, and they are used to index similarity between areas;
um,ts located closer to each Gther are more similar. A distance matrix (of order n,
say, the number of areas, Xn) which is square and symmetrre can thus be derived,
and the grouping routine operates on it in an hierarchical thanner. At step one,
there will be n single member groups. The matrix is searched to_find the smallest
distance, and the respective row and column pertaining to that pbsérvation are
combined, producing an n-1 X n-1 matrix. The stepsdre repeated until there is only
one group, containing all the unit areas. The within- -group variance, equal to zero at
the first ) successrvely increases, while the between- -group variance is decreased.
! The meWod described is only one of a number of altérnative algorithms available
- for classification (Lankford, 1969). It is, however one of the most-commonly
reported in the literature, largely because of the rnﬂuence of Berry whose seminal
paper in 196} reinvigorated long-standing interest in, geography i the allied
problem regionalization (Grigg, 1965). The methodology..is dependent on
N\ techniques of numerical taxonomy (see Sokal'and, Sngath, 1963, cited in Sectign

4B), and is fully described by Berry (1967). The types of grouping schemes

resulting from this analysis are dependent on the nature of the input information. If
an attribute matri d, the methods will produce regional types of the formal
kind, in th;/a'bﬁ:ny strong contiguity in the priginal, ‘data. The’Solution can

be made iffo a set of non-overlappimgNegiorts by the addition of contrgurty or
compactness constraints on the allocatfolt of* umit, -areas- to existing groups.
Alternatively, a set of functional regions is produted using as input an interaction
matnx, Spence and Taylor (1970) provrd; an overview of the vatious alternafives.

A fair degree of subjectivity is evident in the methods reported in the literature
(Johnston, 1968). There is, for example, a choice to be made in.the coefficient of

resolve is:¢ghow many groups should be in¢luded in the final quﬁon’Z Discriminant
. aﬁalysls (Section 33) can provide some #{d in £ respectVJohnston (I§70) has also
stressed the r%nportance of a hy othefis-testing framework for any'class'}fcatrgr,
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k  since only in this way can inductive gegeralizations be made, which in tum will help
to advance the theoretical framework df the discipline. f
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DISCRIMINANT -ANALYSIS |
‘e A4 N N ) i - “ . S . . . @

Discriminant analysls is employed for A set of observations which are already '
y . classified in some manner. Although the ?echmque was ongmally developed to
allocate new observations to a sef of pre- -established classes on the basis of certaan -
characteristics, its most common use in geographlc reséarch Joday is as an aid in
classification (King, 1970). At any staée in the' grouping process describgd in the |
preceding section it is pos&ble to compute the linear discriminant functlons which .
are linearly related to the factor scores used as input to the algerithm. The
coeffigients of these functions are determined in such a way that dlscnmmatlon
between the groups i maximized. Thus .the method has a strong similarity to .
principal components analysis, and the researcher is able to interpret the bases of
the classification (Casetti, 1964). Multiple discrimirfant iterations are used in the -
Casetti sgudies to force classifications to optlmal solutions, with criteria that are the
object of class:ﬁcatlon itself, i.e.ghat the within-group variance is minimized and
between-group variance maximized. Cas§tt1 also presents tests using chl-square
statistics for determmmg the quality of alassification. - s
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'SECTION 34

T i ' CANONICAL CORRELATION |

Canonical correlation is the most éeneral form, oaf correlation analysis. It seeks to
maximize the covariance or correlation between two sets of original variables, say X
and Y, by computrng new variates, say Ux and Vi, which are linear combinations 1
of X anﬁd Y and are maximally correlated: h . A

>
¥

Uk‘:= akX and Vi =BY, where o?k and g

- are the coefficients of the resulting canonical vectors. It can readily be appreciated
thdt thrs procedure has much in common wrth principal componerts analysis.-
Indeed, interpretation proceeds in an analogous fashion. The coef@crents are like
the loadings for differént components, and the strength and sign can be used to
indicate which of the original variables are to be-considered, and the direction of
their association. As m&rcated the first pair of canonical vectors eXtracted has the
highest correlatipn, and}subsequent pairs not only report the maximum amount of

. correla\tg_glff{l)e resrdual variance but are also made ‘logonal te the first pair.
The researcher is therefore able to describe the independent ways in which the
relationships are specrﬁed between the two sets..* ("‘
> “Although, the technrque was ongrnally devised' to account for any two sets of
variables, the applrcatronssm geography are usutﬁy two sets of factor scores i.e. the
intercorrelatiors for each set are zero. For example, Beg'ry (1966) compares the
factor structure of Indran distticts (derived from the attnbute midtrix) with the
structure of flows between trade *blocks (from a dyadlc formulation of a set of
interaction matrices). Gauthier (1968) compired levels of economic development

.with changes in the. transportation surface using canonical correlation. An
* interesting recent development has seen the technique applied to the analysrs of
trend surfaces (Lee, 1969, Monmonrer 1970). N . —_—

ANDREWS H F. “Consumer Behavrour ant the Tertiary Activity System,
Wilson, A.G. (ed.), Urban and Regional Planmng (London Papers in

. - Regional Science No, 2). London: Pion,.1971, pp. 1—- 20. - \

. CL
y BEEI /-
’ . . 4

. Tetro0097 ¢




BERRY, B. J. L. Essays on Commodity F)()WS and the Spatial Strt)cture of the
_ Indian Economy. (Research Paper No.” 111). Chl{‘agp; [Mpartment of

Geography, University of Chicago, 1966, 334 pp. “ - -

GAUTHIER, H. L. “Transportation and the Growth of the Sz#o Paulo Economy,”
Journal of Regional Skence, Vol.’8, 1968, pp. 77-94.

x 2

LEE, P. J. and G. V. DLETON. “Apphcation of Canonical Correlauon to ik

Trefid Analysis,”” 1n riam,” D.F. and N.C. Cocke (eds.). é‘omputer
Applzcanons in the barth ciences Colloquium on Trend Analysis. (Com-
puter Cohtnbution 12)," Lawdegee. Kansas, State Geological Survey, 1967,

Copp.19-21 o« ,
LEE, P. ). Fortran 1V Programs SorNCanonical , Correlation and Canomnical

Trend-Shirface Analysis ~(Computer tribution 32)." Lawrence, Kansas
State GeologxcalSurvey, 1963 46 pp. . C°

LEE, P. . The Theory and Application of Canomualw's\lyxrfaces," Journal of
Geology, Vol. 77,1969, pp. 303-318.

MONMONIER, M. S. “A Spatially-Controlled Principal Components Analysns.,\
Geographical Analysis, Vol. 2, 1970, pp. 192-195.

RAY', D¢ M. “From Factorial to Canomcal Ecology The Spatial Interrelationships
of Economic and Cultiral Differences in Canada.” Economic Geography

;- Vol.47, 1971, pp. 344 -355.

REYMENT, R. A. and H-A. RAMDEN. Fortranl 'V Program for Canonical Variates

.  Anglysis for the C.D.C. 3600 Computer. (Computer Contribution 47).
Lawrence, Kansas State Geological Survey 197%0 40 pp

L3 !

_REFERENCE: Section 4A. King (217-222).
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