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SUMMARY. - . .
Objeétive

The SOPHIE program has now been extended to the point
where a person capable of - troubleshootlng an electronic
‘device and capable of talklnq with a human tutor- should be
able to carry out a meaningful dialogue with it. The
modifications performed on its grammar proce551ng allow for
context dgpendent 1mpre551ve spe01flcat10n of requests such
as occur in a casual conversation between people working on
devices in an ‘electronics repair shop. The added ability to
request suggestions on. what might be investigated next
,corresponds closely to a request which a student might
expect to make of a human instructor. The instructor
looking « at what the student sees as symptoms would direct
him to several general p0551b111t1es and expect the student
to isolate those p0551b111t1es.

»

Approach ¥

\ SOPHIE has reached a point where further development
requires feedback from student ‘usage to be effective. This
should be considered . in any further development effort.
Feedback has thus been obtained from people ,with
background and skills exceeding that of the target tralnee
and 1is thus only partially’  relevant as an evaluative
situation. '

Recommendation

Not yet investigated is the potential for use of a
SOPHIE 1like program by instructional developers as an
authoring aid. It is clear now that programmed text on CAI
material on the 1IP-28., power supply could be very easily

" authored using SOPHIE as a communicative expert on how this
circuit operates or even more directly as the producer of a
data Dbase from which simpler paradigms than the
mixed-initiative could be devised. In this sense SOPHIE
should be thought of as the beginning of a new approach to
authoring as well as a sophisticated form of instruction.
The possibilities of using SOPHIE type techniques 1in the
training of such areas as aircraft flight should also not be
ignored. The ramifications of an "intelligent" programmed
expert carefully "watching" a student fly a simulator and
telling him in detail where he failed 1in real time might
prove to be very economically viable. .
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CHAPTER 1 —-- INTRODUCT1ON ‘

This report covers our research and development efforts
on SOPHIE* for the six month period ending June 390, 1974.
‘The first part of the report reviews the overall goals of
the SOPHIE project and then presents an annotated dialogue
of a student using the most recently released version of the
system. This dialogue - exhibits many of the features that
have been déveloped during this six month period. Following
the dialogue . we include a brief but self-contained
description of the basic inferencing techniques which enable
this system to achieve its gquestion answering, hypothesis
evaluation, and hypothesis generation behavior. It is
intended that this first chapter contain sufficient detail
that the reader .need not have studied our prior final report
in order to :.understand the remaining chapters.

The second and third chapters of_ﬁhe report concentrate
on the new features of SOPHIE. Chapter 2 provides a
detailed description of the theory formation . or hypdthesis
generation abilities of this new sion. Although the
LI original system per formed some limjited hypothesis
generation, we have greatly expanded thi3 module and, more
important, we have found a novel and powerful use for these
extended capabilities. 1In the original verXjon, hypotheésis
generation was used soley to provide a stude .
when he ran out.of "viable ideas about what could be wrong
with the instrument. During the last six months we have
discovered that by making the hypothesis generation system
*complete” (i.e. in the sense of it being able to construct
all single fault theories that are logically consistert with
the known measurements) we can use it to verify whether or
v not 3 new measurement is logically redundant with respect to
. the curtent or known set of measurements. In other words we
can use this module to determine whether or not the next
given measurement could in any way add new lnformatlon about
what could *'bé& wrong by checking to see if it reduces the
list of possible faults which the hypothesis generation
system produces! This, for example, would enable us to
automatically grade a student s seauence of measurements.

Chapter 3 describes the major additions made %o the
natural language front-end of SOPHIE. By extending our use
of a semantic grammar, we can now handle utterances that are
incomplete sentences or that involve the use of pronoun

. referentes, etc.. This new processor achieves this
*capablllty by using the previous questions (i.e., those just

—_—— e

*A SOPgisticated Instructional Environment
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asked by the student) to establish a context for the

dialogue, This context is then used to make explicit any of

the implicit information in the student s current question.

We think that this new natural language processor makes.
SOPHIE one of the first sytems that has successfully coped

with the unigue problems of man-machine dialogue and as such

it makes it one of the most "habitable" or friendliest

systems around.

SOPHIEs Goals and Objectives
SOPHIE represents a major step toward the goal of
producing a ‘"reactive" 1learning eavironment. In an ideal
reactive environment the student is encouraged to explore
ideas, create conjectures or hypotheses about a situation
and then to receive imimediate detailed feedback as to the
logical wvalidity  of these ideas. In.those cases where his
ideas or proposed solutions have logical flaws, the system
creates relevant counter-examples or critiques so that the
student can start to debug his ideas. In short, a reactive
learning environment extends Carbonell s original concept of
mixed-initiative Computer Assisted Instruction (CAI) to the
point whgre ‘the student has/a one-to-one relationship with \
an "exper (system) which if some ways can surpass the
.inferential capabilities of most human tutors. Of course,
creating a system that has both the depth and breadth of a
human - tutor is far beyond the current state of the art, but
by carefully choosing a domain of knowledge for which we
have extremely powerful inferencinq mechanisms, we can
create an artificially intelligent "expert" system which can
patiently provide tfi® student w1th a logically deep sounding
board for hlS own ideas.

SOPHIE was designed-to fulfill three main objectives: :
The first was to demonstrate that the notion of using
Artificial Intelllqence . (A1) techniques to build an
"intelligent" * CAI system (ICAI) was not purely a pipe dream
but that in fact +a system could be built that was
sufficiently, complete and efficient that it could be used as
an experimental .tool in a classroom environment. The second N
objective was to explore some new dimensions for CAI which
exp101t the significant” increase in computational power
prov1ded by current advances in hardware technology. It
seemed fruitful to begin such an investigation today so that
we , are prepared © to imaginatively utilize tomorrow’s .
computers. The third was t¢~ fulfill the need for an
environment in which to experiment with new ways of teaching
problem solving skills, such as electronic troubleshooting,
without being constrained to pose only problems having
extensionally defined solution sets. We wanted to allow the

)
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student freedom in cheo0sing the way in which he could go
about solving his problem while still expecting our system
to monitor all his decisions and provide him with useful

- feedback without our having to anticipate (and hence program
in) his every move, query etc.

The idea of using AI techniques in CAI was originated
with Carbone..LJ..a in his mixed-initiative SCHOLAR systems
(Carbonell 197 1973). Since then, other systems* for
teaching "~ symbolic logic (Goldberg 1973), meteorology (Brown
et al., 1973) and the interpretation of nuclear magnetic
resonance spectra (Sleeman 1974) have explored ways in which
to augment the mixed-imiti.tive system with con51derab1y_
more problem solving and inferencing capabilities.
Admittedly, much of the increased logical capabilities of
these latter systems has been achieved at ‘' the cost of .
restricting the kinds of generic knowledge to : be
represented. However, this trade-off seems eminently
reasonable since these latter systems are ot trying to
mimic all the roles of a human tutor. .

-

.

+ .

SOPHIE reflects a major research effort to produce a .

CAI system that, on the one hand, .produces deep logical
inferences on a domain less formal than symbolic logic and,

on the other hand, 1is suffici%ntly compléte that it can

answer npearly all questions posed to it by. a student. . To

P the extent that SOPHIE accomplishes this, it overcomes a-
major limitation inherent in nearly all intelligént systems.

However, these capabilities are by- their very nature complex -
and as such require a sophisticated set of strategles and
procedures. For example, this kernel version of SOPHIE
represents coproximately 390,700 words (36 bit) of INTERLISP

and FORTRAN code running on -a v1rtua1’ memory TENEX. .
Althouqh it is an immense program, it is surprisingly
efficient exhibiting a typical response delay of around
three seconds on a -lightly loaded system qu requiring on

.the average about two cpu minutes per hour §f student use.

Reas gns for uhOOSlng Electronic Troubleshooting as SOPHIE s
First

— —— ree et -

There are several reasons that influenced our choice of
‘ electronic troubleshooting as the subject domain around
which te build this system. The first is that it provides
an excellent domain for developing and experimenting with a
) reactive learning environment. For example with the use. of
a simulator a studént can experiment with a circuit by
\\\~’// modifying 1its wvarious . componerts and~ examining the -
_ consequences of these modifications. Within,the simulation
context he can” uuickly make all kinds of measurements (some

I'd
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of which . would ‘ordirdarily reauire the time-consiming
operatiofi of decoupling a component from the circuit). He
need never worry about limiting his experimentation through
fear of blowing up the instrument.' Indeed if this happens;.
the studént can be directly informed that his 1last
experiment blew certain components, or. he ,could be told that
something blew and be asked to troubleshoot his own
més-doinqs. . .
T .

The second, and by far the most important readon for
choosing this domain, is that the lab instructor seldom has
the time to answer the individual questions which arise
while the. student is troubleshooting. *Alco, the instructor
doesn’t -usially have the time to have ' each’ student -
articulate the train of hypotneses that he is developing
while troubleshooting. Conseauently, the instructor misses

a crucial opportunity for providing the student .with
detailed 1logical analyses of the correctness of his
hypotheses just when the student. is most 1likely to be

-interested ., in such feedback. 'The reactive environment
provided by SOPHIE has sufficient inferencing capabllltles_ .
to circumvent all these 1limitations. (Note that such

1nferen01ng, or deductive capabilities, represent far more
potential "than Just the obvious use of a simulator as first
mentioned.)

Basic Scemario

/ The basic scenario underlying SOPHIE concerns a student:
attempting to sisolate a fauldt in a given piece of electronic .
eguioment while having a lab instructor standing over his
shoulder to answer questions, evaluate his hypotheses and
_pose alternatlves to him 1f he becomes stuck <

In the usual sett;ng, SOPHIE presents the student with

a +wcircuit schematic of the instrument under study and
automatically selects and inserts a fault of some specified
degree of difficulty. The student then tries to debug the
instrument by requesting various measurements. At any time,
he can” offer a hypothesis about what he thinks cogld be
wrong with the instrument and receive an evaluation of his
hypothesis, which specifies whether it is consistent with
what he should have been avle to infer from his o
measurements. The student can also, at any time, replace
any component, but before a part is replaced, the student is
queried as to what he thinks 1is wrong with it. If his
answers are ccrrect the component is replaced. In those
cases where he has discovered a part which was blown because
of a deeper .fault, the replaced component will be reblown
until ‘he discovers and fixes the fundamental fault. If the .

4
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student becomes stuck and cannot think of any faults which

would explaln his measurements, he can ask for help. SOPHIE.

then -ekamines his measurements and generates plausible
hypotheses (with respect to all theé previous measurements)
which he can explore. .

In order to illystrate some of SOPHIE § capabilities,
we present. a protocol generated by a student using SOPHIE.
In this session the studen takes some. measurements,
develops ?an idea, 1is told iﬁhy that idea is wrong, gets
stuck, is given some new ideas” and eventually solves his
problem. : . . . -

.

Annotated Dialogue ‘ >

The instrument currently(%einq mode.ed is the Heatbhkit
Ip-28 regulated power supply which 1is a reasonably
sophisticated, six transistor power supply w¥th both current
and voltage 1limiting behavior. As such it .involves two
critical feedback paths which make troubleshooting this
instrument fairly complex. “ e

.
*, 4

PROTOCOL ' °
-

~
]

WELCOME TO SOPHIE, A REACTIVE LEARNING ENVIRONMENT. :
THE PIECE OF BQUIPMBNT YOU ARE STUDYING IS' THE IP-28 RBGU LATED POWER
SUPPLY. WOULD YQU LIKE A CIRCUIT SCHEMATIC?*

> YES ** » .
~ ~
) \ , * ]
. - ,
“CURRENT ‘cuartnt © VOULTAGE
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*The schematic has been photo-reduced to save space and is xncluded here

to givé€ an idea of the complexity of the cirtcuit. g
**parts typed by the student are undérlined.



* -

~ 1

WOULD .YOU' LIKE(TO START WITH A FAULTED, INSTRUM°NT HHIT /NEEDS FIXING?
> YES .-

THE INSTRUMENT HA% A FAULT AND ITS PRESENT CONTROL SETTINGS ARE:
e 1.0 (CURRENT CONTROL-FROM 6.8 (MIN CURRENT) TO 1.8)

CR HIGH (CURRENT RANGE SWITCH, HIGH=1 AMP,:LOW=.1 AMP) -
LOAD 20 - (LOAD RESISTANCE IN OHMS) v

ve 1.9 (VOLTAGE CONTROL-FROM @.@ (MIN VOLTAGE) TO 1.0)

VR HIGH- (VOLQ}uE RANGE SWITCH, HIGH=3@¢ VOLTS, LOW=19 VOLTS)

‘ : .

2

~. v’

It is assumed that the student has already had an introduction
‘ to .the basic principles of the power Supply so the above
- comments are sufficient to characterize the controls.
>>WHAT IS THE QQTPUT? U * .
4 THE OUTPUT VOLTAGE IS 11.7 VOLTS. N 4

>>WHAT IS IT IN A WORKING INSTRUMENT? . .

IN A WORKING CIRCUIT THE OUTPUT VOLTAGE IS 19.9 VOLTS.
- THAT VALUE IS INCORRECT. .. o T

. ~

S ' . In case the student doesn’t know what the _valye of a
¢ y measurement should have been, he can have any measurement

~_?‘\\\\\\\ repeated in a working instrument. Note the 'student’s use of .

the pronoun "it™ to refer to—the entire previous sentence.

>>WHAT IS THE VOLTAGE BETWEEN R8 AND Q1 o —

THE VOLTAGE AT N1 IS 47.6 VOLTS. .

-

- >>WHAT IS THE BSE EMITTER VOLTAGE OF THE VOLTAGE LIMITING TRANSITOR?
zBASE 1’ by
. =TRANSISTOR i
P : THE BASE EMITTER VOLTAGE OF Q5 IS -.0637 MILLIVOLTS.

-

The spelling corrector ! has detected and corrected two’
misspellings. The system must also know that Q5 is the voltage
limiting transistor. o

>>WHAT ABOUT FOR THE CURRENT LIMITING-TRANSISTOR

THE" BASE EMITTER VOLTAGE OF Q6 IS .349 VOLTS.

The meaning of this question is completely dependent " on he
context estaﬁilshed by the prior sentence, The system uses
this context to determine that he is interested in not only
voltage measuremerits' but the voltage across a particular
juncti-n’ - .
o
>>WHAT SHOULD IT BE?2 ’
INA VWORKING CIRCUIf\\FE BASE EMITTER VOLTAGE OF 06-18 .593 VOLTS.

Ancther way of,requesting the prior measurement to be repeated
~ - .
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Qn a working instrument, i.e., the meaning of "should" impkies
. that a'working instrument should be used. )

N

>>REPLACE Q6 :
I AM GOING TO ASK YOU SOME QUESTIONS ABOUT HOW Q6 IS PAULTED. )
ARE ANY JUNCTIONS SHORTED? :

Before the system replaces a component it Queries him as to
what he thinks is wrong. If ihe gets at least somethlnq right,
the ‘system tells him what was actually wrong and goes ahead and

replaces it., _» . /
> I DON'T KNOW : /
ARE ANY TERHINALS OPEN? . : K
> YES . e - T K
WHICH TERMINALS ARE OPEN?
> THE BASE ¥ \

Q6 IS ﬁﬁT‘PAULTBD IN THAT MANNER. Q6 NOT REPLACED.

>>IS IT POSSIBLE. THAT Q6 HAS AN OPEN BASE

The student Row has an idea what might be wrong. However
before the system’s evaluation procedures can be applied to his
idea or hypothesis the hypothessis must be completely specified.
To ‘help the student out, the system suggests a plausibley
complete specifiication Qf it. . .

IS THE COMPLETE FAULT MODE EB/EC/EC = OP/OK/0P WHAT YOU INTENDED?
> SURE

WHEN THE SETTINGS WERE: CC=1.8, CR=HIGH, LOAD=20, VC=1.8, VR=HIGH
THAT FAULT CONFLICTS WITH TAE FOLLOWING MEASUREMENT.

YOU ‘OBBERVED THAT THE OUTPUT VOLTAGE WAS 11.7 VOLTS.

IF Q6 HAD FAULT MODE‘EB/EC/BC OP/OK/0P IT WOULD BE 23.9 VOLTS.
IN A WORKING CIRCUIT IT IS 19.9 VOLTS.

In determining the logical consistency of his hypothesis with
regpect to ‘the measurements he has already made, a glaring
ter-example is-.discovered. e

ALSO:

THAT FAULT CONFLICTS WITH THE FOLLOWING MEASUREMENT. .

YOU OBSERVED THAT THE BASE EMITTER VOLTAGE OF Q6 WAS .349 VOLTS.
IF Q6 HAD FAULT MODE EB/EC/BC = OP/OK/OP IT WOULD BE .712 VOLTS.
IN A WORKING CIRCUIT IT IS .593 VOLTS. «

The system then 901nts out a more subtle counter- example.

THAT FAULT DOES NOT EXPLAIN ANY OF THE SYMPTOMS YOU OBSERVED BUT IT IS
CONSISTENT WITH THE VALUES FOR .

- THE BASE EMITTER VOLTAGE OF Q5 AND THE VOLTAGE AT Nl.

e
P
»
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And finally the system tells him what is riéht or at least
| consistent with his hypothesis. .

9>WHAT IS THE OUTPUT OF THE CONSTANT CURRENT SOURCE *
THE OUTPOT OF THE CONSTANT CURRENT SOURCE IS -.59 MILLIAMPS.

To ‘understand this request the system must also know about the
functional blocks of the instrument. Also note that the system ~
had to determine that "output" in this context meant "output
current" as opposed to “output voltage" .as was meant .in the
first questions of this protocol!

>>WHAT SHOULD IT BE? v
IN A WORKING CIRCUIT THE OUTPUT CURRENT OF THE CONSTANT CURRENT SOURCE
IS -.6 MILLIAMPS. - ) .

>>V BETWEEN- N4 AND N5 .
THE VOLTAGE BETWEEN N4 ANB N5 IS 1.64 VOLTS.

Noun phrase utterances get interpreted .as questions.

>>COULD THE PROBLEM BE THAT THE BASE OF Q3 IS OPEN?
1S THE COMPLETE FAULT MODE EB/EC/BC = OP/0K/OP WHAT YOU INTENDED?

> SURE -
- . . s
HMMM, LBET ME THINK ABOUT THAT FOR A MINUTE.
UNDER 'THE SETTINGS: ..
CC=1.06, CR=HIGH, LOAD=20, VC=1.0, VR=HIGH

THE FAULT WHICH YOU PROPOSED WILL PROPAGATE.

LIKELY FAULTS WHICH MIGHT OCCUR ARE:

R22 OPEN

WOULD YOU LIKE ME TO CONTINUE TESTING YOUR HYPOTHESIS IN A CIRCUIT

IN WHICH R22 IS OPEN ALSO?

> NO
The student proposes a hypothesis that .logically entails )
another component being blowne Before further evaluation of
his hypothesis, the user is querried as to whether he realizes
this entailment. If he doesn’t, he is given the chance to have
his ‘Mypothesis evaluated in a hypothetical or "ghost" world in
which that component would not have bong (e.g. in this casg
the power rating of R22 would have to be increased to a value
greater than its power dissipation.)

. s .

WOULD YOU LIKE ME TO COMMENT ON YOUR HYPOTHESIS AS IF NO OTHER PARTS

HAD BLOWN?, coe 4

> YES ¥

WHEN THE SETTINGS WERE: .

CC=1.8, CR=HIGH, LOAD=20, VC=1.8, VR=HIGH, . “

.
7
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THAT FAULT WOULD HAVE CAUSED THE FOLLOWING SYMP%OM.

YOU OBSERVED ,THAT- THE VOLTAGE BETWEEN N4 AND N5 WAS 1.64 VOLTS.
IF Q3 HAD FAULT MODE EB/EC/BC = OP/OK/OP IT WOULD BE 31.3 VOLTS.
IN A WORKING CIRCUIT IT IS 19.9 VOLTS. h—/‘\

ALSO:
THAT FAULT CONFLICTS WITH THE FOLLOWING MEASUREMENT. . .
"YOU OBSERVED®' THAT THE OUTPUT VOLTAGE WAS 11.7 VOLTS. o
IF Q3 HAD FAULT MODE EB/EC/BC = OP/OK/OP IT WOULD BE 1.19 VOLTS.

A IN A WORKING CIRCUIT IT IS 19.9 VOLTS”

L3S

» o

THAT FAULT DOES NOT EXPLAIN ANY OF THE SYMPTOMS YOU OBSERVED BUT IT IS
-. CONSISTENT WITH THE VALUES FOR .
THE OUTPUT CURRENT OF THE-CONSTANT CURRENT SOURCE, THE BASE EMITTER .
“ VOLTAGE OF Q5 AND THE VOLTAGE AT N1,

T >>SAVE : 3
CONTEXT SAVED, TO RETURN TO IT TYPE 'RESTORE .
YOU NOW HAVE A WORKING INSTRUMENT WITH WHICH TO EXPERIMENT.

&

- The user has discovered more flaws in his understanding and

is

probably

surprised by the high voltage between N4, and N5 that

follows from his
explore what
unexpectedly high

hypothesis
caused R22

voltage

(i.e
to be
that

31.3

volts).

* W1sh1ng to

blown and what lead to this

the

current

troubleshooting

context be saved (i.e.
for the evaluation specialist).
experiments he wishes.

— et e el s ey e e

THE BASE CURRENT OF Q3 IS 47 MILLIAMPS.

>>WHAT IS THE CURRENT THRU R22 WHEN IT IS SHORTED?
IF R22 WERE SHORTED

He * can

all his measurements ghich arge the gist
%Jw perform

any .-

UNDER THE PRESENT SETTINGS, THE CURRENT THRU R22 WOULD BE 61 MILLIAMPS.

IN A WORKING CIRCUIT IT IS 1.8 MILLIAMPS.

?

L3

This is an example of a hypothetical or conditional question.*

>>WHAT ARE THE SPECS OF R22

THE SPECIFICATIONS O OF "R22 ARE:
VALUE -- 510 OHMS

POWER/RATING -- .5 WATTS '
He now ‘asks a factual questions which he could have just as
. well looked  up. b
>>RESTORE

" PREVIOUS SITUATION RESTORED.

-11~
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He now app«+rs to understand why R22 blew when Q3 opened and:

e, . wishes to get back to the task of troubleshooting.
»* " >>WHAT COULD BE WRONG? : - :
HERE ARE SOME FAULTS WHICH EXPLAIN THE MEASUREMENTS YOU OBSERVED:
THE BETA OF Q3 IS LOWY . «

THE BETA OF Q4 IS LOW
‘OR R22 HAS THE WRONG RESISTANCE

He seems to have run out of ideas and requests some help. At
this point . he hypothe51s generation "specialists" are-invoked.
. o These" procedures examine all the measurements he has thus far
made, and hen constructs a collection of hypotheses which are -
. logica%;y consistent with the values of information from these
. measurements. Cj ¢ o M "

.

2 S, ok 2o MO XY o

IF THE BETA OF Q3 WERE 8
UNDER THE PRESENT SETTINGS, THE OUTPUT VOLTAGE WOULD BE 16.5 VOLTS. .
IN A WORKING CIRCUIT IT IS 19.9 VOLTS.

f The user takes a wild guess probably to get a qualitatiye fzel »3
about how the beta of Q3 affects thinds. . .s

>>1S THE -EMITTER CURRENT OF Q4 CORRECT

THE EMITTER CORRENT OF Q4 IS —-61 MILLIAMPS. - .

IN ‘A WORKING CIRCUIT THE EMITTER CURRENT OF Q4 IS -49 MILLIAMPS.

THAT VALUE’ SEEMS TOQ BE INCORRECT. .

This qlestion is in some sense\E\cheat. It really consists of
. ) two measurements. If a cost were being assigned to his
measurements or questions he would be charged accordingly. \
>>COULD R22 BE LOW ' ’
. IS IT OKAY IF I USE 25 OHMS FOR THE RESISTANCE OF R22?
> YES '
THAT FAULT AGREES WITH ALL OF THE MEASUREMENTS YOU HAVE MADE. ¢

<
Finally he generates a reasonable hypothesis, but this doesn’t
mean that R22 is necessarily low! Just that R22 being low is
consistent with what he should have been able to determine from
- his measuremi?ts thus far. <\/
¢
>>WHAT IS THE RESISTANCE OF R22 _
. THE MEASURED RESISTANCE OF R22 1S 25 OHMS.

>>REPLACE R22

R22 REPLACED

NOW YOU SHOULD TAKE MEASUREMENTS TO SEE IF THERE ‘IS ANYTHING
ELSE WRONG.

-

-12-
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The system decides he must know what is wrong with R22 so it
doesn’t hassle him like it did when‘§e asked for Q6 to be
replaced. ) - .
>>NOW WHAT IS THE OUTPUT
THE OUTPUT VOLTAGE 1S 19.9 VOLTS.

>>WHAT ABOUT WITH A 16 OHM LOAD
WITH THE LOAD.NOW SET TQ 19 .
THE OUTPUT VOLTAGE IS 190 VOLTS.

>>WITH A 1008 OHMS ' g

WITH THE LOAD NOW SET TQ 1008 -

THE OUTPUT VOLTAGE IS ‘38 VOLTS. Lt
Note the ability for the system to handle rather extensive
ellipses where the context for expandxng" thxs phrase “with
16066 ohms" is two gquestions back. ;78

>>WHAT WOULD HAPPEN IF R22 WERE SHORTED?
IF R22 WERE SHORTED )
UNDER THE PRESENT SETTINGS:
CC=1.8, CR=HIGH, LOAD=18, VC=1.86, VR=HIGH 3
THERE WOULD BE NO CHANGE IN THE OUTPUT VOLTAGE (I.E. 3@ VOLTS).

HOWEVER UNDER THE SETTINGS: _

CC=1.8, CR=HIGH, LOAD=18, VC=1.8, VR=LOW,
THE OUTPUT VOLTAGE WOULD BE .623 VOLTS.
IN A WORKING CIRCUIT IT IS 9.93 VOLTS.

A good example, 0of what else 1is 'involved in handling
hypothetical duestions. Here the system first guesses that he
is interested in output voltage since he didn’t specify
anything particular. * Then it fails to find any change of the
output voltage with the present load resistance. However,
before it concludds that' R22 has.no effdct it searches some
other knowledge about the circuit and decides that a better
test case or exdmple would be ®o set the instrument up with a
.heavier load. Under this setting it does find a significant
change.

£
£

>>IS ANYTHING ELSE WRONG?

NO . ! N




There are several points worth emphasizing about the
dialoque. First, the student 1is not restricted to any
varticular order or number of measurements. This means that
SOPHIE must be able to evaluate a student’s hypothesis or
generate a coliection of theories about what is wrong
relative to any vossible set of medsurements, control
settings, loads, etc. that the Student might decide to use.
In other words, SOPHIE can’'t use pre-stored decision trees
to help in any of these-logical tasks and therefore must
rely on npowerful inferencing oprocedures. Second, the
student in the dialogue is not a beginning electronics
student. SOPHIE assymes that the.user, has the requisite
electfonic knowledge of someone beginning troubleshooting,
and is not prepared to answer such questions as "what is a
transistor". Third although the . hypothesis - evaluation
specialists refute his hypotheses -quantitatively, the
evaluation actually occurs at a aualitative level and only
if inconsistencies are discovered which ‘are the exact
quantitative ramifications-of his hypothesi's presented to
him. : In the next section, we will discuss the mechanisms
which allow SOPHIE to carry on dialoqgues. :

Techniques for Inferencing

SOPHIE manifests most of its "intelligence" through its
guestion answering and hypothesis evaluation and generation
abilities. These abilities are achieved through a set of
special ourpose inferencing procedures each of which
performs a certain class of inferences extremely
efficiently. The centralizing component of tgb inferencing
system 1is a simulation program modeling "piece of
knowlédge" . which in this case is an electronic instrument*.”
The underlying idea of how simulation cin be used to perform
inferencing is both straight-forward and extremely ovowerful.
Let us first consider the ‘oroblem/ of answering a
hypothetical auestion (always with /respect to a  given
circuit) of the form: .
# "If X then ¥Y2"
where X is a oroposition about some component in the given
instrument and Y 1is a proposition about its behavior or
symptoms. An example of such a hynothesis mijht be:

"If C2 is shorted, is the output voltage zero?"
The answer to' the auestion can be found by 1invoking the
simulator: First the simulation model of the instrument
.must * be modified so that C2 ' is shorted (i.e., the
proposition X must be made true on the model). Then the
simulation of the modified model 1is executed. Since the

precisply, . it models a schema of glectronic
instrumgnts wlith one element of the schema deing the working
1 the other elements representing various ways

the insthume can be faulted.
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results of the simulation run dontain all the consecuences
of the modification (C2 being shorted), the hypothetical
conseouent (the output voltage being zero) is simply checked
against these¢ simulation results.

!
The abbpve paradigm skips’ over several logical

-difficulties . concerning which boundary and/or invut

conditions should be used for the simulation rurs. - If it is
necessary ,to determine all the logically possible
conseauences of a hypothetical modification, then the
simulation |must,’ in princinle, be run over a potentially
infinite colllection of the 1instrument’s control settings,

etc. Wwhille for most practical situations there are only a-

finite number of cases "worth! copsidering, this number can
still be Gu1te large. It is clearly necessary to have gn
additional/ inferencing mechanism which can determine what
the worthwhile cases are for any particular cuestion. - This
additional mechanism must embody electronic knowledge of a
different| sort than is represented in the simulator. Thus,
metaphorléally, the simulator may be interpreted as creating
examples | whereas this additional mechanism tries to

quarante# that these examoles will be useful. . y

The tasks that fit most sidply into the simulation

" paradigm’ concern reguests for measurements. It is through .

this mechanism that SOPHIE .can <create the electronics
laboratory within which the student is working. Whenever
the student requests a measurement, the simulation is called
to compute the voltage at every node in the wircuit. From
these voltaqes procedural specialists derive - answers to
+additional questions - about the . . current through any
component, the resistance of a component, the power
d1ss1nat10n of a component, the beta of a transistor, etc.
whenevér the student wishes to explore the circuit under
different conditions, he can arbitrarily change the
controls, modify any componént, or introduce his own *faults.

any fsuch changes get efficiently translated by other.

procedural specialists into new simulation models.

‘s

vaotéesis Evaluation:.

' /

The first sophisticated use of simulation concerns the
task ' of hypothesis evaluation.. Remembér that hypothesis
evaluation reguires a technique that can check the 1logical
consistency of a hyoothesis against the measurements the

_//stuQent has taken. For exampnle, hypothesis evaluation 1is

reqU1red when a student, after making several measurements,
develops an idea (hypothesis) about what is wrong, e.q., "Is
it poss1b1e that res1stor R9 is open?”.
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To evaluate the given hypothesis &e must derive all of
its logical conseguences and .:see if any of these
consequences conflict with information derivable from his
measurements. If there are such conflicts, they must be
pointed out to the student as logical inconsistencies. In
addition, evaluation should identify which - of his
measurements directly support his hypotheses and which are
independent of it.

s .

The evaluation strategy makes extensive use of
simulation in the following way: First, the simulation
model is modified so as to be consistent with the given
hypothesis, 1i.e., the fault hypothesized by the student is
inserted into a working model. Then all, the student’s
measurements are repeated under this "hypothetical” model.
For each measurement there are four casesz that might occur.
(1) The observed and hypothetical values may agree. (2) Tue
observed value may represent a symptom (i.e., i3 -wrong),
while the hypothetical value-is normal (i.e., is correct).
In this case the fault proposed by the student does not
account for this particular symptom. (3) The observed value
may- be normal while the hypothetical value is wrong. in
this case the proposed fault would have created symptoms
which the student did not observe. Or (4) the observed .
“value and the hypothetical value may both be symptomatic but
not the same, 1In every case but the first, the student must
be told 'how_ the measurements disagree. The student’s
hypothesis is consistent if all of his measurements fall
into case (l). :

The comparisons needed to separate the above cases
recuire knowing not only the values of a measurement “in the
hypothetical and malfunctioning circuits but also the ¥alue
in a working circuit as well, The value in a working
circuit is used to determine when the other . two values
differ gualitatively. ~For example, if the value that the
student observed .was 25 volts and the value under the
hypothesized fault was 38 volts the difference between these
two may or may not be aqualitatively significant, If the
value of the given-measurement in the working circuit is 30
volts, the proposed fault does not account- for the 1lower
voltage observed in the faulted circuit. However, if the
working circuit voltage is 3 volts, the hypothesis is doing
a pretty good job of explaining the behavior implied by this
measurement. Therefore, in addition to using simulation to
determine the above guantities, a metric-.is involved to
"judge" the qualitative distance between these values. The
heuristic of using the metric to identify when two
measurements significantly differ, provides a beautifully
simple circumvention of the need for a "theory" - of how and

-16-
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why the instrument works. (See (Brown et al., 1974) for a
complete specification of this procé&ss.) :

The values of the student s measurements in a working
circuit are also used to separate those measurements which
support his hypothesis from those that are independent "~ of
it. If the values under all three conditions (i.e., the
working circuit, the faulted circuit, and the
hypothesis-related circuit) are essentially the same, the
information derived from that particular measurement is
independent of his hypothesis. If the faulted and
hypothetical values agree but are different from the working
value, the measurement supports his hypothesis.

Simulation Models

As we have seen, DC simulations form part of the basis
of SOPHIE s understanding of electronics. We currently use
two types of simulators. The first is a general purpose
circuirt simulation package coded in FORTRAN, called SPICE
(Nagel 1971,1973). The other 1is a functional simulator
.written in LISP which incorporates circuit dependént
knowledge. .

There are many problems unique to our use:. of
simulation. Bor example, methods of modeling a circuit
which facilitate the insertion of faults had to be developed
along with explicit models of faulty components. In
addition, the faulting of one component will very often
overload one or more other components leading to fault
propajation. Such situations‘require a special monitoring
mechanism which "sits on top" of the general purpose
simulator and looks at the results of each simulation to
decide if and how additional varts would blow. In fact,
this mechanisn, by making successive calls to the simulator,
grows a fault ropagation tree which captures the causal
chain of events of scveral parts being blown by one initial
fault. This tree also scrves as a data base' for some of the
guestion answering routines.

-

g .
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N CHAPTER 2 ~- HYPOTHESIS GENERATION

Whenever the student reauests help from SOPHIE, the
hypothesis generation system 1is invoked. This system
provides him with a list of possible faults which follow
from or are 1logically consistent with the measurements he
has thus far observed. The technique used is based on a
brute force method which has been made more intelligent
through the addition of several procedural specialists. We
will (first describe the brute force method and then dJescribe
how we have circumvented many of its limitations.

This brute force technique begins with a oredetermined
list, of all the possible faults which may physically.occur
in tﬁe instrument. Then, for each measurement the student
has taken, each fault on the 1list 1is run through the
simulator. If the simulated value for each measurement
under a particular fault* agrees with the observed value,
then this fault is consistent with what the student has
seen. Otherwise this fault violates at -least one
measurement the student has taken and'is tnerefore removed
.from the list of “"viable faults." . .

This tecnnioue has several obvious 1limitations. The
orimarv limitation is that of speed. With the large number
of faults in the IP-28 and with a slow simulator like S5PICE,
the time reauired to simulate all ohysically possible faults
would be excessive! A more theoretical limitation is that
some convonents of the circuit havean infinite. number of
fault modes and hence might in wprincinle require an
unbounded numer of simulation runs. -Two examples of this
are a faulted resistor whose value has changed or a faulted
transistor whose beta has changed. .

The most interesting way that the speed limitation 1is,
circumvented is by creating a specialist called the
proposer. The proposer first looks at the result of one
measurement and then uses that result to deduce.a set of
faults. This set of Taults is smaller than the entire set
of all possible faults for the instrument but still contains
all the faults which are consistent with that one
measurement. In addition to this technique we have
constructed a special purpose functional simulator, (for the
IP-28) which runs between 10 to 160 times faster than the
general ourpose simulatdr, but which is less accurate than
the general Duroose onco.
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The limitation encountered with those fault modes which
have an infinite set of possible values is circumvented by a .
sreating another specialist called the instantiator. JFor , .
each component having such a fault mode, the-instdntiator = .
uses the observed output voltage to deterxsine the faultled ’
value. of the component. It obv1ously encodes a lot of .
special knowledge about the c1rcp1t to’ be able to carry out -
this task. O : .

Both of these spécialists work in conjunction with the
third specialist called the.refiner. This specialist uses
the fast simulator (not SPICE) with routines which compare
the observed faulted- Value.with the value nroduced by the
proposed fault. ‘If these two-values .do not agree, then this .
fault. is removed .from :the 1list of possible faults. Tt
therefore refines the 1ist of. faults ‘yhich have been
‘pronosed by the pfoposer.. . ’ '

- Let ‘s take the- followilh example. . Assume that. the
student . has taken only one measurement, the output voltage,
and has found it to be low. At this point he asks, far help.
The proposer - first examines the value observed for tne
outout voltage and from that deduces -a- list of possible
faults which could explain that measurement. It performs

this task by using a set of procedures which, encode
gufficient circuit-dependent knowledge to be able to use

only the output voltage and the settings, and from this
1nformatxon proposes a list of all the possible faults which |
_are consistent with the observed output voltage. However, ‘
this list may al~o include some spurious faults which do not |
cause the observed behavior. The instantiator RYow dgoes t& j
work. On those faults which reauire a value (gn example in

this case would be the beta -of 03 being low), the l
instantiator determines what this value , should be. The
grefiner then runs each wproposed fault thrdough the fast
simulater. to confirm that the value of the output wvoltaqge

that the simulator obtained is the same as that which the
student observed. This refinemént specialist thereby rules

out those Ffaults which were spurious or over-gencral.

’
»

The Brdposer : : . : ol s

The proposer is used to generate a set of probable
faults. This specialist must prooose cvery fault which can
explain the bhechavior observed by the student. It also can,
and Adopds, orbnose faults which do not produce the h"enavior
the student has‘seen. These are not excluded because the |
pronoser does not take ,into account every nuance of the -

3
|
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: circuit. To takz everv nuance into account, would. recuire
rules which are too complex and, in addition, these complex
rules may not even be able to be determined. The rules usad
by _the. proposer are reaoonably simple and fast. For

examole, when the output voltage is essentially -=zero volts '

there is one group of possible faults including Q3 being
open, Rl6 being open and C5 heing shorted. When the output
-voltage is 0.6 volts less.than what it should be, the fault
D6 being shorted is generated. There are - approximately a
dozen .such rules for the IP-28 1nstrument

‘The proposer uses onlﬁv the value of the output voltage.
Additional nproposers could be, written; however, ofie
proposer would be reocuired for each possible measurement in
the circuit. Since good troubleshooting techniques reauire
- the student to take external " measurements before internal
measurements, our single nwnroposer works guite well. 'Of
course this means that the hypothesis génevration facility
cannot be used until® an external measurement has been taken.

When the proposer is presented with an output voltaqe
that 4s not symptomatic, i.e., the same as that in the
working circuit, it can still generate possible faults.
However, this 1list can.be quite large. . Certain faults act
normallY under most settings. For examole, unless the load
is sufflclently low, the fault of Q6 being open would not be
. detectable. Therefore, thlS fault cannot be'ruled nut until
, some symptomatic behavior is seen or until the settlngs have
been changed such that a symptom should have been seen and
wasn t. N

The student could ask for the output_voltage at several
settings before asking for help. The proposer then mékes a
list of possible faults for each setting. ° Only faults which
atre on all the lists are then considered.

The Instantiator

There is a class of faults (suggested by the proposer)
which have left unspecified a specific value for the fault.
An example is for a transistor to have a changed beta.
Here, A the proposer claims‘the value of beta has changed but
. has not specified what the changed ‘wvalue is. However,
before that fault can be simulated a specific value must bde
chosen. It is the job of the instantiator to determine such
values.,

The instantiator uses two techniques to determine the
value for such faul:s. One technique 1is to dlrectly
calculate th value, An example is that of Q3 ®*having
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incorrect beta. The instantiator oroceeds by dividing the

outnut current by the amount of cuptent coming out of the

Constant Current Source to determine the current beta of the

Darlington section. .This is then divided by the beta of Q4

to determine Tthe beta of Q3. Thlis works because the values

for the Constant Current Source and the beta of Q4 are

assumed to be correct since only one component is faulted in

the 01rcu1t. )
|
|
|
\
\
\
|
¢
|
|

The second technique 1involves approximation using

"forward" functions. 1In certain cases one cannot determine
» the "inverse" function that translates the output voltajge
. into the component value as was done for the beta 0of Q3

above. One can only determine thé output voltage®™ from the
value ‘of. the ccaponent. The maximum and minimum values of
the component are tried using the appropriate forward
function. If -the output .value 1is not inside the range
qenerated by the function, then it  is not a possible fault.

. If it is inside the range the value at the midpoiat is tried ° -
next. This binary search continues until the correct input
value which causes the output value is found (within some ,
percentaqe) This requires that the forward function being ’

. used is monotonic. In actuality, the forward functlons only

- need to calculate the value at the outside of . their

functional block. 1Inverse furctions are~g§ed-to detegmine
the functional block’'s value from the output 'vadul

The above description assumes® that an 1incorrect or
symptomatic output voltage had been used. When dealing with
a correct or non-symptomatic output ¢ voltage, less
information about %%hat the value should be is known. Only
the upper bound on the value for the functional bhlock can be
determined. An example is that of Q3 having insufficient .

. beta. * Wwith a sufficiently large load resistor, the "~ output
voltage will b& correct. There will be a pointy, however,
where the beta will be so low that incorrect ocutput voltage

~would have resulted. Therefore, if the transistor Q3 is
faulted in that manner and the output . voltage 1is correct,
the beta must be above that cut-off ooint.

+ If a component has been iné?aptiated éore than once,
then it 1is possible that that fault siiould be removed from
considerat.ion. If both instantiations were based on
symptomatic output voltages, then two exact valués can
- % result for the comoonent.” If these i;y’Vélues disagree then s

the fault is ruled out. .
' The second case is when the instantiations were bhased,
one on a correct output voltage and the other on an errored
one. If the exact value does wot fall in the range oroduced

t .
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by the upper bound, then the fault is ruled out. TIf both
imsiantiations were based on correct outout woltages, then
two upper bounds resulted. The lower for those two upoer
bhounds is taken as the new uoper bound .

The ‘Refiner 0 !

»

R The job of the refiner is to eliminate ¢the spurious
~ faults squested by the oroposer. The refiner 1is not
! lxm}ted to looking only at output- voltages. It allows the
. comparison of any measurement that the fast simulator can
. +Jenecrate, It takes a fault from_ those suggested by the
nrceroser and a measurement (wlth a particular setting) that
. the student had previously taken and .runs it through the
« . "fasrt, 51mu1ator. It then compares the wvalue from the
‘simulator with the -walue the student observed. If .the
.metric determines -that the two values are not equivalent,
‘+. then the fault is removed Erom further consideration.

z .
) - The metric used for the comoarlson 'is che same as -that
» . used in hypothe51s evaluation.* It is described in detail in
{3rown et al., 1974). This metric uses three values--- the

! value the student observed, the value oproduced .’by the~

simuldator for the fault Jbeing explored, and the value in a

worklnq - circuit. The tolerance used. to compare the

ftudent s value ‘and the simulator’'s value is proportional to

the - 3ifference between these two values and the working

: c1rcuit's value. i

V4

. The value the student observed is re-determined by the

- fast simulator rather than SPICE. (The other”two values

were determined by the fast simulator previously.), This

ot would be unnecessary except that the fast simulator is not

as,. accurate as SPICE and a comparlson between these three

" values 'is more meaningful when determined by the same
‘simulator.

There is one _case where the SPICE value 'must be used
for the student’s observed value. This is when the fast
simulator cannot simulate the fault that is in the 4’grcu1t.
+ This occurs when there is a multipole component fault in the

~circuit. The hypothesis generation system, unable to
Jenerate multiple faults, will then generate those
non-multiple faults which mimic the. behavior thé student
Y observed. The SPICE simulator value must of necessity bhe
uced since the fast simulator cannot handle multiple faults.

The East.sim01ator described in Brown et al., 1974 only
found the wvalues at_  the outside of the functional blocks
{e.7., the constant current ‘source). " This simulator has now

y ' e
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been auqmanted by adding a specialist for each functional
block which can determine values internal to its functbonal
block. when a measurement 1is taken inside a particular
functional block, its specialist examines the result of the
fast simulation and fetermines +the values of the

measurements internal to that functional block. Not all the

specialists are invoked for each dimulation run. Only those
'need°d are 1nvoxed.‘ .

Measurement Verificatio . ,

—— e an mm - - an e e e - ___u_
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. After a stullent mé}es a measurement, we wogﬂd ‘like™ to
tell hin whether orO not it was a reasonable measurement,
that is, whether it eliminates one or more possible faults.

Before the measurement is determlned, the sy

internally calls the hypothesis generation system o

determine the list of possible faults at that point in time.
.The ' measurement 1is then determined. Again the hypothesis
generation system is called interndlly and a secdnd list of
nossible faults is obtained, which now takes into
consideration all the o0ld measurements plus this new one.
These two lists are compared. If they.are the same, then
the student’s medsurement did not narrow down the -list of
‘possible f-ults and could tben be considered unreasonable!

In the current implementation we type out the message
that the measurement was -uteless. If there was only one
fault remaining on the list of p0551b111t1es before he took
the - peasurement, the. student is told-that he has enouqh
informatiqQqn to unicquely determine the fault. The svste
then refrains from printiny any more "useless measu.ement"
messages to keep from further confusing the obviously
confused student. .

Another imolementation being considered is to take a
more positive approach and to print out a list of faults
that have been removed from the possibility list after he
takes a measurement. Unlike the first approach, that gave
him only neqatlve feedback, that is,' that he did something
wrona, this approach may prove less discouraging. \

The information as to the faults that have been ruled
out by his measurement is valuable to the student. 1If the
first aporoach is used, we intend to allow the student to
ohtain this information by asking for it.

N ~ N R




way to express his ideas.

CHAPTER 3 -- A SEMANTICALLY CENTERED PARSING SYSTEM

» T

o

When we started building  SOPHIE s¢ natural language
processor we knew that it had to be both efficient and
understanding of informal speech’, i.e. "friendly™. If
either of these criterzgg were not met, letting th¢g student
use natural language wou be an obstacle rather than an aid
to the 1instruction process. If the natural 1languag2
processor were not efficient, the student would lose
interest while waiting for his question to varse. If it
were not friendly, he would get frustrated trying to find a

~ D -t '

Wwhile the problems involved in building an efficient
system are well-kpown, those involved-in a truly friendly
system are not. We quickly discovered that when students
use a system which exhibits "intelligence" in its deductive
and inferencing capabilities, they start to assume that ’the
system' must also be intelligent in its conversational
abilities as well. FJT example they would freguently delete
parts of their®statements which they fglt would be obvious
given the context of the preceding statemerts. This
included: the use of such linguistic- ohgnomena as
oronominalizations, anaphoric deletions and ellipsis. This
led us to concentrate during the last six months on the
semantic problems of dialogue. : '

Annotated Dialdgue <

Y

Before we discuss how SOPHIE's natural langubge
nrocessor works, we present an annotated dialogue which is
intended to demonstrate SOPHIE s new linguistic
capabilities.* Even though the dialogue necessarily deals
with electronic jargon, the linguistic?issues it exemplifies
occur in all domains. The annotations (lower case,
indented) attemot to point out these problems and should be
understandable to the non—electronics)oriented reader. In
the dialoque the student’ s typing is underlined.

-~

*The reader is encouraged to see (Brown, 1974) for further
examples and descriptions of SOPHIE s tutorial and
inferrential camabilities.

v
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Aruitoxt provided by Eic:

>>INSERT A FAULT

The student tells SOPHIE to give him a fault which he can
troubleshoot. SOPHIE randomly selects a fault, inserts it into a
model of the instrument and tells the student how the controls
are presently set.

THE INSTRUMENT HAS A FAULT AND ITS PRESENT CONTROL SETTINGS ARE:

cC 1.9 (CURRENT CONTROL-FROM @.0 (MIN CURRENT) TO 1.0)
CR HIGH (CURRENT RANGE SWITCH, HIGH=1 AMP, LOW=.1 AMP)
LOAD 1800 (LOAD RESISTANCE IN OHMS)

VG 1.0 (VOLTAGE CONTROL-FROM 6.6 (MIN VOLTAGE) TO 1.0)

VR HIGH (VOLTAGE RANGE SWITCH, HIGH=30 LOW=16@ VOLTS)

>>WHAT IS THE OUTPT?
=00TPUT .
THE OUTPUT VOLTAGE IS 1.2 VOLTS. . -

SOPHIE corrects the student’s typlng mLstake. B
Notice that "the output"” was clar1f1ed ‘as being the output
, voltage. . -

o

IF YOU ARE NOT ,SURE WHETHER A VALUE IS CORRECT YOU CAN ASK IS THAT
VALUE CORRECT?’ S »

"Correct” here means what it is in a working instrument.
>>IS THAT RIGHT . '
IN A WORKING CIRCUIT THE OUTPUT VOLTAGE IS 36.1 VOLTS.
THAT VALUE IS INCORRECT.

"That"” here refers to qhe value of the previous measurement.
SOPHIE, in addition.©to the faulted instrument, has a working
circuit which can be used for reference.

>>WHAT IS THE VOLTAGE BETWEEN THE CURRENT LIMITING TRANSISTOR
<« <AND THE CONSTANT CURRENT SOURCE:
THE VOLTAGE AT N4 IS 2.48 VOLTS.

In addition to specific part names, SOPHIE recognizes references
to parts by the their sectinn. Conjunction is only handled in
limited cases. Notice that even though the sentence says
"voltage between x and y", it really means “"voltage at z with
respect to ground”. The output routines reduce the 1nput to its
simpler form (i.e. between x and y reduces to N4) .

’
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>>WHAT IS IT BETWEEN THERE AND THE BASE OF Q6

THE VOLTAGE BETWEEN N4 AND ‘N5 IS 1.28 VOLTS.

. 7 *

Here "3dt" refers to "the voltage" and "there! refers to N4.:-
Also notice.that "between" has to be treated differently,
i.el two nodes are explicit now.

Y
I3 . €
o

'>>05?
THE VOLTAGE BETWEEN N4 AND N10 IS 1.84 VOLTS .

An-ellipsis. The student in effect meant’ "what 1is the wvoltage
between N4 and the base of Q52.

>>WHAT IS THE BASE CURRENT OF Q3. >*
THE BASE CURRENT OF § TS 12 MICROAMPS. -

SOPHIE can answer questions about current, resistance, and powef
dissipation as well as voltage. The output and input routines
know about unit prefixes.

~

>>THRU THE EMITTER? v -
THE EMITTER CORRENT OF Q3 IS -.26 MILLIAMPS.

Another ellipsis. Notice that the referents cannot be figured
out on syntactic grounds and yet this is the sort of statement a,
student might make if the .last answer had caused a slight
shifting of his thinking. °

- \

>>COULD THE PROBLEM BE THAT Q5 IS BAD? ,
PLEASE BE MORE SPECIFIC ABOUT HOW Q5 IS FAULTED.

The student develops- an idea about what is wrong and asks to have
it evaluated.

- . -

i

>>COULD IT BE SHORTED?

THE SHORTED MODES OF A TRANSISTOR I HANDLE ARE: ALL JUNCTIONS
SHORTED OR ONE JUNCTION SHORTED WITH THE OPPOSITE TERMINAL
MODELLED OPEN.

A hypothesis must be completely specified (or non-ambiguous)
before evaluation can take place.

Even .though the last statement generated an error condition, it
.is still used to determine possible pronoun referents.

SHOULD Q5 HAVE FAULT MODE EB/EC/BC = SH/SH/SH?

IR
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> NO

WHICH TERMINAL SHOULD BE MODELLED OPEN?
> THE BASE

OK, 1'LL USE EB/EC/BC = OP/SH/OP

At this point, SOPHIE looks back over the student’s measurements
to determine if he should have "known better". See (Brown, 1974)
for further description.,

* /
HMMM, LET ME THINK ABOUT THAT FOR A MINUTE. (\\“
WHEN THE SETTINGS WERE: ’

CC=1.0, CR=HIGH, -LOAD=1000, VC=1.0, VR=HIGH,
THAT FAULT CONFLICTS WITH THE FOLLOWING MEASUREMENT. -
YOU OBSERVED THAT THE VOLTAGE BETWEEN N4 AND N5 WAS 1.28 VOLTS.
IF/ Q5 HAD FAULT MODE EB/EC/BC = OP/SH/OP IT WOULD BE 1.1 MILLIVOLTS.
IN A WORKING CIRCUIT IT IS 1.43 VOLTS..
BUT THAT FAULT DOES EXPLAIN THE VALUES YOU OBSERVED FOR
THE OUTPUT VOLTAGE, THE VOLTAGE AT N4, THE VOgTAGE BETWEEN N4 AND N19,
THE E*ITTER CURRENT OF Q3 AND THE BASE CURRENT OF Q3.

>>WHAT COULD BE WRONG - .
THERE ARE LOTS OF FAULTS WHICH WOULD EXPLAIN THE MEASUREMENTS YOU =
HAVE TAKEN. HERE ARE SOME POSSIBILITIES:

THE RESISTANCE OF R8 CHANGES.

THE LEAKAGE RESISTANCE OF C4 CHANGES

THE BETA OF Q3 CHANGES »

R15 IS OPEN

R15 IS SHORTED .

Q6 IS FAULTED : >

The student becomes stuck and asks for assistance. SOPHIE
proposes some possible hypotheses for him to explore.

>>IF R8 WERE 38K, WHAT WOULD THE OUTPUT VOLTAGE BE?

IF THE VALUE OF R8 WERE 30000

UNDER THE PRBSENT SETTINGS, THE OUTPUT VOLTAGE WOULD BE .904 VOLTS.
IN,A WORKING CIRCUIT IT IS 30.1 VOLTS.

The student doesn’t believe one of the possiblities so checks it
using a hypothetical statement. Even though the voltage in this
case and that in the faulted circuit are not the same, they
gualitatively agree.

>>VOLTAGE DROP ACROSS R5 :
THE VOLTAGE ACROSS R5 IS -.828 MILLIVOLTS.. '

Noun phrase utterances are treated as questions.

9,y



>>WHAT ABOUT R3?

THE VOLTAGE ACRO%S R3 IS 71.§ VOLTS.
Context of previous question is used to determine "what" about
R3. -

L3

>>REPLACB R3
I AM GOING TO ASK YOU SOME QUESTIONS‘ABOUT HOW R3 IS FAULTED.
IS R3 OPEN OR SHORTED OR DOES IT HAVE THE WRONG VALUE?

> OPEN
R3 REPLACED ﬂﬁ . 2
>>1S THERE ANYTHING ELSE WRONG
* NO
- : '

After fixing the fault, the student uses SOPHIE to explore other
aspects of the circuit’s behavior. N

>>1IF C2 WERE LEAKY, WHAT WOULD THE VOLTAGE ACROSS IT BE?

IS 1T OKAY IF I USE lﬂﬂﬁﬁ FOR THE LEAKAGE RESISTANCE OF C2?

> YES - .

IF THE LEAKAGE RESISTANCE OF C2 WERE 10000

UNDER THE PRESENT SETTINGS, THE VOLTAGE ACROSS C2 WOULD BE 26.3 VOLTS.
IN A WORKING CIRCUIT IT IS 28.9 VOLTS.

>>WHAT HAPPENS IF C1 SHORTS? " .
UNDER THE SETTINGS: B .

© CC=1.6, CR=HIGH, LOAD=1060, vC=1.0, VR=HIGH,
IF Cl WERE SHORTED, D3 WOULD BECOME OVERLOADED.

In the case where nothing more interesting happens, “what |
happens" questibns default to the output voltage.

>>WHAT IS THE OUTPUT VOLTAGE WHEN THE VOLTAGE CONTROL IS SET TO .5?
WITH THE VOLTAGE CONTROL NOW SET AT .5 -
THE OUTPUY VOLTAGE IS 15.6 VOLTS.

A hypothetical question can involve the changing of a coatrol.

>>1F IT IS SET T0 .72
WITH THE VOLTAGE CONTROL NOW SET AT .7
THE OUTPUT VOLTAGE IS 21.4 VOLTS.

Context determines which measurement should be taken and which

O . -28- ,’,l
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control should be set.

/
55>.92 .
. ! WITH THE VOLTAGE CONTROL NOW SET AT .9
THE OUTPUT VOLTAGE IS 27.2 VOLTS.

;

>>WHAT IS THE CURRENT THRU THE CC WHEN THE VC IS SET TO 1.0

—— mtmt e ——t i s, vy et | ity o oy —

THE CURRENT THRU THE CURRENT CONTROL IS 30 MILLIAMPS.
CC and VC are acceptable abbreviations. ®

.
I3

>>WHAT IS IT WITH IT SET TO .82
WITH THE VOLTAGE CONTROL NOW SET AT .8
THE CURRENT THRU THE CURRENT CONTROL IS 24 MILLIAMPS,

Here it must correctly instantiate two otcurrences of "it".

>>GOODBYE
GOODBYE

o
[

! Use of Semantic Information During Parsing

In order to bring semantic knowledge* to bear on the
problems of understanding a student’s statement, the grammar
from which.the understanding program works 1is structured
around semantic or conceptual categories rather than
syntactic ones. This means that SOPHIE’s parser, which
operates in a top-down left-to-right manner, is working with
conceptual entities. Before we discuss the actual
mechanisms by which parsing occufs or the exact form of the
"semantic" grammar, we will present some examples of how
information is used during parsing.

Semantic Prediction in the Grammar:

One way that semantic information is used is to predict
the: pogsible alternatives that must be checked at a given
point. Consider for example the operation of the parser
when given the phrase- "the voltage at xxx" (e.g., "the
voltage at the junction of the current limiting sectipon and
the voltage reference source.”). When it discovers the word
*Semantic information refers to all knowledge. No
distinction is made between semantic, conceptual or
pragmatic knowledge.

Q - , -2J-
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"at" in its top-down, left-to-right parse, it uses semantic
information associated with the concept "measurement" to
predict the nature of "xxx", 1i.e., it should be a noun
phrase specifying a location (node) in the circuit. If
"yxx" is not a location, the parser can give up without
trying to treat "xxx" as any other possible noun phrase.
This is similar to the effect. of using semantitc markers.
However, a system using semantic markers would parse "xxx"’
as a noun phrase and then check for the marker +LOCATION.
This would mean that matrker checking could only b®& done
after the work had been done to parse the noun phrase.

This same predictive information is also used to aid in
the determination of referents for. pronouns, If the above
phrase were "the voltage at it", the grammar is able to
restrict the class of possible referents to locations. By
taking advantage of the available sentence context to
_restrict the class of possible referents, the simple rule of
"Jast mentioned acceptable object" works in a large number
of cases. Consider the sequence: .

(la) Set the voltage control to .82
(1b) What is the current thru R9?
(lc) what is it with it set to .92

In (lc), the grammar is able to recognize that the first
"it" refers to a measurement that the student would like
re—-taken under slightly different conditions. The qgrammar
can also determine that the second "it" refers either to a
potentiometer or to the load resistance (i.e.,. one of those
things which can be-‘set). The réferent for the first "it"
is the measurement taken in (lb). The referent for  the
second "it" is "the voltage control” which is an instance of
a potentiometer. The mechanism which selects the referents
will be discussed later.

Using Local Information For Simpfg Omission:

Another capability of predictive semantic knowledge
during parsing is the recognition of simple omissions. The
parser knows, for each conceptual entity, the nature of its
constituent concepts. When'it is looking for an occurrence
of a conceptual entity and cannot find an occurrence of a
constituent concept, it can either fail (if the missing
concept is considered to be obligatory in the surface
structure) or hypothesize that a omission has occurred and
continu€. ‘

For example, the concept of a TERMINAL has (as one of
its realizations) the constituent concepts of a
TERMINAL-TYPE followed by a PART. When the wparser is
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looking for the <concept of a TERMINAL and only finds the
phrase "the collector", it uses this information to wposit
that a part has been omitted (i.e., TERMINAL-TYPE gets
instantiated to "the collector" but nothing gets
instantiated to  PART). In addition, it uses the
dependencies between the constituent <concepts to conclude
that the omitted PART is a TRANSISTOR.

Since the parser is able to recognize things that have
been left out, it can also sometimes fill in the missing
piece. In the statement "change R9 to 10008", the parser
notes that the units to be changed have been ommitted and

:

decides that the student mea?;~:222§:’}nstead of "watts".

Not all missing information is filled in by the 1local
rules of the grammar. Given the <question "What is the
output?" and using the knowledge that a measurement needs a
guantity and a place to measure it, the parser recognizes
that some information has been omitted. Unlike the previous
example, however, the missing information may be
context-dependent. While, in most cases, the student means
"What 1is the output voltage of the power supply?", if his
previous duestion were "What is the input current of the
Darlington Amplifier?", this interpretation 1is open to
auestion. For this reason the decision as to the prover
defaults is left to the procedural "specialist" in charge of
calculating the answer *to various kinds of measurements. .

“~ g

Recognition of Ellipses:

A third use for predictive semantic knowledge is to be
able to accept elliptic utterances. These are utterances
which do not express rcomplete thoughts* but only give
differences between the underlying thought and an earlier
One. In this seaquence, -(2b) and (2c¢) are elliptic’
utterances. B .

(2a) what is the voltage at Node 5?

(2b) At Node 17

(2c) What about between nodes 7 and 8?

The parser is aware of which constructs and which concepts
are freaquently used to contrast complete thoughts and
recognizes occurrcnces of them as ellipses. wWwhile the
parser is able usually to determine the intended concepts
from the context available in a elliptic utterance, this |is
not always the casce. Consider the following two sequences
of statements.

*Note that the notion of a comnlete thought denends very
much on the domain. For ouy vurposes, s complete thought is

a completely specified question or command. B
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(3a) what is the voltage at Nodé®’s?

(3b) 1@°? 1 )
(4a) What is the output voltage .if the load is 100?
(4b) 107

In {(3b), "10" refers to node 18, while (4b) refers to a load
of 106. The problem this presents to the parser is that the
concepts underlying these two elliptic utterances have
nothing in common except the same surface realizations. The
parser, which operates from conceptual entities, does not
have a concept which includes both of these interpretations.
One solution would be to have the parser find all possible
parses (concepts) for a statement and then to choose between
them on the basis of context. Unfortunately a great deal of
time and effort is spent with such a method.

Capturing Semantic Information in the Parser

To enable the parser to use thé semantic constraints,
we have replaced the usual syntactic categories such as
noun, noun phrase, verb phrase, etc., with semantic
categories. These semantic categories represent conceptual
entities known to the system, such as "measurements",
"circuit elements", "transistors”, "hypotheses", etc. While
such refinement can lead to a ohenomenal proliferation of
non-terminal categories in a -grammar, the actual number
involved is directly related to the number of wunderlying
concepts which can be discussed. For SOPHIE s present
domain, there are approximately fifty such concepts. .

The grammar which results from this refinement 1is a
formal specification of the constraints that exist between
the concepts that are of interest to the parsing process,
The, semantic grammar captures the ways of expressing-a
concept in terms of constituent concepts. Each rule also
provides explicit information concerning’ which of 1its
constituents concepts can be deleted or pronominalized.
Part of the semantic grammar underlying SOPHIE s dialect
abstracted as context ftree grammar is provided - in
Appendix A. Once the constraints have been formalized into
the semantic grammar, the grammar is encoded as procedures.
In this way, additional information pecuiiar to the
recognition of a concept can be encoded in the corresponding
rule (procedure). Writing a grammar as a program is not a
new idea, the most notable prior example being Winograd's
blocks world grammar (Winograd, 1973). The use of a
procedural language allows complete freedom ta embed
arbitrarily complex information 1in the form of predicates
and functions. Appendix B gives an example of the
orocedural specification aof a grammar rule.




i
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Representation of lQE%gméEEQE in the Grammar

‘There are two ways information is represented. for use
in the grammar, One way 1is procedurally in the grammar
rules themselves. This is the way most of the opredictive
information is encoded. For example, the grammar rule which
corresponds to the concept of measure is written so that
in parsing the ohrase "the voltace xxx", it will only try
the gramnar rule for location to pafse "xxx".

The sécon? way information is represented is as data in
the semantic network which contains all of the time
invariant data in SOPHIE. (Sece Brown, 1974 for a complete
description of the semantic net.) For parsing, the semantic
net is used to store information which links words to their
possible concepts. For example, the information that Q4 is
an instance of both the concepts of a TRANSISTOR and a PART
is sté;ed in the net.

) An advantage of basing “he grammar on conceptual
entities 1is _that it eliminates the need for a separate
semantic interpretation phase (i.e., the syntactic
description stands in a one-to-one relationship with the
semantic description). Since ecach of the non-terminal
categories 'in the.grammar is based on a semantic unit, each
rule can determine the semantic description of the phrase
that - it recognizes 1in much the same way that a syntactic
grammar determines a syntactic description. The 1low level
rules build atomic "meanings" which. get combined .into
functions by the higher level rules.

For examole, the meaning of the phrase "Q5" is judst Q5.
The meaning of the phrase "the collector of Q5" is
(COLLECTOR Q5) where COLLECTOR is a function encoding the-
meaning of "collector". "The voltage at the collector of
it" becomes .
(MEASURE VOLTAGE - (COLLECTOR (PREF (TRANSISTOR))))
where MEASURE is the procedural "specialist” who knows about
the concept of a "measurement". ' The. "meaning" of the
pronoun "it" phrase in the example is a call to the functidn
PREF giving the oossible classes of "it", PREF is also
returned as the "meaning" of omitted phrases, i.e., there is
no distinction made between something completely omitted and
samgigégg which left "it" behind when omitted. The function
PREF tains information about determining referents on the
basis of context. The relationship between a nhrase and its
meaning can be straightforward and, if the concepts and
target semantics are well matched, usually is. However it

-33- ‘ ‘




154
M B ?
can, get complicated. * In the phrase "the base of Q5 shorted
to the- emitter", the thing -that 1is shorted is the
base-emitter Jjunction. Notice that the ’'parser has some
varaphrasing capabilities, as the "meaning" of the last
phrase would be the same as "the base emitter shorted“in

QS" . .

The top level "meaning" is a complete program (function
call) which when -evaluated calculates an answer to the
student s guestion or performs the student’s command. ‘The
program is also used by the output generation routines to
_ construct the appropriate phrasing of the response 'to the
studént.

Determining Pronoun Referents ,
Once the parser has determinéd the existence of and the
class (or set of classes) Of a pronoun or omitted object,
the context mechanism is invoked to determine the proper
referent. This context mechanism has a history of student
interactions during thg current session which contains for
each interaction the ©parse of the student’s statement and
the answer calculated by the system. To aid in the search
of the "parses" on the history list,the context mechanism
knows how each of the procedural specialists which can
appear in a parse uses 1its arquments. For example, the
specialist MEASURE has a first argument which must be a
quantity and a second argument which must be a part, a
junction, a section, 2 terminal or a node) When the context
mechanism finds a match between a possible class of the
preonoun and one of the argument positions of a specialist in
a previous wparse, the object in this argument pgsqtlon is
checked. I{ this cobject is a member of one of the allowed
pronoun classes, it 1is .taken as the referent. - The
significance of checking the specialisﬁ during the search
instead of Jjust using the first object which satisfies the
oronoun s requirements is that it avoids mis-interpretatidns
due to object-concept ambigudity. &or example, the object 02
is both a part and a transistor. If the c¢ontext mechanism
is looking for a part, Q2 will be found only in those
sentences in which it is used as a part and not in those 1in
which it 1is used as a transistor. In this way tLhe context
mechanism finds the most recent occurrence of an ohjecct
being used as a member of one of the desired classes. '

.

If the problem of pronoun resolution is looked upon as
finding a- previously mentioned object for a currently
specified use, the problem of ellipsis can be thought of as
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finding a previously mentioned use for a currently specified
object. For example: y

(5a) What is the baseé current of Q4?
o (5b) In Q5?2 '

:

The given argument is "Q5" and thé earlier function is "base

current". This basic “approatch to ellipsis  works
surprisingly well. For a given elliptic vphrase, the
semantic grammar identifies the concept (or concepts)
involved. In (Sb), this would be TRANSISTOR. “The context
mechanism then searches the history list for a function in a
vbrevious parse which accepts the giéen class as an argument.

When one is found, the new phrase la substituted into the
proper arqument position and the substituted meaning is used
as the meaning of the e111p51s. .

¢ .
A
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§gzzlness . . o
. ) .

Having the qrammar centered around semantic categories
allows the parser to be sloppy about the actual words- it
finds in the statement. The parser is willing to 1idnore
some words trying to understand a statement. *The amount of
sloppiness (i.e. the numbeyx of words in ‘a row-which can be
ignored) is controlled in*' two - ways. First, whenever a
grammar rule is invoked, the .calling rule has the option of
limiting the number of words that can be skipped. Second,. -
each,rule-can decide ‘which "of 1its constituent pieces or
words are reauired and how fuzzy the search for them can be.
Taken tbgether, these cpntrols have the effect *that the
normal mode of operation of the parser is tight in the
beginning of a sentence but more fuzzy after it has made
sense out of something. . N '

’

Prescannlng .

- - - ———

Before a statement is qivgn to the’ parser, three
operations are per fcrmed on the statement by a
pre-processor. The first operat1on is the expansion of any
abbreviations whlph occur in the statemgnt. ‘The.second
Operation is a cursory spelling correcti®n. The third
operation is a reduction of compound words. °*

Spelling correction is attemoted on any word of the
input string which the system does not recognize. The
spelling correction - algorithm* takes the (possibly)
misspelled word and =z list of correctly spelled words and.
determines which (if any) of the correct words i§ closé to
*SOPHIE uses the spelling correction routines developed by
Teitelman for wuse in the DWIM facility of INTERLISP
(Teitelman, 1974). :
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thgkmisspelled word (using a metric determined by number of
tranznositions, doubled 1letters, dropped letters, etc.).
Duringy the prescan, the list of correct words is very small
(approximately a dozen) and 1is limited to very commonly
misspelled words and/or words which are critical to the
understanding of a sentence. The list is kept small so that
the time spent ﬁ‘temotinq spelling correction, worior .to
attemoting a parse, is keot to a minimum. Remember that the
parser has the ability to ignore words in the input string
s0  we do not want to spend a lot of time correcting a word
which won-. ‘t he needed in understanilnq the statement: But
notace that cec-tain words can.be critical to the correct
understanding of a statement. For example, suppose that the
phrase "the base emittet current of Q3" was incorrectlv
typmed as “"th2 bse emitter current of Q33".. Tt "bse" were not
recignized as being ‘ﬂbase" the oarser would ignore it and
{miszs-)understand the hraqe as "the emitter current of 93",
a vperfectl, accenrable but much different conceot.* Because
of this problem, words like "base", are considered critical
ani their sSpelliny 1is corrected before any parse is
sttempted. Note that there ate a lot of words (e.qg.,

capacitor" “replace", "ovoen", etc.) which if misspelled
woul 1 Orevont. he parser from making sense of the -statement
hut would not lead to any mis-understandings. These words
are therefore not considered to be "critical" and would be
correctéd in the second attemot at spelling correction which
ic done after a statement fails to oparse. .

Comnound words are sénqle concents which appear in the
"uafvwo st “ucture afra tixed series of more than'ﬁne word.
Phir reduction is very imoortant to the efflclent oneration

of  the ©Aaccer., For gxample, in the ocuestion "what is the
voltage ranie switch setting?", "voltage range switch" is
r>written as “VR", If not rewritten, "voltage" would be

mistaken as tne bedinning of -a measurement (as in "what -.is
the voltaje ot N4") and an attemot would have to be made to
sarse "range switch settina" as a nlace to meas re wvoitaae.
f course after this failed, the correct narse can still be
fount but’ reducing comnound - words helps to avoid
hacktrecking, In addition, reduct.on of compound words
“iprelifices the srammar rules hy allowing them to work with
Iirx concentual units. 1In this sense, the rrescan can be
vi-ewel 1oy orelimiaary hottom-up  parse that  recoanizec
1oro b, mltr=-uord concents.

______________ ' L,

‘:? nininy e the conseaucences  of  such mis-internretation,
Y “ten olwovs. resdonds with an answer which inticates

vt et rop it is answerina, rather than 1u9§ giviny the

et aIntwer,

o
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As stated in the beginning, our two goals for  SOPHIE's
naturakr~¥anquage processor are efficiency ani friendliness.
In terms of efficiency, the parser has succeeded .admirably-
The grammar is written in LISP which can be block compiled.
Using this techniaque, the complete parser takes up about 5k
of storage and parses a typvical student statement consisting
of 8 to 12 words in around 150 milliseconds! Appendix C
orovides exact timings for some of the statements in the
dialogue.

Our goal of friendliness is much harder to ameasure
since the only truly meaningful evaluation must be made when
students begin using SOPHIE in the classroow. H{wever, our
resul.s o far have been encouraging. The sysBlem has been
used in hundreds of hours of tests by people involved insthe
SOPHIE project. In addition, about a dozen different people
have had realistic sessions (as opposed to demonstrations)
with SOPHIE . and the parser:.was able to handle most of the
questions which were asked. Anytime_ a statement 1s not

.accepted by the parser, it is saved cn 2 disk file. This

information is constantly used to wupdate and extend the

<Jrammar. <

/

The most broblematic aspect, of the natural 1langquage
processor is its generality and extensihility. The aporoach
taken/to its development has been evolutionary: Add a new
consyruct; see what other constructs it interferes with and
what/ new statements it encouraqes students to  use; and
extend the onarser to handle these. From the first sentence
ever parsed we were aware of the possibility that the next
construct we wanted to add might be the "last straw" which
forced us into a fundamentally different approach. However,
we have not yet reached that limit. The results so far are
sufficiently impressive that we feel it worthwhile to find
out more about the 1limits of this techniaque. The aost
unnatural limitation in the qrammar right now is the lack of
conjunction. Wwhile incorporating conjunction will almost
certainly reaquire the addition of an 1interrtupt mechanism
similar to that allowed in PROGRAMMAR (winograd, 1973), this
1s oossible within the pnresent framework. In fact, we
believe that the semantic nature of our non-teraminal
categorics and the oredictive ahility of the semantic
grammar should provile a good4 handle on computatinnal
explosion normally accomvanying c0n]unct10n. in any event,
we believe that SOPHIE has demonstrated the feasibility of
using natural language in mixed- 1ﬁb§1at1vo CAl systems.

v

A
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ERIC

Aruitoxt provided by Eic:

<measurement> := <section>[output*] [<meas/quant>]

APPENDIX A

Formal Description of Part of the:Grammar

This appendix gives a formal description of the
language accepted by SOPHIE. The grammar is implemented as’
LISP functions and some examples are listed in Appendix C.
The parsing process is sketched out and a list of compound
words and abbreviations are given. . .

’ . In the description, alternatives on the right-hand side
are separated by ¢ or are 1listed on separate lines.
Brackets [] enclose optional elements. An asterisk * is
used to mark notes about a particular rule. Non-terminals
are designated by names enclosed in angle brackets <>.

<citcu;%/place>:= Lterminal> ! <node>

<diode/spec> := <diode> ! <zener/diode> .
<section> diode ! <section> zener/diode

<junction> := <junction/type> [of] <transistor/spec>
<transistor/term/type> and {transistor/term/type> [of]
. {{transistor/spec>]
<ttansi%ﬁor/tetm/type> to <transisteor/term/type> {[of]
[<transistor/spec>]
A v .

<{junction/type> := eb ! be ! ec ! ce ! cb ! bc

<meas/quant> := voltage ! current ! reSistance* ! power
*means measured resistance

output*<meas/quant>[of]<section>
output* [<meas/quant>} [of <fransformer>]
<transformer> <meas/quant>
<meas/quant> between** <circuit/place> and* -
<circuit/place>
- <meas/quant> of*** <part/spec>
<meas/quant> between output terminals
<meas/quant> of <junction>
<meas/quant> of <circuit/place>
<meas/quant> from <juncticn>
<{meas/guant> of <sectiom>
<meas/quant> of <pronoun>

<junction/type> <meas/quant> [of <transistor/spec>] .

{transistor/term/type> <meas/quant> of
’ [<transistor/spec>]
*input also

-40- . ’
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ERIC

Aruitoxt provided by Eic:

.

**from-to also works
**%at, thru, in, into, across and through also work

<node> := junction of <part/spec> and <part/spec>
node between <section> and <section>
[point] batween <part/spec> and <part/spec>
<node/name> ! [node] <node/number>
. {pronoun>

<part/spec> := <p§rt/name> ! <load/spec> ! <section)> <part/type>
<{pronoun>

<pot/spec> := cc ! vc ! cct

<pronoun>:= it ! [thqtl_"type'
<terminal)> := output [terminal] ! <transistor/term> ! center/tap
- positive terminal [<part/spec>] ! positive one
negative terminal [<part/spec>] ! negative one
anode [<diode/spec>] ! cathode {<diode/spec>]
wiper [<pot/spec>]

<{transistor/spec> := <transistor> ! <section> transistor ! <pronoun>
<transistor/term> := <transistor/term/type> [<transistor/§pec>] ﬁ
<transistor/term/type> := base ! cbllector‘l emitter

<transistor>, <capacitor>, <diode>, <resistor>, <transformer> and

<zener/diode> all check the semantic network and parse correct part
names, e.g., R9, Q6. -

<{sectioh> uses the semantic network to determine if a word 1is a
secti of the unit, e.g.,, current/limiter.

<part/name> uses the semantic network to see if a word is the name of
a part e.g., R6, C4, T2.

<node/name> checks semantic network for node names.

oY
¢
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: . APPENDIX B

A Rule from the Grammar

”

The grammar is encoded as LISP prodedures. The ways of
expressing a non-terminal are embodied in ‘a grammar
function. Each grammar function takes at least two
arguments; STR, the list of words to be recognized, and N,
the degree of fuzziness allowed., This function, in effect,
must determine whether the beginning of the string STR
contains an occurrence of the corresponding non-terminal.
There are generally two types of checks that a grammar
function performs. One is a check for the occurrence of a
word or words which satisfies certain predicates. This
checking is done with two functions -- CHECKLST and
CHECKSTR. CHECKLST looks for a word in the string matching
any of a list of words. CHECKSTR looks for a word 1in the
string satisfying an arbitrary predicate. It is through
these functions that the parser implements its fuzziness."
For example, if CHECKSTR is called with the string "resistor
R9" and a predicate which determines if a word is the name
of a part (e.g., "R9"), CHECKSTR will succeed by skipping
the word "resistor", which in this phrase is a noise word.

The other usual type of operation performed by the
grammar functions 1is to check for the occurrence of other
non-terminals. This is done 'by calling the oromer function

(grammar rule) and passing it the correct position in the

-

input string.

If a grammar rule is successful, the function passes
back two vieces of information. First, it returns some
indication of how much of the input string has been accepted
(i.e., where it stopped). The convention adopted is that
the grammar rule returns as its value a pointer to the last
word in the. string accepted by the - rule. Second, the
function passes back & structural description of the phrase
that was parsed. This structure is passed back in the free
variable RESULT (analogous to an ATN s "*" upon return from
a PUSH (wWoods, 1973)).

Listed below is the grammar rule for the concept of a
junction of a transistor. This rule acceots ohrases such as
"base emitter junction of 05", "BE of the current 'limiting
transistor", or "collector emitter junction®".

T42- v




- {<JUNCTION>
(LAMBDA (STR N)
(PROG (TS1 R1)Y - .
(RETURN e "
(AND
(* comment A) " ,
[OR (AND (SETQ TSl (<JUNCTION/TYPE> STR N))
(SETQ ‘R1 RESULT))
(AND (SETQ TS1 (<TRANSISTOR/TERM/TYPE> STR N))
(SETQ R1 RESULT)
[SETQu#S s,
(<TRANSISTOR/TERM/TYPE>
(CDR (CHECKLST (CDR TS1)
k (QUOTE (AND. TO}
(SETQ R1 (JUNCTION-OF-TERMS R1 RES 1.7}
(* comment B) /y
- {COND .
([SETQ STR (<TRANSISTOR/SPEC>
(CDR (GOBBLE (GOBBLE TS1 (QUOTE (JUNCTION)))
(QUOTE (OF))
1]

(SETQ RESULT (LEST R1 RESULT))
STR)
([SETQ RESULT (LIST Rl (LIST/(QUOTE PREF)
. (QUOTE (TRANSISTOR]

TS1)) /

7
Comment A:

The first thing that is looked for is either a
<junction/type> (BE, emitter collector, etc.) or two
<transistor/terminal/type>s (base, emitter or collector)
separated by the words "and"™ or "to". If two terminals are
found, the function JUNCTION-OF-TERMS is called to determine
the corrects .junction. In either case, the place where the
successful subsidiary rule left off is saved in TS1 and the
meaning of the accepted phrase is saved in RI.

Comment B:

fThe next thing a junction needs is a transistor
(<TRANSISTOR/SPEC>). <TRANSISTOR/SPEC> looks for an
occurrence of a transistor e.g. "Q5" or: "current limiting
transistor”. GOBBLE is a function for skipping relational
words when they are not used to restrict the remaining part
of the phrase. 1If a transistor is not found, a deletion is
hypothesized and a call to PREF is constructed. If the

i



transistor has been pronominalized as in "the base emitter
of it", <TRANSISTOR/SPEC> would recognize "it". -In either
case the semantics of the recognized phrase (something like
{(EB Q5)) is put into RESULT and & pointer to the. last
recognized word is returned as the value of <JUNCTION>.

‘At present there’ are approximately 80 grammar rules in
SOPHIE s grammar.

<
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APPENDIX C

Sample Parses and Parse Times

The following agre examples of statements handled by the
natural language ©processor. Under each statement, the
semantic interpretation returned by the parser 1is given.
The semantic interpretation 1is.a function call which when
evaluated performs the processing reguired by the statement.
Parse times are given in milliseconds.

/ e

Insert a fault.
(INSERTFAULT NIL) (85 ms)

What Is the output voltage - .
(MEASURE VOLTAGE NIL CUTPUT) -~ (88ms)

What is the voltage between the current limiting transistor and
the constant current source.

(MEASURE VOLTAGE« (NODE/BETWEEN (FINDPART CURRENT/LIMITE%/
TRANSISTOR) .

CURRENT/SOURCE)) (335 ms)

what is the voltage between there and the base of Q6?2
(MEASURE VOLTAGE (PREF (NODE TERMINAL)) (BASE Q6)) (108 ms)

Q5°?
(REFERENCE ((TRANSISTOR) Q5)) (95 ms)

Could the problem be that Q5 is bad?
(TESTFAULT Q5 BAD) (108 ms)

Could it be shorted? -

(TESTFAULT (PREF (PART.JUNCTION TERMINAL)) SHORT) (75 ms)

If R8 were 38k what would the output voltage be?

(IFTHEN (RS 30000.0 VALUE) (MEASURE VOLTAGE NIL OUTPUT)) (220 ms)

If C2 were leaky what would the voltage across it be? (128 ms)
(IFTHEN (C2 LEAKY) (MEASURE VOLTAGE (PREF (PART JUNCTION)) NIL))

What is the outpdt voltage when the voltage control is set to .5

(RESETCONTROL (STQ VC .5) (MEASURE VOLTAGE NIL OUTPUT)) (179 ms)

What is it with it set at .62 -

(RESET CONTROL (STQ (PREF (POT LOAD SWITCH)) .6) (REFERENCE NIL))
(110 ms)

[N




If it is set to .9?

(RESETCONTROL (STQ (PREF (POT LOAD SWITCH)) .9) (REFERENCE NIL))
{135 ms)

Qhat is the current thru the CC when the VC is set to 1.8

(RESETCONTROL (STQ VC 1.8) MEASURE CURRENT CC NIL)). (1990 ms)

’
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