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ABSTPACTY

A series of experiments to discover the optimal
learring situation were conducted using computer-assisted instruction
based on a mathematical model. The instructional systeams vere
adaptive in that the sequence of instruction varied according to a
given student's performance history, and the program was organized to
modify itself automatically as more students coapleted their course
and their records were fed back. Courses taught included computer
prograsing for the 4Yonior-college level, reading for the first three
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be modified to fit the learning process and that the theory of
instruction will influence research on learning. (SK) :
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dét«bggn due to psychologists primaz}lj ideniified with education, but

~ approaches to inétru:tion. Psychology céh,be'prnud.of that reébrd of

Rather, psychology seems to provide the étiﬂnlﬁé for innovation, but =

.

ADAPTIVE ,INSTRUCTIONAL SYSTEMS:
' | SCME ATTEMPTS %0 OPTIMIZE THE LEARNING PROCESS s
Richard C. Atkinson
Stanford University . ) , .

INTRODUCTION
Cne ca:not help but question the significaneé of psychology's con-
tribution téithe development of effective instructional proceduvres. :On
the. one hand, psychology has been very influential in the field of

education. In the last twenty-five years alrcst every major innovation
. . . ’ ]

in education--programmed texfbooks,n havioral objectives, ungnmku?,
schocls, individually prescri instruction, ccmputér ﬁﬁhéae'a and
L} .

assisted instruction, téien economies, and taild&ed‘tqpting to name a

' He

v
.:’

few--can he traced tc psychology. In many cases these innovations have

™ =

rather to.iabcratory sclentists whoseﬁréééarch has suggested new

accomplishment. But upon closer examination, it is evident that thése

-

accomplishments are not as closely linked fo psyéhologicgl research as

many might-believe. Psychology has suggested new approaches to education,

but these suggestions have not iéd to éustgined reaeaf&h programs that

-

have the promise of producing a truly effective theory of instruction.

4, . “

-»
" . X . . ) ¢

A

lTo be published in Klahr,'D. (Ed.), Cognition and fnstruction. Hillsdale, |, ' i
New Jergey: Erlbaum Associates, 1975. R '
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innovaticn that has not in furn led to a deeper understanding of the o L
, learning process. o | . . e . ‘\M/}“?

‘Wny has psychclogy not rad a more substantial impact? There are
. _ ‘_‘ . o
several reasons. The brightest and ablest young psychologists usually

‘are not attradted tc educational research, and the research that has . F

been done tends to be plecemeal, not pursuing problems in real gdepth.
) &
. .
This pietume may cnange in the near ruture due to the limited umber of

Jobs feor new Prn.D.'s and to society's increasing emphasis on a plied

rezearch, The more sericus problem, however, is that psycholc.:’sts know

A

a great Jeal aboup the acquisition o(\indiyiaual‘facts and skil.s, but '
ve ry little abou* how these combine to form a meaningful menta. stiucture.

Effective metrods for acquiring skills and facts are important, but the .
majcr prodlem ig the developmient of knowledge structures that are more

car tce cum o of imdlvidual facts. In order to deal effectively with N
‘ -

. d? edu.aticral probless, we need theorles that tell us how knowledge 1is

répresented in memory, how information is retrieved from that knowledge

— . &

seructure, how new tnformation 1s added to-the structure, and how the’
syatem can expand that knowledge structure by self-generative processes.
The Adevelopment of such thedries is under way, and increasingly work in

cognitive psychology is moving ir. that direction. The cphtributions of

Anderson and Bower (1973), Newell and Simon (1972), Rumelhart and Norman ..° . ‘f; "
(1973), ard Schank (1974) are examples of subtantial efforts to develop

e comprefensive theories of cognition, and 1t is ﬁiready evident that this

. work will have impiicaelons for education. Such theories will not simply

add ancther wrinkle tc educatioral researoh, but will lay the foundations
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for resedrch encompassing a larger set of educationally significant.
- * V ' Rl J .

,. problems than has been ccnsidered in the past. _ °

-

: A ' " In this‘papef I want to review the ongoing work in my iaﬁoratory
that'has implications for instruction. Some of that work }epresengf
attehpts to deal with the issue of complex knowledge structures, wg;reas
some is more restrictive dealing with the acquisition of spetifiec skills
and fﬁcts. All cf the work involves compﬁter-based programs ofriﬂétruc-
tion used con a dally basis in schools and colleges. Qhese programs can

best be described as adaptive instructional systems. By that tem I

I3

- mear two things: (1) the sequence of instructional actions taken by the
- _ r _
program varies as a function of a given student'’s performance history, .

and (2) the program is organized to modify itself automatically as more

students.comprte the course and their response records identify defects
&

Pl "in instruction&l strategies.

{ Cur work on‘adaptive instructional syétems R‘s three foci. One 1s

Iz

" the develcpment of a course in computer programmihg for Junio} college

and college students; the second is & course for teaching reading in the

: ; R
first three grades of elementary school; and the third is a foreign-
1ahguage vocabulary pfogram belng used at the céllege level. This paper

will review research on each of these projects.

. ; i ’
upade 4 i i .o
- i

: INSTRUCTION TN COMPUTER PROGRAMMING

v Oﬁr~f1 st/ efforts to teach computer programming involved the

Y

development ol a computer-assisted instruction (CAI) curriculum to teach

the AID programming language; this course has been used extensively in

™~

colleges and junior colleges as an introduction to computer programming

/(
=]
-
Eith
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(Bcard, Lorton, Searle, & Atkinsor, 1773). %Lwever, it ib a linear

r“frame-oriented" CAT progxam aud does ﬂut_Equide indivilualized instruc-

tion during tne‘ﬂ*Lclwm-bleing activit lfmélfg After warking tgrcugh
lesson segmen,a v syntax, expressicns, etc., the stuldent is assignéd,a o
problem to sclve in AID. He must then leave thé inékructional program,
call up & separate AID interpreter, perfcrm the required programming

task, and return to tne instructicnal progra; with_gn answer, As the
student writes nis pregram with AID, his thy sources c¢f assistance are

she error messeges provided by the non-instructional interpieter.

An inadequacy of the AID course, especially for research purposes,

U

15 1+s 1imited ability to characterize indlvidual students' knowledge

L'

iy

of

X specific skills, and its inability to relate students' skills to the

* . r

curriculum as anything more than avrqgio“cf problems correct to problems A

a*+emptai.  The program cannc® make fine distinctions between a student's

I
Wt
2

ngths ani weaknesses, and cannct present tnstructional material

s

‘specifically appropriate to that student beyond "harder" or "easier" -

lesgonc. In order to ¢xplore the effects of differentacurficulum selec~-
tion strateéieS'in more detail, we developed another introgductory P
programming course,’ capable of representing both 1ts subject matter and

ztudent performance more adeguately. The internal representation of . iy

- -

programming skills and their relationships to the curriculim is similar -

11 some ways tﬂ\&fi‘semantic networks used in the "generative" CAi/programs
W Ta
developed by Carbonell and others (Carbonell, 1970, and Collins, Carbonell !

- ~ -

% Warnock, 1973). o : . % -y




The BASIC‘Instructional ngg;nm ﬁ

o

An important fe:tuxe cf a tutorial CAI program is tu provide ‘assis-

\
t&nce,qs tbe student attempts to sclve a prﬁplem, The'pfogram must

contair a representation of the subject mat;ﬁr that 1s complex enough
to allcw the program to generate appropr assistance at any stage of .

the student's solutionattempss'“The BASIC Instructional Program ( BIP) .

~

contéiné a representation of.iAfonmation approﬁriate\to the teaching of
computer programming’:hatrallgus the program both to provide help to
the 5tudent and to perform a limited but adequate analysis of the cor-
rectness ¢f his program &s a solution tquhe given problem,

7o tpe student seated at a te;mingl'BIf lcoks very much like a
typical timesharing BAéIC oﬁerating system. The BASIC interpreter,

written especially for EIP, analyzes each program line after the student

" types it; and notifies the student of syntax errors. When the student

runz ~his prﬁgram, it 1s checked for structural 1%1egalities, and during
"untime execut;on‘ errors are 1nd1cated. A file storage syst!h, a
calculator, and utility ccmmands aré~available. | ¢

Residing above the simuleted oper&@ing system is the "tutor," or

instructiocnal program. It overlocks the ‘entire student/EIP dialogue

and motivates the instructional 1nterpctidn:' In addition to selecting

and’ presenting programming problems to the student, the IP identifies

the student's problem areas, suggests q}djler "subtasks,"” éivea hints
, ' ) . : ~ : &)

or model solutions when necessary, foeis debugging aids, qﬁd supplies

incidental instruction in the form-ofvmeésages, 1nteractive_1eseons,'or

manual references, .




&

-

At BIP's ccre is an.information network whose nodes are ecncepts,
' skills, problems, sub-problems, prerequls tes, BASIC Ebmmands, remedial

- : : - - T A
lesscns, hints, and . manual references. The ngpwork is used tc charac-

e
i R

..
terize bceth the logical structure of the ccurse and our estimate ofthe
& . .

e i e i e e

student's current state of knowledge; mcre will be said abc it the network

later, Figure 1 i{liustrates the interacticns of the par s of the HP T

‘:\\

.o e . i
-+ P ) = 3
§

R S

Tre curriculum is crganized as a set of-programming problem$s whose o

[y

) Text 1n91udes only the déscripticn of the prcblem, not lengthy descrip- \;
cnn of prcgrhmﬁinggstructures or explanations of synfax.'-Thera is no i
fixéd=erde}iﬁg of the tasks; the decision to ove from one task.to '
anctier Ls made on the lasis of the information about the tagks (skills

invelved, prerequisites, subtasks available) stored in BIP's network.

i s+ii=-* prrgrecces through the curriculum by writing, and running,

& pregraw that sclves the problem presented on his terminal. Virtudlly ' -

nc limitaticns are imposed on the azcunt of time he spends, the number

of lines ne writes, the number of -rrors ne is allowed.to make, the

.

oyt P
ranber of

ta

M -

times he chooses to execute the program, the changes he makes .

witnit 1+, etc. The task on which he is working is stored on a stack-

like structure, 30 that he may work on another task, for whatever reason,

L4 - LI

and return to the previous task sutomatically. The curriculum structure |
can acccmmcdate a8 wide vafiety of student aptitudes and skills. Most | »

‘ot the,curriculum-related,options are designed w;th “he lgss-competent I  i?

- ' L -
s*udent ir mimd. A more independent student may simply ignore the

¢ptions. Thus, BIP glves students the cpportunity to detemmine their’

LN

: - . “p . A
own "chfllenge A€y¥1s" by making assistance ayailable but™ot inevitgble. y €
. - .. * * -

* "

Vi
-
-

»
- .- ¢ .
.

- ) 7-- Y ""_ i b
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HP o‘*erc tne aunde;: cersiderable -flexitility in .making hie own &

A
'taskfrplated decisions, de may &aﬁ for aints and uubtaskg te help him

N e

' .‘ . L i . ]
-get started in solving the glven problem, or hﬂ may pcnder the pvoblem
¢n his cwn, using unly the manual 0T adiiticnal L;;cnna'iou. He may”™
request a different task by rame, in the event that he vishes to work

: . _ :
Cr niz return, EIP tells him the name of tne aga;n curren* 'ash,.and
allows bim Lo have 115 text printed ¢ remind him of the prcblem he is
¢ srlve. Thg stulent zay requést tne medel sclution for eny task at

i '. +

v

. .
tne student na3 exhausted tne available hints and subtasks. Takeh to-

getner, tne curriculum cpticns allew for a wide range of student

"

; . ° \
. preferences ind behaviors.
{Qg*"

BTPl: Tnformaticn Network

L}

A iﬂ—edxagu iy, eitrer campleting the new task or not, 85 he chocses.

-

L 'lv, »
X\P\ |
Tacr selettion, recedlal scilistance, and problem area d té,minatiun

+ !

reguire ‘thas :n& pregram nawve & fiexi bl€ idfkrmation store intetrelating 1

tazgs, hints, warual- peferences, et=. This store has been built using

sne @ss.cimtive language LEAP, a SAIL sub-language, in wnich set, list

and cragred-triple data structures are available (Feldman, Low, Swinehart,

& ;aylor, 1972; Swinenart & Sprcull, 1371; vanlehn, 1973). Figu;e‘E

presents a aimplified relationship among & few programming concepte,
/e N,
Specific cbservable skills that cnaracterize the acquisition of the

st

gconcepts, and pragrammirg prﬁulemu that require the use of those skills.

The network is ﬂonstruc*ﬂd‘ucin the assoclative triple structure, ang

. o

desarited in tems of the various types of nodes:

[P

]
9
t-&t

[é2

v, »

i . ) + . . '}
L . -.: : , Al

™,




G At
ST TR T

AILRIB UOTIVMIDFUT 5,419 A0 AMeaE S Ty

| - | sig3owes .

! % i @ . S BT Ly - . T S B
- o Foien e SRS TR
' X 3 P wa L .
- . - - "
- - . .
- - . '
o -
1 '
- s
i
.
~, - + . .
+ .- .
*
- 3
+ ~ .
- k! L)
. ) - ) \ ]

> aN\ L] p. - ¢

* - - .

- ’ a
‘SIVHIL ONILNING

—, S3BVINVA ONILNING

. 4

Y i -~ { - | ) -
) »\H . - . : . r/ . I ) . n - ._,
o . i - - y;.;... ~ 1) . T - . . u . . . -
S IOVINVA v o o g SR
40 3MIVA 3HL SiNINd S S »dVI, QUOM 3HL SINING |
‘AVHL MVNOONd V LM ‘AVHL AVUOOWd V Zatum | __/
‘ M‘hga S ,
9 | -3NIVA SU ONV 3 T1BVINVA
- I v 40 3InyN IHL SiNINe
CAVHL WVHOONd V LM




(.
! ?
Pi
r
%

qTTNTE

HE L

Allfxcurricn_lum“élement;-. exist as task nodes 'in the' network.

They are linked to euch cther as subtasks, pmmquisite'

tasks, or "must fcllow” taaks. .

e

' The skill nodes-are intemmedlajies between the qoncept nodes

and t(ne task rodes (Figure 2} 4§ Skills aere very specific,’
e, u.ucat.e;ating strirg variables™ cor "incrementing a
counter variable." By evaluating sug¢cess on the individual -
skills, the program estimates competence levels in the con-
dept areas. In the network, skills are related to the tasks
that require them and to the concepts that embody them.

D The prifcipal 2oncept aress covered by BIP are the following:

lnterasctive programs; vapiables and literals; expressions;
input and cutput; p*dgram control - branching;  repetition -

‘loeps; debugging; subroutines; and arrays. -

Each HASIC operation (PRINT, LET, ...) 13 & node in the
network. ,The cperations are linked to the tasks in two
~Bys: eitner as elements that must be used in the solution
¢f the prcblem, or as those that mus® not be used in the

hd ° ¢
.
a4kl »ivn -

L Y
Tre nint nodes are linked te the tasks for whtich they may
re nelpful. Each time a new skill, concept or BASIC operator
{5 intrciduced, there'ic an extra hint 'that.gives a sultable
manual reference. T N

Aall disceverabae ;yn;ux, A+ ruttural, and executlon errors
exist 83 nodes in the nértwork, linked to the relevant "help"
messages, manusi m“emnces and remedis lessons.

Cleariy, in sOME. 5ases, a h “-emrchy among skills or problems is

implicit; mcre fregquently, ._;":cwewr/sui:h a relaticnship cannot be assumed.

By L."xpw.r.g cnly & very loose hierarchy (e .g., requiring that al& students

L]

vegln the course witn the came pro b.;ep.), it is pcss;ble to select curric-

uium and provide assistance on the b;sis of & student's demonktrated

nmpe ence level on spERtfic skills, rather than on the basis of‘ a pre-

. determined,

c*»individuaxize:i, sequw;ce of problems. Students who acquim C o T

ccmpeterce ifi skills in scme manner other than that ﬂssumed ‘B}Wiectp-__

‘matter experts to be s*ardard rh':mld benefit most from thib pc,-tential‘

w-.a

for Lndividualization.
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v\W*WﬁUpon completion of & task, the student~is‘gtven e "post task inter-
\\, ? ' . . " ! . s

view" iﬁ.which EIP;presents the mddel solution stored- for that pro lem.'

The s;uden;Xis encouraged to regard the model us ohiy ore of many possible |

L -

sclutions. BIP asks; the student whether he has sclved the problem, then

asks {€or each cf the skills associated with the task) whether he needs

(R T A

more practice 1¢volving that skill., TIn addition tq.the infonhatZ?n
gaired from this’ atudent se}f-ﬂnalysis, BIP also stores the result cf a

compariscr between the student's program and the model solution, h&sed

on the output of both programs when run on & set of test data. The

L

student's respenses to the interview and the results é{it%é progrem

CQ?p&riSQE are usedfin future BIP-generated~cur;;Eélﬁh decisions. BIP ..

infarﬁs the student that he has comp]eted the t&ak angd either allows

nim tc select Ris next task by name‘Tfrnm an off-line printed 1list of

names and problem tg%;s), or selects it for Aim. 2
AN example ¢f the role of the Information §§t§6;k in,BIP'fttutorial ”

-

capabllitiss 15 the BIF-generated curriculum decisions mentioned above.

i

Ey-éfhriﬁg\the studenss cw% evaluation of his sgills, and by comparing
éiénéslukien attempts to +ne 'stored models, BIP can be said to "learn” s
about each ctudent as an individual who has attained a certain level of ///
competence in the skills aﬁsociatedtwith each tésk. For example; HiP
mignt nave reéofdéd tné fact that a.given student had demonstrated cém—
peterce {and confi?ence) in the skili af assigning a literal value teo a
sariable {e.g., N/'= 1), but had failed to master the skill of incrementing
a counter veriable (e.g., N = N+1l). BEIP cean then search the network to

loecate the vk*llﬁ»aha& are gppropriate to each student's sbilities and i

present tasks thét incorpora e thoge skiils. The network provides the, = - . -

kw-
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presented to the student involve overlapping sets of skills; and a

““the subject matter and the student, behaving somewhat like a human tutor

L :-._7 . . /
bggéf?rom which BIP can geherats Jecisicns that take into account both
- ) ) R .
IES

L]

in presenting material tnat either corrects specific weaknesses or
h «

i
challenges and extends particular strengths, procecding into as yet un-.

ercountered areas. -
=

e

-~

+ The HIP prcaram has been running successfully with both junior
college and university students.  However, the prcgrﬁm is still very

mucr in an expérimental stage. From a psychological viewpoint, the

\,
N

principal researcn issues Jdeal with (1) prezedures for obtaining on-line
estimates ¢T student abilities as represented in the information network,
and (2) alternative methcds for using the current estimates in the ine
srmmation netwerk to make instructional decisions. Neither of.thqunu”
Lanwes ;s restricted to this ﬁarficular scurse, and & majof goal in the . *
iﬁv“l-pmﬁgf -f BIP {5 to provide an instructional model suitablé to a

vartety of di¢ferent subject areas. Two topics must be discusspd'in

relaticor to thls goal: the nature of appropriatesubpject areas and the | . O

sororal craracteristics of tke ETP-1ike structure that maRes 1t particu-

i
K

larly uceful in teaching such subjlects. - A
- - .

A :ubJEct well-sulted to this approabn generally fits the following .

-

description: it has clearly definable, demonstrable skills, whose ¢

V) .
relaticnships are well-known; the real content of the subject matter is.-

of & problem-éulving! ratner thar. a fact-acquiring, nature; the problems

student's sclution tc a given prcblem can be Jjudged Es-adequate or in=-
adequate with scme degree of confidence. The BASIC language, &s taugnt

by HIP, is cne such subject,’ but the range of apprcpriate curriculums

~
- . -
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\

goes well b@yond the area of campqter acience.
statistics CGh%d ‘be taught by a aimilar approach, as could algebra

zavibat on,

cLinthg, or organic chemistry.

‘\‘_
N\

inyclve the manipulation of information by the

student can

*n

goal, all invel :
cumput er, érd all are babed orn a body of skills wiose acquisition by the
i C}

be measured wit ‘an acbeptable degree of accuracy.

, € ,
tre memorization

For example, elemehtary

All thebe sutject areas

-

student toward a known

N
procebbeb that can be carried out or simulated by a

Because they require the development of problem-solving skills,
of facts, these subJject areas are frequently

* ra’her vt
fficult tc master and difficult to tutor, especially using <tandard

CAI techniques.

ieperdernce

cne Iimitation of such standard.kechniques is their

or a "right"

answer to a given question or problem, which

5
srecludes active student participation in a problem-solving proce

facility

salving

. — / 4
e complete ipt egration of the twu parta is a qu feature of EIP, makihg

eepanses are
{lity that allows the student to proceei through the steps

except within

dardi CAI techniques usually consist of an instructional
- M i a
information is presented and

alcre--a mechanism vy which

Judged.

lution,

/

{

the context of the solution as a whole.

. In

Lsting of many steps, none of which can be evaluated as-correct or

is facility can be linked to a true problem-

»

but the link does nct allow the transfer of information

o a sc V
betwsen the. instrutional and tre problem-solving%portions of the program.

oG Do

The ¢ >
it appropriqte to instruction in uubJec* areas that have been inadequately

° treated in CAI.
The mnst general Vuaracteri tics of *he- fetwork” structure include
-

P .
&

’
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a representation of the curriculum in terms of the specific skills

/

i

I
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t ,-required in 1ts mastery an& a repreaentatiun of the student's current

'levels (s} 4 competenee in each of the skills he has been required to use. . A . | %

- Ia - E ' - 'l

Indididuel IECurd*k“epiug rela*ea eacn student's progress to the cur-

riculun at all times, and any pumber ¢f schemes may be used ta apply

] B - K ‘ :
that neletionsh{y to the selecticn of tasks or the presentation of .

eddltional information, hints, advice, etc.
7An important element of our ﬁe;wofk structure'is the absence of an
established«bath-througn';he curriculum, grovi&lng:the'built-in flexi- %
‘bility (like trat ofja human tutor) to respond to lndividual students' :I
rengt ee and weeknesses as each student works.with the course. This =
carn urly be accomplished tnrougn a carz2ful analysis and precise specifi-

/ caticr of the skills.inherent in khe subJect matter, the construction of

a thorcugh curriculum providing 1n-depth experience with all the skills,
s
and.s structure of associations among elements of the curriculum that
o allews 'for the implementation of ‘varicus instructional strategies.’

I“b+rucflonal flexibility 1s complemenéed by research flexibility in
such' a structure, because the nature of the associations can be modified ' =
fer‘dxrferent experimental purposes. Once the elements of the network
heve veen established, it is easy, for example, to change the prereq-

5$ : uisite relamtonship between two problems, or to specify & higher level VR\

" of competence in a'given“skill as & criterion measure. L

The cohsiderable complexity involved in progremming this kind of

‘ ""'-v.'_'rlexible structure imposes a certaln limitation. Standard CAI "author

- Y R
. [

: languages" are not apprcpriate to this network approach and constructing
a CAIl course on EIP's pa“tern l;‘nof a task to be undertaken by the | | u\\g

Aeducator (or researcher) who hﬂScnO programming support‘\\zﬁe usefulness

15 e




f; ‘ . of author languAges’is their simplicityt{uhiéhﬁallows EubJect-mattef
s - , . \
experts tc prepare course materiasl relatively quickly and easily. Most

- author languages provide for alternative 'patns through a cﬂrriculum,'for

alternative answer-matching schemez, and su ruorth; considerable complexity

i1s certainly possible. Heowever, the 11mit5; once reached, are real, and
,tﬁe authef sim?ly cannot expand the sophist%cation of his course beyond
those limits, J
;\\‘_ | The programming support required‘by the network appreach, on the
| cther nan&; implies (l)gthe use of i general, powerful language allowing
aecess to all the capabilities of tﬂe computer 1tse%f, and (2) a pro-
\ . gramming group.with the training and experience tt make full use of the
macnine. It nas been cur experience that the flexibility of a general
purpose language, while expensife in a number cf ways, 1slworth the'costs
by virtue of‘the much greater freedom it allows 1in the gonstruction ;f
tne curriculum and the .lementation of experimental conditionc For
a more complete descrip‘tiu of HP and a review of our plans for f‘ur‘cher

researcn see Barr, Beard, aﬂd A*Kinscn (197&)
TNSTRUCTION IN INTTIAL READING (GRADES 1-3)

- ur flrst efforts to teach reading under computer control were-

. .
’ aimed gt a o?al currizulum that would be virtually independent of ghe
clasaronm +ea~her {Atkinson, 1968) There early efforts proved reasori-
ably successful, but it scon became apparent that the cost of such a
'ﬁrogram would be prohibiti&e*if.applied on a large-scale basis. Further,
i1t was demonstrated that scme aspects of_lnstructipn could be done very

effectively using a computer, but that there were/ other tasks for which

¢
l/)/
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. ‘ .

the computer did not have any advantages over classroom teaching. Thus,

duping thé last four years, our orientation has chaﬁged and the goal now

1s7to develcp low-cost CAI that supplements classroom teaching and con-

: centratea on these tasks in whieh individualizaticn is critieally important.

A atude“* termifial in the current program ccnsists only of a Model-33

4

tele*&pewriter witn an audic headset. Trere is no graphic or photcgraphic
\

capab111+y at the student term*nal as there was in our first system, and

the crharacter set cf the teletypevwriter includes onrly uppercaae 1e*ter=.

brn tre ~rher rand, the audlo system is extremely fleiible and provides

-

’ ~ N
virtually instantaneocus access to any ore of 6,000 recdrded words and -

-

) ~ ‘ \\
Mes-ages.,. - . _

Fealing Curriculum

Reeiing instriction can be divided into two areas which have been e
ve o pre i v afpTecoding and "communication." Deccding is the rapid,

i1if not autcematic, association of phonemes or phoneme groups with their

- - _'vnnectﬂve graphic rwpresen+ationb...uommunication 1an‘v=s reading for

megniﬁg, q94/c enjoymen t, emphasib, angd tbe 1ike. Our CAI program - | 7

provides instraction 1n both types of tasks, but focuses primarily on
. jecoding. The program i: divided into eight pé;tsvor‘strands. As LT

indiza*ed if Figure 3, entry into a strand is determined by the student'sy?ﬂ Tw

level of achievement in the évher strands. Instruction begins in Strand

0, which teaches the skills reguired 5?'1hteract with the/program. Entry

into the other strands is déngdent on the student's performance in
| eariier serands. For example, the letter identification strand sterts
’ ° 4
wltu a subse* of letters used in tbe earliest sight words, When a

,s*uden+ reaches a point in thé 1et+e. idtnxification strand where he ligs

-

o 17




0
Skill

\‘ ‘. ’/’ ” .‘
A " Letter .

P Identification
- 4 n W

Recognition

o Spelling | ‘ .

Patterns

- | BN N S N N S B

A’ 4
© Spelling

BRI Comprehension o | )

Sentence : N

Y Comprehension Y

_ . Pigum' 3. Schematig ﬁmsentptlbn of I_tne strand structure. (Entry

A into each strand depends on a student's performance in

' . ‘®arlier strands. The vertical dotted lines represent

smaximal rate contours which control the student's progress

in each strand relative to the other strands.).
/ .

’.

*

-

<
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éxnibitcd mastery cver the-lettefs used in the first words of the sighte:' pr

word‘stfﬁnd ﬁe enters that strand. Similarly, entry into the spelling

pattern ntrand and the ol QﬂiCb strand i: con*rolled by the gtudent' ' T “;-7_
R » .
placemeat in the éighfcwcrd‘*trand' on any given Jday, 8 udeut may be - fﬁ'
.” ) .
seeing exe ses drawn from as many as five btrqndo.‘aThe dotted vert*cal o~

lines in F gg 3 represent,_maximal rate'ccntours;‘ wh;ch control the

studentts pFCgTEab in each s*rari relative Yo h§§ progpess in .other

-

strands, The “&é;u ale underlying these contéurs” 1: that 1earn ng par-

ticular material_in cne “strand facilitates learning 1n anotner strand;

’
13

: . “a
thus, the eontours are consgmicted so that the student learns specific

{tems from ome strand in conjuncticn with specific items‘?raﬂ other

®r

stranis.

‘ )
Tve CAI pregram is highly iadividualized so that a trace througn
! Y

rie sarrieulun is urique for eazh studént. Our problem is to specify
ncw a given subject's response history should be used to make instruc-

“iirnml iecisions.‘ The approach that ye have adopted is to develop
ma:néma;ical models for the aéquisition éf the various skills.in the
Tarriculum, and then use thesesmcdeVs to specify optimal sequencing ¢
scremes. ‘Basically, this apprgﬁqﬁ i3 ;ha; has come to be known in the

engineering literature as "optimal control ‘theory,” or, mog simply,

"control thecry." Precisely tne same probléms are poéﬁd in the area of

e -

i A o

instructioﬁ, except that the gystem to be coptrolled is the human learner - \”;

_rather than a machine .or group of 1ndustries.‘.1f a learning model car . ;i

&

be specified,Athen methods of contrcl theory can be used to derive
o l
ocptimal instructicnal strategies.
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g Scme of the opti.urzation-.pmfedures will reviewed later, but in_ / L ®
' S B
order for trﬂ- reader to have some ickp ot‘ h he ' CAl program oparates,
™ let medﬁ}rst describe a few of the simpler exercises used in Stran II;erf "
‘_l 1T, and IV. #&Aand 1T provides I\% the Qevelopment of a sight-word | & )
‘vocabula-i'y. Vocabulary items are presented in five exercise fovmats; J
~ ! -
dnly the copy exercise and the recognition exercise will be described ~
~ ) * S 3

- . . . -
here. The top panel‘of Tablé 1 illustrates the copy exercise, ard_the

1ower panel ,illust_rates the recognition exercise. Note that when a ,

¥
L3
-

student makes an error, the s;’r'étem responds with an audio meesage and ‘ -

-

prints out the correct response. In earlier versions off the program,

8 - .
the student was required to <opy the correct response fg lowing an error. K

Experiments demonstrated that the overt correction procedure was not

[ 4

particularly effective; simply'displaying the correct woyd following an

error previded more useful feedback. ;
Strand I1I offers practice with spelling pattems’*and emphasizes
the regular grapheme-phoneme correspondences that exist Ln English.
Table' 2 Lllustrates exercises from this strand. For “the iexercise in
the top panel of Table 2‘ the student is presented with thme words |
1nvolving the same spelling pattern and is required ito splect the cor-
rect one based on its initial lette;s. Once the S:S:d:nt has learned to

use the initial letter or letter sequence to disti sh between words,

he moves to the recall exercise 1llistrated in the bottom panel of
! d

Table 2. Here he works witma grcmp of words ’ "al1 involag&‘ng the sg;ne
spelling pattem. On each trial the audio system mqmtp a’ wopds t‘hat

requires adding an initial corfsonant. or consonant cluste#r‘ to ihé spelling
: ‘!
pattern mantemd in the ﬁeceding exercise. Whenever a atudent\ makes a

\

20 a :
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coPY mn.m _.: '@m 1
 Eoamplef of Tvo Exarciies Used 1n §ts g.,
’ N (Si(ht-‘ilonl lheopitton) 3 .
S ' ‘1 hl.g:ypcrlur ‘ l,_ml’io‘
: ', | . message
- ‘ .m ;;1.' ‘ i
LT
an#xéo ‘| (Type pen.)
.’ml l4 Tesponds by | - .
tnuﬂ s . ' 4 m r
The progrem outjuts: LR (Great!?)
The progrem cutputs: EGG (Type esgg.)
" The -mm-m-pondn o { .
The progrn_ cutputs: //7/m6 (Wo, egg.) |
e ¢ . ' X
\mcogniuoﬁ‘mrdu x |
] :
_The progrem outputs:, . PEN NET EGG (Type pen.)
“The student ulpmdl by
e N
The progrem outputs: R
The progrem cutputs: . /| PEN EOG JET -| (Type pet.)
" The atudcnt upondl ‘_'" . m
The progres outpnw' BE ’_«:,ﬂ_ i~ (Pabulous?)

~

Note:

Potiom pane). the recognition exsrcise.

The ti pnnol dis s the copy exercise and the
g [ Rows .in the table .

comppond to successive nne. on the tehtypevﬂt(!\

pristout.
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m 2 O
*k-plel or the ﬁcognition and Recall E:mrcises ¥
Uned in Strend IIT (spalnng Pattem)
R’ . display . . ..“l.
) . Recognition exefcise. .
= The progrem ocutputs: " mam m - (Type kept.) '
The student responds w
by typing:
The progrem ocutputs: + .
‘ . —
Recall exercise
The program ocutputs: ) (Type crept.) )
The student responds
by typing: CREPT ~,
The program outputs: + (That's .
-  fabulous!) -
- t [ ’
. Y
, /
. , ] - e
/e
“ ! - ﬁ
Pl -\ - -~ v.
» 2 ‘ :
e V"r - - ‘a B




P & _‘
.ccrrect response, & "4+" 5ign is printed cn tne teletypevriter. In

' i . e
addition, every so often the program will give an audig’ feédback message;
A - i

‘these messages vary Srom simple cnes like “great," “that's fabulous,"
"ycu're doing brilliantly," tc scme that have cheering, clapping, or’
' bells ringing irn the background. Thesé dessages are not generated at

- r? . . - .
random, btut deped con the student's performance on that particular day.

i \ . . Y
. Wren the student has mastered a specified number of words in the // L
. 7/

siggt»wcfd'strand, he begins exercises in the phonics stran@ikihis sgrand
cuncentrates on initial and final consconants and ccnsonant clusters in
comtination with medial vewels. As in most linguistically oriented

b4

cugricula, students are not required to rehearse or ldentify cofisonant

scund: irn Lsclation, The emphasis is on patterns of vowels and con-

serants that bear regular ccrrespondences to phonemes. The phonic strand

fs tne mcst complicated onefof the group and involves eight exercise

¢ . rmats; two of tne formats will be described here. The upper panel of

Table 3 [llustrates an exercise in which the student is required to

iientifi the graphis r@preseﬁtation'cf phonemes éccurriqget-the end of
. ; :

b .

oriz. Eaern trial begins with an audic presentation of a word that
\ : . .

a,

{néludes the phonemes, and the student is asked to identify the graphic

rebresemtation. After mastering this exercise, he 1s transferred to

the exercise i{llustrated in the bottom panel of Table 3. The same

-Q' El - -
phonemes are presented, but now the student is required to construct

words by adding sppropriste conscnants.

Em&imnl nggcnces for Individual Students

“This has been a brief overview of some of the exercises used in the

- curriculum; & more detailed account of the program can be found in

i
§

P——
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- Table 3 //
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-

-} Teletypewriter

displsy

ST COP LA

h-plu of Two mteueu'm Stmd IV (Phoniaa)

! £y -

./r

Recognition exercise

The program

The student
typing:
The progrem
. The progrem

The student

typing:
The program

~

gliiputa :

outputs:
outputs:

responds by

cutputs:

B

_-Ill'-_-'n’~ -1G

5

. =IT <IN =IG

+

- ‘1n'f1g.)'

\ui1d-s-vord exercise

The program
The student

The progres

The student

The progrem

outputs:
respchds by

outputs:
cutputs:

re by |

outputs :

[}

-IN -IT -IG
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Atkinson, Fletcher, Lindsay, Campbell, aud, Barr (1973). Ehc- key o the

curfculur is the optimizarid™ schemes ghat contrcl the sequencing of

AV ia e Y : .
e s N -

the exercises; these aschemés ban be classi ficd a* three levels. One -.
;ewl invilves declslon muing witnin east, strand. The problem is o

decide which items to pmsent ful" gwudy, «hich exemiae formats to pre-

sent themx lr», and when to schedule review., A complete respcnse ‘«'hi.stcx-y
exists for each student, srd this history is used tc make trial-by-trial

dezisicns regarcing what tc present next. The second level of optimiza-
' ¢ ‘e

+icr deals wits decisions apcut allcesativn of instructional time among
: 1 v <

-

atraris for a given student.d At tne e?d ¢cf an instmc\:ional session,

sne otudent will nave f'eachcd a certain point 1n each stre.nd and a

dextsion mact e ma:ie ﬁabum she time te be allocated t.o each strand 1n

s coxt segsiorn, The trird level of optimizatinn deals with tre dia-

ricetiorn of Lnatruactiocnal ide among ;;tudenta.‘ The question here 1is g

. miicmte Nomputer time uzong otudents 1o oachiede | .*.,‘T‘mcti«..nal

“tlectives tnat are defired rxo/é:r the individual studént but for the

clase &+ 8 wnele. In scme global sense, fhese three levels of optimize-

-

Then steeddd be ‘:‘egr&red {rto a'unified program. However, we have been.

za~iz3ied to work with eac.’: separmtely, t ping that later they can be

é,_fpu:nizat.mn within a8 strznd (what has been called level 1) can-be
lilustrateq u.:f'g the sight-w.rdi strand. The srrand comprises a list

=§ about 1,000 'q-’:,,-:‘"i;'»; the werdec 2~ .rdered in tems cof thelr frequency

' . ~ I3 . - . %

in tne ztudernt's vr,.:a@j&::;, and words au the veginiing of the list nave
nignly regudar graprese-pronene Shrrespondenges. At }ny point in time

@

. . .
a. studert will b working on & limited pocl of words from the master

. 4

] 1

[ %]
L% 2 I

-

L , A e 0
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. list; the sfze of this werking puocl depends on the student's ability

- «

leve] ‘and is'yusually between 5 and 10 words. When one of these‘words is

L4
“ _ mastered, i 1 delered from tne pocl and replaced by the next word on
. . .

. . .
ne lis7 or by & word due for review., Figure o presents a flow chart

¥

. : for ere ztrand. Each word in the werking pcol is in cne ¢f five possible

-

>

{nstructional states. A trial involves samplins a word from the wcrking
e _ pucl and presenting it in an apprcpriﬁfe exerc.3e fcrmat, The student
’ is p;vtested oroa word the fivst few times 1t is presented to eliminate
word: already K?ﬁfn. LY ne gnows the word, he will pass the pretest and.
re word willi bte ip:gped from the werking poel. LY the student does not

pass “he pretest, ne first studies the word uBing the recognitjon exercise.

I€ review L reguired, he studies the word again in what is designated

1o Flgare « a5 Exercises 4 and 5.
. ) -

[

indiicatei in Figure &, a given word passes from onﬁ:%tate to the

L0 omraLies oriterior, and trds present: the crux of the opti-
#

+
-

cn iz t¢ Jdefline sy apprupriate criterion for each

i
t.
w
o~
o)
L LY
Lo
oy
'_J
[13
B
.
\
P

- Y ~ exergise. This has been done wsing simple mathematical models to describe
Tr owogaloition procesy for each exercise and tne transfer functions that

nnld petWeern oxercises {Atkinson & Paulacn, 1972). These models are
H

simple Markoy progesses trnat proride reasconably ascurate accounts of
performance on oar t4<ks. Parametsrs of the models are defined*?a

_ functicns ~f two factors: (1) the ability of'the%pafmicular student,
3 ‘ \ .
and () the difficulty of the particular werd. An estimate of the

- . student's ability is <btained by analyzing his response record on.all

&

previus werds, arnd an estimate of a word's difticulty is cobtained by

~analyzing perfommarce or that particular word for all students on the

< ) &6 /

)
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o . . . ,
Partial m chart for Strand IT (sight-word recognition).

The various decisions represented in the bottom part of -
. the chart are based on fairly complicated computations that
make use of the student's response hisgery. The same

recognition exercise is used in both state S_ and S_. j

4 5
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* .
ability facter and each werd's difficulty factor. Given a well
. » ]
model and estimates of its parameters, we cun use the methods of control

) . SN H
theory te define an optimal criterion for each exereise. The criterion

will vary depﬁnding on th97ﬁifficulty of the iteﬁ, the student's abi;ity ) Y
level, and the precise lsaq‘ue:xce of correct axi‘ci‘j.ncorx"ect m;ponses ade ~
, .
by the student to the item. It is important to realize that the optimi-
_ ' . .
zaticn scheme is not a simple branching program based on the student's (A 3
) * = B

la.t response, but depends in a complicated way on his complete response

mistory. .
o S
A

Cptimization between strands (what nas been called Levvlel‘ II) was

menticned earlier ir the description of maximum-rate contours. In scme

- r

respecss talar cptimizaticn program is the most interecting of the group,
Dut Lt ocannot be explained witnout ,_q,irl:g invto considersble mathematical
detail. 1In escence, a learning model i: c(éveloped that speci.fieé the
learning rate on each strana as & function of the amount of material that i
ra. beern mastered in each cof t.%‘he ot‘ne_r- cstrands. U'S:S'g mathemaﬁcal
metncds of control theory, an ;:;i:\tuimal inz*ructional strategy 15; determineq;’-
based un the model., Thils stra‘egy dt_ei"ines af'closed-loop feedbfack COne-
troller tnat specifies daily instructional allocations for eaq’lh ‘strand'

. . ' |
hased on the best current estimaé of how much the ?tudent ha:i; mastered ,

% LT
in each strand. An account of the theoretical rationale for 'the program /

15 presented in Chant and Atkinson (1973).

~
» L. 3
. : 4 /
. /
- . -:.-—‘ U . | /
. ) . 4 : *
o, | - o .




=

) thimi zin_g_Class Performance

Next let us considar an example of optimization at wvhat has been

L]

called Level III. The et‘x"ectiveness of tm'CAI pmgram can be incmased

by optimally allocating instructional time among, students. Suppose that .

a school has budgeted a fixed amcmnt of time for C.AI and muet decide how
to al.focate that time among a class of first-grade étudents. For'thi_s
example, maximizing the eftectiven;:ss of the CAI program will be iﬁter-
pmted as-meaning that we want to maximize' the class perfomnce on a
standerdized reading test administemd at the end of the ﬁrst gnde.

On the basis of prior studies, the following equation has been
developed to predict performance on a standardized reading test as a

function of the time & student spends on the CAI system:

P(t;1) = A(1) - B(i)exp[-tC(1)] .
The equation ‘pmdicts Student i:s performance on a standardized test as
a function of the time, t, spent on the CAL system during the school |
year. The parameters A(LY, B(1), and C(1) charscterize Student 1, -and

vary from one student to another. These parameters can be estimated

from scores on reading readiness tests and from the student's performance .

during his first hour of CAI._ After estimatessof these parmters have
__ ) ‘.

been made , the above equation can be used to pnedict end-of—year test

scores as a function of the CAIL tiwe nllocl.ud to that atudent,

o,

Let us suppose that a school has budgeted a fixed meunt of time T

on %the CAI &ystem for a first-grade claaa of N students ; mrther, suppose _

that students have had reading madmess tests and e pnliminuw Tun on

" the CAI system so that estimetes of the parameters A, B, and C have been
[N

mnde for eac iatudent. The problem then is to allocate time T among the




. N students so as to optimize learning. In order to do this, it is first

necessary “to have a model of the learni'ng proces :. Although the above

equation does ndr offer a very detailad account of learming, it suffices

~as a model for purposes of this problem. This is an important point to

keep in mind; the nature of the specific optimization problem qeiemines
the ‘léavel\.of "complexity that needs t¢ be represented in the learnipg
mcdel. Foz; scme Optdmization problems, the model must provide & rela-
tively detailed account of learning to specify a viable strategy, but
for other proclems a .:imple descriptiva equa-ﬁion may suffice.

In additicn to a model of the learning process; we must also specify

an instm_cﬂonal cbjective. Only three possible obJéctivea will be

censidered nere:

. Maximize the mean value c¢f P cver the class of students.
II. Minimize the variance of P over the class of students.
{If. Maximize the mean value cf P under the constraint that the

resulting variance ¢f P i: less than cor equal to the
variance that would be obtained if no CAI were administemd.

Colectivye I omaxi mizee *he gain for t\/lass as a whole ; Ob,jective I“'

reduces Jdifferences among students oy mak‘ng the class as homogeneoua
s pessible; and Cbjective TII at: tempts to maximi:re the class performance

wnile insuring that differences among students are not amplified by CAI."

Iif we select Objective I as the instruetional objective , then the problem

=f deriving an rt:ptfﬁxél strategy reduces to maximizing the function ™.
rd .

rfem,t(z),---,twn‘l; (A(1)-B(1)exp(-t( (1) ]).

-
b
i

30




whe re t(i) is the time allocated to Studer;t 1. This mnximi.za_ti"on can be
~ done using the methods of dynamic programming. To 111ustrate ﬁhe""hppx'bach,
computations were made for a first grade e¢lass for which the parame;ers
A, B, and C had been estimated Ior'each student. Employing these esti-
mates, computations wexe carr;ed out to determine the time allocntions
that maximized the above equa’tion. For the optimal pol:!.cy, the predicted
mean ‘perfomance jevel of the c;lasg on the end-of-year tests was 1&; -
higher than a policy that allocated time equally among students (i.e.,’
an equal-time policy whe re t(;.) = T/N for all i). This gain mpmsenuts
a substantial 1mprovemn;.'nt ; the drawback is that the class variance is
roughly 15% greater than the variance for the clase using an équal-time
policy. This means that if we are only interested in raising the class
average, we will ‘have to'give the rnpid 1garne*s gubstantially more time
cn *he CAT system and let them progress far beyond the slow learners.
Although a time allocation that complies with Objective 1 does
increase overal.l class performance, other obJectives need to be consil.dered.
Fcr ccmparison, _ i.me allccations also were computed for ObJectives II and
I, Table 4L presents-the pred;.cted gain in averuge class performance
ss 8 percentage of the mean value for the equal-time policy. Objective
II jielded a negative gain in the mean; and so it ahq;ld, since its goal
was to minimize_variabinty,' which is accomplished by reducing the time
allocations for rapid learners nhd giving more éttentioq to the slower
" ones. The mcjucuon in varisbility for Objective II is 126, Objective
III, which strikes a balance between Objlective I ’:l_d ObJective IT, ylelds

an 8% gain in mear perfqmance yet reduces variability by 6%.
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" Table 4 o . ,

Predicted Percent Gain in the Mean of P and in the -
'Variance of P When Compared vith the Mean : '

' Variance of the Equal-Time Policy .

— . -
i Instructional objective

\ 1 V1 omm

% gain in mean of P 1 -15 8

% gain in variance of P 15 -12 -6

1) - ;

./ :
. '

‘ .
1]
i =
. -~ *
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'educatora and lnyuﬁen. It offers a substantial 1nc:~ease 'in average per-

\
: ' v

In view of these results, Objective IIX vould be pmferred by- most AR
Coay t

. fqmncé while maintaining allb\g‘levei of variability. These computations

make it clear that the selection of an instructional ob,}ec\tive should not
pe done in isolation but should involve a comparative analysis of seversl

objectiyes, teking into account more than cne dimension of performance.
Eren u the principal gosal :L.-: to maximize the chsa average, it is in-
appropriate in most educational situations to select Objective I over
IIT 1if it 1s r:nly slightly bet}'qr for the class average, vhile pemitting E -
variability to mushroom.e | |

Effef‘ti.V'BHCSb of the, Readig_g Prgg

ueveral eva.mation studies of the reading program have been con- .
ducted in the last few years. Rather than review these here, I would
prefer to describe one in some detail (Fletcher.& Atkinson, 1912'5. In ' -
this particular study, 50 pairs of kindergarfen students were matched on
a number of variables, including sex and reac}iness scores. At the start
«f +=¢ first grade, one member of each pair vas assigned to thaﬁxﬁeri-_
mental group an! the ‘other td the control group. Students in the
experi::;ental group received CAI, but only during the first grade; students

in the control group received nc CAI. The CAI lasted approximately 15

~minutes per' aty;-3 during this period the control grouﬁ studisd reading

.

ZPor a more detsiled disciasaipn of some of the issues involved in b
selecting objective .functions see Jamison, Fletcher, Suypes, and
Atxinson (1975).

. 4
3In this study nc attempt was made to allocate time optimally among
students in the experlpental gmnp, rather, an equnl- ‘podicy -was -J—;j'-
~ employed. / : k. S
B, . |
G- W
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in the classrcom. Except for this 15-minute period, the schoel day fer

L4

the CAI group was like that'of the contrcl group. Standardized tests
were administered at *ne end of the first‘gra?e and again_at the end of
the‘seccnd grade, All the tests showed rcughly the game pattern?&f
results; to summarize'the findings, only data from the California Cocper-
~ative Primary Reading Test will be deséribed. At the end of the first

a 5.05-mcnth gain cver tre control

L4

grade, the experimental group showed

greup.  The groups, wner tested a year later (with nc intervening CAT

i Y .
treatment), _acwed a difference of 4.90 months. Thus, the inftial dif-

% rence cbserved focllowing one year of CAI was maintained, although not
amplified,'during the second year when nc CAI was administered to either

griudp. \

—

No Jefinitive conclusions can te drawn from evaluation stﬁdies of _ ~
“nis o oort about tﬁe specific comtributicns of CAI versus other aspects
e sitaation. Uopvicusly ‘re carviculun materials usedmin the CAT
program &re lnportant, as well s other factors.: To do the type of study

tnat would {sclave the {mpcrtant varigbles is too large an undertaking £

E » !
voo e wortnwhiie at this juncture in <he develcpment of the readiang pro-

{ _ _
gram., [nus, to some exrent Lt is a matter of judgment in decid&ng which

[} 3

variat.es aztount for ne differences observed in the above study. In -
'my view, indfvidualizing instruction is the key factor in successfully ' .
teaching reading. This daes npot mean trat all phases of instryction

snould be individualized, but certain skills’ can be mastered only if

P

instruction is sensitive to the student's particular ditttcu;ties. A
readlng teacher interacting orn a une-4c-cne basis with a student may~69 j‘ .
: P

=

nore effective tran our CAI program. However, when working with a group.
/ prog Ly & 8 P
. . . ' - * ' \i‘



c¢ chiliren (ever as few as four or “ive\ {v is unlikely that she can

metch the eomputer g efftctivene.; in® makirg *ustructional decisfons

|
cver an ex%ended period of time.

SECORD=LANG UAGE VO LAH_»'L: RY LEARNING

In this section, research on CAl programs for second-language vocab-

ulary learning will be discussed. As noted elsewhere in this paper, the’

. }

ﬂ_pxla:ipal g-al ¢f dur research ch computerized instruction has been to
L

dev2¢hp adjaptive teathing prvcedures--procedures that make moment-by-

mement declsicns about whic* ingtructicnal acticn should be taken next

12

?ased-cn the student's unique response history. To help guide the
thecretical asﬁéct~of this work, some years Ago wé~initfated a series
tf experimen +5 cn the very feszricted but well-defined prcblem of
;pt:mizing tre teaching of a foreign-language vocabulary. This is an
sren where mutnematical modelc provide an sesurate Zescription of
lea—"'g. angd these mcdels ﬂg? be used in cmnjuncticn/vith the methods.
of contred ,ueu:y ;o der*ve p:ecime algurithmn for aequencing inatruc-

F

tion ar;ng vocabulary items. Althaugh our original interest in this 7
» -

.,p*c -am\p“ima"ilj thﬁcre*ical the work has proved to have significant

practical applidﬁt&ans. Trese applicaticns involve computeriZed vocab-

. ulary legrﬁikg programé designed to supplement college-level ccurees in

secund;language instruction. A pdrticualarly intere?ting effoft 1ﬁyolves

ﬂupplementary Russiarn pr cgram in use at Stanford University. Students
o

are exposed to epproximately 1,000 words per academic quarter using the

mputer; 1q conjunction with nomal classrcem work this program enables

. | )6- o 35 .
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- them to develcp a8 substantial voc&bulary.k\ «Many t‘omign language in- -
structors believe that the major qb:.tacle tg auccessful 1nstmct1on in o

8 geccnd language i net learningy *hw g"a...t{ar of the 1ahguage, t;uz rather

noacqliring a »ufficlent v«_:cabulary 3¢ that the ctudent can engage in

. . . .
zeaningful ccnversations and read materials other than the textbook.

"In examining the work on v-,-cabulaz'y acquisition I will not describe

rtre CAL rograns ), Ut will review scme reseafch ¢n optimel sequereing

SCLeRET that prevides the theoretical ratiorale (or tne programs. It \

will be. useful tc describe cne experiment ir some detail before con-
#
- sidering more general issues. : ‘

v

. An Experiment cn Optimal Sequencing Schemes
’ - In thls study a large set of German-English items are to be learned
. ; Juring an instructional ées§icn that involves a series of trials. On

+ wavn crial, cne of {!‘.e GJerman werds is presented and %smdeht attempts
. —- - : .
o Wi ee Tie Engllisr trunclation; tne correct translation Ls then pre-

X

- . sented cr a brief ,sntudy pericd. A predetermined number of trials is :
: d |

) - . i

- allocated fur the {nstruc¢ticnal sesstion, and aftelr some intervening

Y

periocd a tect is administered over tne entfre vocabulary. The problen

. is o speéix‘y a a»ra*eg-y for presen‘ing items during the instmction&l ¢

. v
sesii.rn s that performance un the delayed test will be maximized.

« ) -
’

[ 4
4 .-

L‘Th{:se CAI vocadulary programs makecuse of ¢} timal Sequencing ache
. zf the sort to be discussed In this section, as well as certain mndronic
aids. For a discussion cf trese Wremonic alds cee Raugh and Atkinskn

(17°5) ard Atkinsen and Raugn {I{T{S’-).

™ . 1) - ) : d
: [
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Four strategles for sequencin, the métrhctional material will, be . e

- considered. Cne strategy, designed RO for random order, is to cycle ;oo

‘through the get of items randomly; this strategy is not expected to be

e --—-partix.ularly effective but it pruvidez a benchmark against which tc

evaluate cther procedures. A second str;tegy‘, designated SS.for self

L

selection, 15 to let the student determine for himself how best to

v

RN sequence the material. In this mode, the student decides on each tr:l.ul =
= '~ which item is to be presented; the learner rather than an external com

trcller defemines the sequence of instruction.

The, third and fourth schemes are based on a/ decision-theomtic |
analysis of the task. A mathematical model that provides an accurate
. ‘ sccount of vécabulary acquisiticn {8 assumed to hold in the present ‘ .
situaticn, The model is used to comput.e, on a trial-b‘y-trial basis, an
tnliviiual a+udgv_‘r') currents state of learning. Based on theﬂf‘, chmpu- .
:a.'ix:-ns,' items are selected r test and :sqtudy so 83 to optimize the
level ¢f leaming ach;eved at ke termination of the instructional ses- ,

. \ :
sicn. TWo opiimization strategies derived from this type of analy’ais

/
wil] be examined. In che case, the computations for detemining an
v

~nptimal strategy are carried out assumf.-g that all vocatulary items are
- 7 L

o? equal 4ifficulty; this stretegy fle desiénat.ed CE (i:e., optimal under

the assumpticn of equal item difﬂculty). Ip the other case, t‘ﬁe compu-
taticng take into account 'variatic-ns in difficulty leve\.r;mong 1tems;
t.his atnmgy 1s called OU (1.e., optimal under the assumption of unequal

item difficulty’. The details of these two strategies will be described I

iate‘r. ) ; - v 0




the entire vocabulary., The instructicnal seszicn was more camplicated.

The experiment wa: carried cut under computer contrel; the detaile

of the experimental priocedure are givéh {n Atkinson {1972b). The students -

-» oy - B -
participatey ir tve zesaions: an "instructionel sessidn™ of approximately

- i 4
twe nours ani a

° . .‘ - N . . . ox . ; .
riefer. "delaycd=tenr o0 i 0 giminicteryt e week® later,

[

.

‘Phe lelayed te:t was the same ror all students and involved a test cover

.

¢
4

cTre vocabulary Ltems were djivided int. seven lists, each containing 12
o

German werdo; tne seven lists were arranged in a rounfi-robin order, . On

cach trial o the [nstructicral session a list was displayed on 8 pro=-

creer, and the student inspected Lt for a brief periocd cof time;

Germar words and nct their English trans-

"

[

'a-
"

5% involvel only the 1l

lazisrnc., Then gre of 1ne ltems ¢n the Jdist was selected for test and

. -

o -
“udye In o tne Mo, LE, and UU conditlons the:item was selected by the

Al

Tomputar: in tne 15 condition the {tem was chosen hy the student. After

&4
*
-~
[
o
-
»
. s
*
i
-
)
-
-
+
-
.
*
!

y T srulent meeampted Yo provide s tranc.
Lot e oy *ypina L* on Lls cumputer console,; then féedﬁack regarding the
s.orrect translacion was given., The next trial began with tﬁe computér
iizpiaying the next list tn trne rﬁfnd re:bin, ard the same p;WCQdune LLE
repesteli, T Lnstructiohai seséiun continued in this fashion for 336
rriais. |

The results of thw experiment are summarizediig Flgure 5. Data_ére
presented un the left side of tn@ figure for performanée on successive.

1

lucks of trials during the inastructional session; on the right are

“yr

recults from tne tect session administered cne week after the instruc-

- R '
tiloenal cession, Tne data from cnie inotructicongl session are presented
. ! .
i L i .
in suecegsive plocks of 86 wriasls; fuf the BG condition this mean. Lhat

-

*
¥




¥I5m U0 pataistutwps 3833 PpakeTap I uo unm UOTI$38 TBIUCTIONIISUT . , aﬁ‘
udd. THTI3 2ATSSa0oms uf sacundesr 1031100 o usilsodoad  °§ .wﬁ:wam , ¥

.‘ .zo_mmmm#zo;ozﬁmz:.- ,.
~_NOISS3S | SHO0NE WiIL 3AISSIIINS N
1531 03AV7130 » ¢ 2z 1 ,

3y ®ia

T o5 S PR T NTH R AR L s SR TLICRE B . SR R B JEFR SR . R Ci| gy
L ; H A . £ - - P B s
R . - < . - . \ . . . -
I ._ . . Y -
i . . - R : . A »
i i - . " . .
e ST R . cxajeT ‘ /
et o~ - .
i . b - .
)
L i,

\ L AR B 1% <« N
.,/
¢ / - » Y
N \
‘T.! . /,/ , . ././
\ - /,
= * D -
‘, £q
| 39N3N03S WOONVY O————aQ, < .3 Q"
/ e . e o -
. .... Oo-o .-. > .
I ~  (es0p .!.Eo.ou jonb3) o .......“... FI . m - | .
L - .Gu»qcro. TNUDO O - ’ y
; S 0
: - ¥ _\ I ' VA - ‘ .
B ... ,f f . L
oot {0y smppworny jonbeun) | o
— e S | 1 i L SR
i ] S ; i N . \_“
T T P P , o




on the average each item was presented wace in each of these blocks.,
Note that performance during the instructional session is best for the

fr

RO condiux'm, neWr the OE cendition which is slight;y better )
’ thar. the 8S ccnditiéﬂ; and poorést for the QU condition. %he'nrder éf
the groups is reversed on the delayed test. (Two poinis are displayed
in the figure for the delayed test to indicate?tkat the test involved
twe random cycles through the entire vocabulary;\hoﬁevgr,lthe values

4

£ivern are tne average over the two test cycles.) |The OU condition is

v \
best witn a correct respgnse probabllity of .79; the SS condition is
rext '-Ii-tn .53; tne CE C)J

ndition follows closely at .54 and the RO con-

itticn s poorest at .38. The observed pattern of results i—yhat one
weuld expect‘.' In!:he 5SS conditicn, the students are trying to test
~remselved .rn [tems they d¢ nct know; consequently, during t,:he instruc-
ticnal secsicn, they should heve a low;;_pro;;ortion of cormc§ responses
*rarn svadents run oon tne RO procedure/where items are tested at random. b
eizilarliy, tne OE ané CU ccrnditicens {gvolve a procédure ‘that attemp‘t's to.

P f{derntify and test those 1tems“%hat have not yet been mastered and should

produce high error rates during t instructional éession. The ordering
L ,_

. ~.f groups on the délayed test is reversed since all words are tested in

responses provides a measure of a student's true mastery of the total
7 ~ set of vocabulary items. T e

L]

e

. “ The magnitude of‘k{xe effects opserved on th'_e'delayed\agt are of
. ' :

prastical significance. The SS.condition (when compared to the RO

cquiti'on)_le._ﬂds t%ﬁ_ﬂ_ielative gain of 53%, whereas the QU condition

L ~yields g relative gain of 109, It is terestixjg that students were

40

\ ' : 12 | _
. | 3, -
: | m ) ’ : L | \ N

a nen-selective fashion; under these conditions the proportion of correct




-

somewhat effective in determining an .ptimal study sequence, tut not so

effective as the best of the two adaptive teaching systems. v

-

Rationale for Seguencing Schemes . .

" Both the CU and OE schemes assume that vocabulary learning can be
described by a ;airly simple model. _We'posiulate that a given item is
in ore of tﬁree states (P, T, and U) at any moment in time. If the 1tem
is in State P, then its translation is kpown and this knowlgdgc is
"relatively" permanent in the sense that the learning of other items
will not interfere with it. If the item is in State T, then it is also
'kno$a but cn-a "temporary” basis; in State T the learning of other iteﬁg
can'give rise to interference effects that cause the item to be forgot;gn.
in Sﬁéte U the item is not known, and the student is unable to'give a
translation. | . |

* - Wren ltem 1 is ﬁresented on a trial duriggbthe instructiogal session,

+he followire transition matyix describes the’ possible chance in'its state:

.

P T U 3
“p[ 1 0 0 S
1) = 7] x(1)  1-x(1) 0 .
Iy U .

y(1) z(1)"  1-y(1)-z(1)

Rows of the matrix represent the state of "the item at the start of the
, ) .
trial, and columns thg state at the end of the trial. On a trial when

. some item cther than Item i is presented for test and study, -.transitions
in the 'state of Item 1 also may take place., Such transitions can occur .
only 1f tne student makes an error tc the other item; In that “case the

transiticn matrix applied 7o Iteﬁ i is as follows:
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Basically, the 1uea is that when some o+her item is presented that the

[

student does not know, rorgetting mny occur/ for Item 1 1f it is in

- S’&*e To I

’

e
¢

To summprize, when Itemyilis prese7ied for test and study, transi-
tion Matrix L(1i) is applied; when some /other item is presented that
elicits ﬁn error, Matrix F(1) 15 apg;{;d. It 1s also assumed that at
the start of the instructional sesq&on Item { is.either in State P, with
probability g(i),_of in State U, f;th probability 11;(1); the student
either incws the‘translation wit%oui having studied the item or does
nct., The above assuﬁ{tions pr?fide a complete description of the learning

process, The parsmeter vector/(x(l), y(1), z(1), £(1), g(1)] charac-

!
terizes the learning of Item [ in the vocabulary set, The first three
’ / -

‘parameters govern the;acquisiticn process; the next parameter, forgetting; .

and the last, the student's:&nawledge prior'%o entering fhé experiment.
We now turn to .a discuésion of how the CE And Oﬁ prbcedures were
derived from the model. Pfior'to conducting the experiment reported
nere, a pilot study was ruh‘ﬁsing the same word lists and the RO pro-
cedure described?above. /%dta from the pilot stu&y were employed t9 P

¢

estimate the parameters of the model; the estimates were obtained using

A ”’,,ﬂ’fﬁ;.EIRLHUE chi-square procedures descn;hed in Atkinson (1972b). Two

separate estimates of parameters were made. In one case it was assumed

that the ftems vere all equally 4ifficult, and data from all Bl items

-

s
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we re lumped‘tcgether to obtain & single estimate cof the parameter vector;
this estimation prececure will be called the equal-parameter cese (E

cazel., In thd pecond caze the dara were separated by items, and an esti-

mate -f the parameter vector war male fur each of "he 85 {tem.; thid

procedure will be called the unequalrparameter éase'{U case). The two

i

ets cf parameter e:timates were then used to generste the optimization

schemes previcusly referred to as the OE and OU.p%ocedures. )

In erder < formulate an instructiconal strategy, it s necessary to
be s tout the guantity to be maximized. Feor thé p;e§ent expert-
men® *ne goal 1s to maxim:ze tne *otal number of 1teﬁs the student
Curm utly tranilates on the de layed test.s To do this, we need to

/+hé

*he proctructional session and performance on the delayed test. The

Fpeclty the relatt cnship becween state of learning at the end of

8..anptien zade nere 1o thet only thcae items in State P at the end of
et tmactionml oencion will pe translated correctly on the delayed
: \ . . .
“ps, arn Ltem in State T iz presumed to be forgotten during the inter-
Srep.eg wewk,  Trus, the problem of maximizing delayed-test -performance
LOVLLYel DAXLLLLLILG ‘he nuwsber of {tezs in State P at the end of the

[

innevuariernal seastiaon.

e

D“her meayurs s can be used *c mssecs the benefits of an instructional
srrategy; €.4., in this case welghts could bLe assigned -o items measur-
ing their Telative *mpor*an:e. Alsc costs may be acsocimted with the
vAriou: c:iunm taken : u‘ing arn instractional session. Thus, fdr the
gereral case, “ne op” imizaticrn problem invelves assessing costs ard
perefits and findfﬁg a strategy that maximizes an appropriate function
Jefinet o tnexm, For a iis:ughizv ~f *hege pcints see Dear, Silberman,
Estavarn, and Atkinson (1967}, and Smallwnod {1962, 1971)




.
-t

BEST COPY RVMLABLE

Having numerical values for parameters and knowing a student's

- response history, it is possible to estimate his current state of learn-

. ingts Siéted'mcre precisely; the 1eatn1ng model can be used to derive
—— '
equa*io“s and, in turr, compu the prechabilitles of being in Ctstes P,
T, and U for each 1+em at the start cf any trial, conditionalized on the
student's respconse history up tc that triasl. Given numerical estimates
of these probabilities, 8 strategy for optimizing perfafmnnée is to
select that {tem for presentation that has tﬁe,greatest probabiiity of
f moving inta Sta*~ P. This strategy has been termed the.one-stqge opti- "
- xization procedure becsuse it locks ahead one tfial in making decisions.
Tre true cptimal policy (i.e., an N-stage prbcedure) would consider all
possible item~-response sequences fcor thevfemaining trials and select the
o ne;: item so as tc maximize the number of items in State P at fhe ter-
- minaticn of the insiructional session. ' Unfecrtunately, fcr the present
case tne Nestage poiicy cannct be applted because the campptations are

- tce time ccnsuming even fcr a large computer. Monte Carls studies

. . LD
. » X Q

indlcate that the one-stege policy is a good approximation to the ,

S

optimai'strategy; it was fcr this reason, as well as the relative ease

6The student's "response history” is a record for each trial of the

vocabulary item presented and the response that occurred. It can be .
shown that there exists a "sufficient history" that contains only the
~information necessary to estimate the student's current state of

learning; the sufficient history 1s a function of the complete history
and the assumed learning model (Groen & Atkinson, 1966). For the model
considered in this paper the sufficient histdiy is fairly simple. It
1s specified in temms of individual vocabulary items for each student ;
we need to know the ordered sequence of correct and incorrect responses
to a given item plus the number of errors (to other items) that inter-
vene between each presentation of the item. '

"
e

q *

”

i
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" of computing, that the one-stage procedure was employed. For a discus~
sion of cre-stage and N-gtage pcllcles“and Monte Carlo studies comparing
th\i__em gee Groen and A-tkin\ét,-__s*. {1966}, calfe= {1570), and Laubsch (1970).

The optimizaticr procedure iescriled alvve wai lmplemented cn the

N .
computer and permitted decisions tc be made lor each student on .a trial-

.

"
by-trial basis. Mudems ir the OE group, the computations were.
carried cut. using the five parameter values estimated under the assump-

ticn of homcgenesus items (E case); for stydents in the OU group the
N .

J computaticns were @sed or. the L2) parameter values estimated under the

.

aszumption of hetercgencous items (U case).

The U procedure is sensitive tc 1n“5;eritem difféz_'g:nces and conse- ™
quersly gererates a more effective opzir&i_;ation strategy than the OE
Tone lure, Thé CF procedure, however, iz ;ﬂmcst. as effective as having
tneJdrudent make nis own {rstructional declsions and far superior ‘to 8
m:‘;:r.,v.-m precentaticn scheme, ‘ .

The study reported nere is cne in a series of 'experimenta dealing
wi*% cptimal sequencing sihemes. IT was selected bec;mse it 1s easily
. -:;‘.e.scfipe:si and pf::mi'ué direct compariscn between a learner-controlled
procedure -w=rsis procedures based or a decision-thecretic analysis. For
a review of other 5tud1‘c-5 similar tc the one reported above see Chiang
(1974}, fx-uéey (197&'), laubsch (1970), Kimball (1973), Paulson (19773_),

and Atkinsor and Paulson (1972). Some cf these studies examine pro-

cedures that are more powerful than tne ones described here, but they

-

are compliicated and difficuit to describe withcut going into mathema'uc'al

detail. The maljor improvements invoive two fantors: {1) methods for

estimating the model's parameters during the course of instruction, and

.
.
.+

N s

&
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(2) more sophisticated ways of interpreting the model's parameters to
take account- of both differences among students and differences among ol

items. For cxample, let P(i,)) be a generic symbol for a parametgf .

vecter characterizing student { learming vocabulary item.J. in these
‘studies P(1,3) 1is specified as a funct’on of a vector A(i) meaéuring the °

ability of student i and a vector D{J) measﬁring theedifficpity of item

‘JQ The probler then is to estimate the ability levei of each student

and tne Jiffib§}ty of each item while tne student is running on the

prﬁgram: In 8 study repcrted in Atkinson and Paulson (1972), rather %ﬂ‘;
iramatic résults‘ueré“giégi?ed using such a procedure. A special feaéﬁre

+f tpn study was that s£ €nts ué:e run in successive groups, each

sfarting after the pricr grou§ hadvcompleted the experimenf. As would

‘be expected, the overall gains increased from one group to the next..

The reason fs that for the first group of btu%?nts the estimates of item
BATCIoulry, DAy, were srude but improved with the accumulation of‘data
{pom each successive wave of students. Near the end of the study estiQ g

mates of D(J)) were quite precise and were essentially constants in the

system. The oniy task that remained when & new student came on the
system was to estimate A(i); tnat is, the paremeters characterizing his

particular ability level, T7Tnils s%udy provides an example of an adeptive

instructicnsl system that meets both of the requirements stated earlier //J#,4 .

ir. tnis paper. The sequencing of- ins*ruction varies as a function of (

each-student®s history record, and over time the system improved in- ‘

efficlency by using data from previous students to shnrpeh its estimates

A of tne difficulty of instructinnal materiais.

-




coucwnm REMARKS

*

The pro.jects described in this paper have one thene in comon,

nunely, developing conputer-controu.ed procedures for optinizing the

1nstructional pmcess. For several of the instmctional mks consid-

-

ered here s mathematical models of the 1ea:m1ng process were fornmlated

vh_;ch made it "possible to use fomal methods in dexiving optimal policies.

In S?i’f;er cases the "optimal schemps” were not optimal in a vell-defined

x

~

gense,” but were based on our intuitions about learning and some relevant
e&peﬂments. In a sense, the diversity represented in these examples
corresponds to the stﬁte of the .art in the field of instructional design.
-For some tasks we can use psychological theory to help define optimal

. procedures, for others our intuitions ’ modified by experiments, must -
guide the effort. Hopemlly our understanding of these matters will

' {nerease as more p'rojects are undertaken to deyelop sophisticated in-

structional ‘procedures. e

[
fin

Some have argued "that ‘any attempt to devise optimal strategles is
dcomed to failure, and that the learner himself 1is the bea.t Judge of
appropriate instructional actions. I am not eympathefic to a learner-
controlled approach to instruction, because I believe its hdvocntes; are
trying to avoid the ditﬁ.cult.but chnllexiging task of devélc;jaing_a viable
theory 'of_ instruction. There obvicusly is a place for the learner’s
Judgments in making instructional decisions; for example, ‘such Judg-
‘ments play an important role in severai‘ parts of our AEIP_course. Ho@wg,
ua,ing the 1umer;s Judgment as one of several ’1tm oi informatinn in

making instructional decisions is different from proposing that the

b7

g




learner sb.ould have cmﬁete contrel,  Results presented 1n this paper . '
and those cited iu &ard,\kortcn, Searle, and Atiginson (1973) 1ndiute : :
that the learner is nct a pa icularly effective decision maker in | .

) /
guiding the learing pmcesu. \\_ . . . . .

Elsewhere I have defined the\ criteria that must be satisfied before

. an optimal instructional procedure gan be derived using formal methods

)

(Atkinson, 1972a). Roughly stated, they require that the .following -

elements of an < nstricticnal aituat'or‘ Se clearly specified:
(1) ”I‘he set of admissible mbtmctwnal actions
{2) The instructional objectives .

(3) ' A measurement scale trat permits Josts to e assigned to
each of the instructional actlons‘and payoffs to the achieve-
- ment of instructional objectives N

»

{(4) A model of the learning process

® ! ‘ . r
If rnece four elements can be given a precise interpretation, then it is
acually pc.s:,ib'le i derive an optimal irstructicrniel pelicy. The sclution
. for an optimal policy 1 nut guaranteed, btut ’in recent years poverful
¢ .

. . tools have deen developed for discovering optimal, or near optimal, pro-
cedures {f they exi=*, I will no* discuss these four eleménts he re exéept

| « *0 note that the first “three can usually be specified with & fair degree
on consensus. Issues of stort-term versu_s' long-temn aasessments‘ojf costs

and payoffs raise important questicns regarding educational policy, but

'  at least for the types of instructicrial situaticns examined in this paper

reaaonable specifications can be of’ered for the f£1rst ?‘e elements.

However, the fourth element--the specificaticn of a model of the learning

procesas--represents a major obstacle. Our trecretical understanding of
learning is so limited that only in very special" cases can a model be
L8

== ) .
. D ‘ - . -
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1dent1ﬁcntion of truly effective stntagiea “will not be posslblz. &w- .

specified in enough detail to enable the derivatinn‘ of optimal prooedures.

Until ve. hnve 8 much. deeppr undentnnding of the- uammg process,’ the

ever, an all-inclusive theory 'of learning is not a prerequisite for the

g ) o
development of cptimal procedures. What 1s needed is a model that

| captures the essential ﬂe-tures or that part of the J.enm*ng process

being tapped by a given inntmctionak‘gek. _Even models that have been S *

L

nJected on the basis ‘of laborstory 1nvestigations may be useful in

deriving 1nstmctional strategies. Several of the learning models con-

%

sidered 1:1 this paper have pmven unsatisfactory vhen tested in the

laborafory and eveluated using standard goodness-of-fit critéria-; never-

N theless, ‘the opti.mal strategies they generate are orten quite effective.

My own preference is to formulate as complete a leaming model as

irntuition and data will permit and then use th:t model to 1nveetigate

optimal procedures. When possible the learning model should be repre- .
sented in the t‘om of mathematicél equﬁtione « but oth'prwise as a set of

statements in & ccmputer-smulgtlon progm Tha-z m_n point is that the
ﬂevelopmrt of a theory of instructi chpnot progress if one holds the

view that a comprehensive theory of Zaming is a prere‘quisite.. Rather,

advances in learning theory will affect the develoyment of a theory of .

instruction, and conversely the development ‘of a theory of mstmction

willﬁnﬂu?nn:e th; direction of research on learning. : \

-
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