DOCUMENT RESUME -

ED 096 361 | | " TE 003 977
AUTHCR Kroeker, Leoﬁard P.

TITLE A Design Selection Procedure.

PUR DATF [Apr 74]

NOTE 13p.; Paper presented at the Annual ueetlng of the

American FEducational Research Association (59tb,
Chicago, Illinois, Aprll 1974)

EDPS PRICE MF-$0.75 HC-$1.50 PLUS POSTAGE
DESCRIPTORS *Analysis of Covariance; *Analysis of Variance;
Hypothesis Testing; *Research Design; *Sampling;
Statistical Analysis
ABSTRACT
The problem of blocking on a status variable was
" investigated.: The one-way fixed-effects analysis of variance,
analysis of covariance, and geteralized randomized block designs each
tregt the blocking prebliem in a different way. In order to compare
+hese de51gns, it 1. necess ary to restrict attention to experisental
situations in vhich ohrexvations are collected within a fixed-effects
generalized randomis.- Llozi framework. An analytical technique.was
developed to aid a resuairier in choosing one of these three designs.
The technique is based on Lke criterion of maintaining’ power against
particular treatment main effect non-nullities, at certain spec1f1ed
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Most of us regard experimental design as an integral part of re- :
search, Prior to 1nitiatiné an experimental manipulation we consider . |
various alternatives with respect to the potential utilizatign of factors
believed to be systematically related tbo the depen&ént variable. in'
particular, we conceive A\éampling plan that reflects our research
objectiveé and that allows efficient data analygis. ' v
When desig&iﬁg experiments pértaining to the comparison of specified '
treatments, a researcher in the behavioral gciences is:often faced with s t
the problem of choosing one of several éxperimental designa. If the |
presence of a non-treatment nuisance factor is anticipated, the simplest
*  designs under consideration are likely to be the completely rapdomized,
the generalized éandomized block, and the analysis of covariance designs. | S
Each of these designs rggbires a fundamentally different‘way of dealing
with 8 potential nuiﬁﬁﬂZe factor. .
‘Consider a comparative study in which an investigator wants to
determine the effect of each of, three different instructional methods ‘on
achievement. Before performing th; xperiment he may considér the use of U
the one way fixed effects analysis of variance mcdel and question the ,
wisdom of controlling a petentially troublesome secondary factor, grch
as I.Q. Lack of control may reéhlt in subatantial loss of power of the
statistical test involving trgatment differences. On the‘other hand,
‘implementation of controls may require additional subjects and greater

expense. This paper describes an analytical method for making a choice

among the one way fixed-effects, the generalized randomized block, and

J

" the analysis of covariance éeéigna.
The sampling plan adopted for the study consists of sampling aubjécts
from fixed 1.Q. levels (or blocks) and randomly assigning them 60 treat-
ment conditions within blocks.» In this manner the one~way and the analysis

s .of covariance models may be conceptualized as special cases of the generalized
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rar?-mized block model and the resulting design comparison is facilitated.
Table 1 depicts the three options under consideration. Option 1
represents a decision to fgnore the 1.Q. factor. The corresponding

model consists of the grand mean parameter u) the treatment effect
f

parameter a,, and the discrepancy, Eii’ between the observed and predicted
values of the criterion score.
Option 2 represents a decision to incorporate 1.Q. as a covariate.

In addition to u and & the model contains a criterion comwponent

h

2
- X) where X is value of the covariate for the jt subject in

1] i)
the ith treatment and 8 is the slope of the regression of the criterion

B(X
score Yij on the covariate score xij‘ The model also contains the
discrepency, e;j, between the observed and predicted values of the
criterion score. Note that the result of removing the component
B(xij - X) fyom the one way model error term, Eij’ is egj.

Option 3 represents a decision to incorporate 1.Q. as a blocking
factor.“ In addition to v and @y, the model contains the I.Q. effect

parameter B8,, the treatment by I.0. interaction effect paraheter Yij’

j’

and the‘discfepency, Eijk’ between the observed and predicted criterion
scores.

Under what circumstances might an investigator be led to prefer
one of'the.three desigris to the remaining two? iirst, the anticipated
presence of substantial treatment by blogk intevaction effects, Yij’
gnd/orteubstantial'non—linear block effects,‘{Sj ~ B(Xij - X)}, clearly
suggest theé use of the generalized randomized block design. Secondly,
the antiéipateé abse;ce of treatment by block interaction effects and
non-linear block effects, in conjunction with Fhe anticipated presence
of substantial Iinear block effects, G(X1j - X), suggest the use of

the analysis of covariance design. Finally, the anticipated absence of

both treatment by block interaction effects and block main effects

-



suggest the use of the one way ‘design.
\

The
combined

1ndex. 0

relative magnititudeé of the afore mentiened effects may be
to -form several highly useful indices. The first is a blocking

, {equation 1) reflecting the magnititude of block main effect

and/or treatment by block 1nteraction effect vatiance relative to error

variance

B

2 2 ‘
OB + UBT .
m= 2 2 2 (1)7
OB + UBT+ OC

R

z ' - 2
o, 1is the finite population variance due to block effecte, GBf is the

finite population variance due to treatment by block interaction effects,

2

‘and . is the error variance in the generalized randomized block mode

The blocking index, m, assumes values between 0 and 1. Clearly, when

m is close to 1, the use of the one way design is '‘inappropriate.

The

second index, k, is a covariance index (equation 2) reflecting the

magnititude of the linear block effect variance relative to the block

within treatment effect varlance.
. 2 g
/
°BL o
2 2
~.
GB + OBT

2
o. 1s the finite population variance due to linear block effects. The

B
L
covariance index, k, also assumes values between O and 1. Whe{ k is close
to 1 and m is sufficiently different filrom 0, the use of the analysis
of covariance design is appropriate.
‘ SST SSError
Next, let us turn our attention to the test statistic, F= 5
df df
T Error

(equation 3) that is used in efﬂ}{é; the hypothesis that the treatment:

effects

squares

are null. The denominator consists of a different sum of

term depending upon the choice of model

gEST COPY AVAILABLE

£



hY
BEST COPY AVAILABLE |
Under the generalized randomized block model, the test statistic
is distributed in general as a noncentral F random variable (equaticun 4).

"F = F ' 2 .
-{dfT. derror, GT} ‘ : . (4)

2
where GT is the treatment effect noncentrality parameter.
Under the analysis of covariance model, F is &&stributed as a

doubly noncentral F random variable (equation 3).

F=F 2 20
{dfT, derror, aT, SSQ} ()
. 2 ™~ .
wvhere 5: is the noncentrality parameter assoclated with the non-linear
i 2

block and treatment by block interaction effects. Note that 65 may be
expresséd as a fuﬁctioq of m and k, the blocking and covariance indices,
réspectivelyu . .

' Undef the oné.way-model, F is distributed as a doubly noncentral

,

F random variable (equation 6).

~ \ '
.F - F 2 . (6)
: 3}
{dfT; derror, dT, Ge’
2 .
where Ge is the noncentrality parameter assSoclated with the block main

- ) 2
effects and treatment by block interaction effects. Note that 6& nay

be expressed as a functli n of m, the blocking indéx. {

’ The power functlon of the test of g€eatment A£fferences (Figure 15
. 18 substantially dependent upon the choice of model by virtue‘of‘the
'nbncencralicy parameter associated with the block and treatment by
block effects. Tbérefore; to facilitate comparisons among the three
designs it. 1s stipﬁlaﬁeq that certaln power requiremehté be met; regérdless ’
of‘the model chosen. Figure 1 illustrates that an amoun of powér P1
1s desired against a treatment effect non-nullity of magnititude Al and an
amouﬁt of power quis desired ag;inst A2, where A} is the upper bound
on the set of non-nullities that the investigator has decided are trivial

and where A; is the lower bound on the set of non-nullities that he has

decided are important.
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A computer program is used to calculate the value of the tyﬁg 1
’ error rate, a, and the sample size, N, corresponding to the power

function in figure 1. Different values of a and N are obtained depending

A

upoﬁ the choice of model.
Consider t;e data in Table 2. An investigator is testing a
hypothesis about a linear trend among the treatments (say) and wishes
to include a blocking variable éonsisting of 8 levels. The solutions
for  and N required by the generalized randomized block model are
.0604 and 36.39 respectively. The!solutions required by the one way
model are .0630 and 24.00 respectively.
The one way model appears to be ﬁére economical if no block within
treatment variability is present, that is to s;) if m=0. However, to
the extent that m is nonzero, the desired power function is depressed
. when the one way model is used. An obvious remedy is to increase the
gumber of subjects b?yond 24 in order to meet the specified power
criteria. However, to increase the pumber peiond 36 1is poiAtless because
the generalized randomized block model, whose power function is independent
of m, may be used. In fac?, it seems that 1if one expects an m value
,,\}n excess of 8% on2 ought to usée the generalized block model. The
reason is simply that toou many subjects are required by the one way
mo&el {n order to meet the specified power criterig.

Let m* represent the largest m value~that may be tolerated by a
researcher using a onelway model. A walue less than m* is acceptable
since the power criteria are satisfied but a value gréater than m* is
unacceptable since the pdwer criteria are not satisfiad. The tabled
values of m* for a number of saméle size values range from 6% to 8Z.
The implicafidb is ciear, very little block within treatment variability
is required before ghe researcher is led to incorporate ghe blocking

’-

factor in the design.
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All of the data collected thus tar strongly aupporta an investigator
who 1ncorporétes a blgcking factor into the design whenever block main
effects or treatment by bl9Fk interaction effects are expected to exceed
minimal levels. Table &4 represents the most extreme case with respect
to“mf magnititudes encountered to date.

Table 5 represents m* values corresponding to various samp}e size
and covariance, index values, derived from the initial data in table 2.
For example en N value of 36.39 and a k value of .67 yields an mf |
value of 20X. A researcher expecting block within: treatment variability
leading to an m* value in excess of 20% would choose the generalized

!
randomized block design. On the other hand, e:peéting a value less
than 20% 1e;ds to the choice of the analysis of covariance deaign.
Tablie 6 also represents mt vglues and is derived from initial data in

»

table 4.

.

o
In summary, the strong recommendation based on this research is

-
“"When in Jjoubt, blogk; it is almost always to your advantage". -

LN
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Design Decisions

-
Al

Researcher's objective is to test & hypot:heaia concerning tmmnt
differences. His design question centers on the manner in which to .
handle a nuisance factor. (The latter is a factor related to the de-
pendent varisble and one in vhich the researcher has no interest.)

-

tlon 1 ' | ' \
» ’ ‘
Ignorc the nulsance factor
Example: v
) ‘ 1‘1 T, Ty J 1 factor design consisting of
— J 3 treataent conditicas
Model - ij'"+°1+eij
/ ’ A
Option 2
- Incorporate the nuisance ﬁczor into the design as s covariate
Model Vyymwto s 8'(;11 ~X) + €4y -
? ’, -
Nete: €q "€y " B(X“ - X) ,
Option J _
Incorperats ‘the nuisance factor into the design as a blocking factor
Example: ) -
o h T ‘
. \ ' .
N - By _ 3 levels of trsstmpent factor
5, : * 4§ levals of nuisance factor
83 ¢
3;. .
Model Yijk -wt oy + B.‘l + 1_“ +\e“k




TABLE 2

iﬁﬁﬂicﬂ?N “M““ji’i;

4 treatmant conditions

// Design:
' 8 levels of blocking variable

Power anction specification
A;’- 28 -and. Py .= .1, and

Sample size and a veluegg

(
GRB design N = 36.39 and a = .0604 and

O design N = 24.00 and o % .0630. )

L 3 3

4. b :—.'N : . m* Values o
L 36389 .08
33.91 .08
31.44 .07
28.96 .06
26.48 .06 .
. .EA“BL‘E 3 Tirtey te ‘]C;-,It'\ !

Y [ 30

Design: 3 treatment coﬁ&ilione
5 levels of blocking variables
( e

Pover function specifications:

= .25 and ‘1 .1 and
Az = ).20 and P2 9.
wadne i e Y L I . . T

Ssmple size and a values:

GRB design N =47.47 and a = ,0469, and

I

*
N m Values
47.47 01
47.28 S ) §
47.09 01
46.90 <,01
46.71 .<,01

e oW gedlgh M= 46.53 and 6 = L0472

!
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EQUATIONS
1. Blocking index
2 e o ' yMIABLE
o, +a BEST COPY RuAil
B~ BT _
-~ - :
2 2 ~
. O + Opr *+ 0,
2
%8 finite population varisnce due to block effects
2 e
' ' Osr finite population variance due to treatment by block interaction
effects
% erroxr variance in the\generalized randomized block (GRB) model

2. Covarisnce index

2
- UBL
k -
2 2
op + %g7
2 -
(v}

BL  finite population variance due to linear block effects

, 3. ‘ ssT,df
Fe T . #

S Error/, N" .
df Error \\\Vx
4. F.F{df'l'.dfarror GT }

2

Sy treatment effect noncentrality parameter

2 2

5. PeF Cagy af oo 8y 6..)

L)

2
5. gon-linear block + treatment by bleck interaction effect

noncentrality parameter N
| : 2 5
6. F=F { dfT' df Error, °T, %¢ ) ,
2 . / ‘ .
6e block main + treat. by block interaction effect noncentrality parameter

{ \
Q ‘ \ .
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TABLE 4

Design: 8 treatmént conditions
4 levals of blocking variable

oSt Pt Nl\\-m

Power function specificatibna:

Ay = .25 and Pl = .1, and

Az = 1.50 and'P2 - .9
. Sample size and o values:
GRB design N = 35.43 and a = .0582

- OW design N=20.39 and a = .0629

*
R i m Values
35.43 1
32.43 .18
29,42 17
26.41 i .16
23.40 .15
TABLE 5
- m Values
N k=.33  ke=.50  kem.67
36.39 .11 .14 .20
33.91 11 .14 .19
31.44 .10 .13 .18
28.96 .09 A2 .17
26.48 .08 .11 .15
TABLE 6
o Values
N k=, 33 k=.50 kw.67
35.43 24 30 .39
32.47 '26 .30 038 ‘
29.50 23 .29 .38}
26.53 .22 .27 .36
23.57 .21 .26 L33




