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9. Product Nescription:  Describe the following; mumber each desoription.

=

@ . Charucteriitice of the product. ® §. Asscctuated products, if any.

® 2. Hou Lt worke. : ® 5. Special conditicons, time, training,
.. equitpment and/ur other pegquirementa

® 3. What it ta intended to do. quip q

for ite use.
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Characteristics of the Product:

The 26-page module provides a conceptual, non-mathematical overview of the
purposes of ANCOVA. The assumptions and consequences of their violation is
summarized. An illustralive ANCOVA problem is employed to graphically illustrate
how ANCOVA removes bias and increases power. A self-instructional problem set

is designed to illustrate to and reinforce the learner. The module concludes with
a mastery test. ~ -

What it is Inteﬁded to do:

Provide the user with an understanding of ANCOVA sufficient to allow him to

identify situations in which it can increase the credibility and power of the
analysis. ‘ | '

e -

Requirements for Use:

Familiarity with simple regression and one-factor analvsis of variance.




; . BEST COPY AVAMLARLE

10. Product Useres  Those individuals or groupe expected to use the rriiuct.

The product is intended to be used by applied researchers in education and bv
students in inteimediate courses in statistics or experimental desion.
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An anonymous rating form was given to a group of twenty-five users who responded
; to the instructional value of the module. 351 of the users responded “very good,
5C% responded "qood,” and only 15% rated the module as "fair." In addition, only

, 15% indicated that there were other sources that accomplished the same purposes

a that are as good or better.

: The 86% indication of "good" or "verv good” instructional value by users

suggests learning value and efficiency for the module. The median reported error
rate was 7.5x,
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12. Patential Educational Consequences: “iscuss »it omly i the s t101! 7.0, somcelvidle)
trociziiiong o) sowr rroduct cul algo the =ore rrobabi. Impications uf . cwr rroduct,
. agpuctylly ver the next Iooude.
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1. The use of analyses that will yield.less equivocal results.

2. The use of more power analyses of research and evaluation studies.
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13. Product Elements:

List the elements which comatitute the product.

-

14. Origim

Cirele the most
appropriate letter.
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| One _self-contained and se)f-insteurtioral module.
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3. Stort-up Costsr 7,007 axpected costa to prosura,
tnstall and initiate wse of the product.

I3

Reproduction costs only.

16. Operating Costsr Projected coste for continuing
uge of predust after intiial adoption and
tnstallation (i.e fees, consumable supplies,
special staff, training, ete.).

Reproduction only,

V7. Likely Markoth What fo the likely market for thie product? (onsider the size and type of-
the wger group; number of posatble substitute (cowpetitor) products om the market; and
the likely avatlability of funds to pwrchkase product by (for) the product uger group.

Research and evaluation personnel, especially those bes g trained on the job.

Students in intermediate statistics and experimental design courses.




Instructional Module on the Analysis of Covariance?

This paper discusses the nature and principal uses of the analysis of
covariance (ANCOVA). As Fisher (1934) has expressed it, the analysis of .covariance
"combine’ the advantqges and reconciles the.requirements of the two very widely
.épplicahle procedures knowﬁ as regression and analysis of variance."

In experimental and quasi-experimental studies covariance can perform
two distinct functions. One is Eo-remove bias, that is, statistically equate
groups on some confounding variables. 1In quasi-experiménta] studies coping with
bias is typically its primary function. Hcwever, even if there are no real
differences between the two groups on the covariable, hence no danger of bias,

covariance may still be valuable for increasing the power of the analysis.

~—

The Use of ANCOVA

To remove the effects of confounding variahles in quasi-experimental studies.
In research endeavors in which randomized experiments are not feasible,
two or mere groups differing in some characteristic such as age, can be studied

tc discover whether there is a significant difference omong groups on the dependent

%The ANCOVA overview is adapted from portions of W. S. Cochran's article in
Biometrics (13:261-278), 1957.
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variable when groups are statistically equated on the LhAraafvristic A which

they differ (such as age, IQ, dr pretesl scoreé. fxwm;}fﬂ widre o gx:@f}%fﬂt%
are not précticabie or possible are séudies constrasting cross-cultural studles,
social class studies, urban vs. rural school districts, etc. In quasi- |
) expﬁriuental-studieg it is widely realized that an ubseyved assuclatiOn,.EVen
fo ;tdtisttag¥!5 significant, méy De aue wholly or par}jy to other disturbing
variéb}es-xl, Xz ... in which the groaps differ, i.e.,.xl'and x2 are threats
to the interna}.validity of the.study; Nhére'feaSIblé, a commgp:device is to
magen toe yroups for the disturpfng variables thought to be moéé important. This
ratching often results in serious problems {cf. Hapkins,.1969). In the same
.ways, tne analysis of the X-varfdb]es cén be treatéd a;(gﬁvafy’tes and ANCOVA
be employed 1o extricate the “nfluence of X-variables, at. ledst partially.

Ir’d;cuPpJPiSOn‘Of the heights of children from two different types of
SLHQOTL,.:FL?LFQ"H (1953) found that the two groups différéd slightly, ﬁnouéh
nat stgniticantly, {n mean age. A cdvarihnce adjustment for age resulted in a
e u;n;;:fuu cciparison of the heignts. Anotner stQQy statistically equated
YRR NG -roL e students on 10 when examininq'ach?évement consequences
qf.fcn1llt;. School districts have been CDmpaPed.in pupi] achievement after

Cuvarylng ON numerous sdcio—ecqnomic variables.

Unfortinately, quasi-experimental studies arefsubject to.gifficulties
of xnteroéétaéion from which true experiments are free, fA]thoubh covariaﬁce
nas been skillfully applied,'we can never be sure that'bias,may not be present
trom some di;turbing variable that was overlooked. Indeed, unless the covariate
is perfectly reliable, ANCOVA does not remove all, of the bias due to X itself.
In true experiments, the effects of all variables measured and unméBSured, real

and illusory, are distributed among the groups by the randomization in a way

that is taken into account in the standard tests of significance.. .

b .
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There is no such safeguafd in the absence of randomization.
. Secondly, when the X-variables show real &ifferences among groups -- tﬁe
“¢ase in which adjustment is‘needed most -- covariance adjustments involve
a greater-or-less degree of extrapolation. 7To i1lustrate by an extreme case,
suppose that we were adjusting for differences in parents’ income in a comparison
of béivafe and nublic schéo] children, and that the private school incomes ranged
‘from $10,000- $12 000, wh11e the public school incomes rangpd from $4,000-3%6,000.
'The covarlance would adjust results so that they al]eqedly applied to 2 mean
income of $8,000 xn‘each group, althcugh neither group has any observatlons
in which incomes are at or even near this level. .

Two Consequences of this ;xtrapalation should bélgéted bnless the statistiéél
assumption of linear regress1on holds in the regzon in which observatlons are
1aLk1n7. covariance will not remove all the b1as, and in practice may remove
only & small part of it. Secondly, even if-the regression is valid in the
"no man's land;” the standard errors of the adjusted neéns become lérge, because’
the stahdard error formula in a covariance analysis takes account of the fact that
extra:&]agion is béing employed (although it does not.allow,for errors in the
form 2% the regression equation). Conseqhent]y;‘the adjusted diffekences may

become 1psignificant statistically merely because the adjusted comparisons are

of low precision, ) . ' .
When groups differ widely on some~c0nf0undingfvariable X, these difficulties

" imply that the interpretation of an-adjusted analysis is speculative rather than

definitive. While ,there is no sure way out of the difficulty, two precautions

. are wortn observing.
1. Consider what ‘internal evidence exists to indicate whether the regression

is valid in the region of extrapolation. Sometimes the fitting of a more complex

regression formyla serves as a partial check.
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_ 2. Examine the standard -erors of the adjusted group means, particu]arly
'wheh'differences become non-significant after adjustment. Cohfidence limits for

. the difference in adjusted means will reveal how precise or imprecise the

. . . N .
adjusted comparison is.
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The Use of ANCOVA

To increase power.

<.

The use of ANCOVA to increase.powér in true expe%iments is frequéntly ' -
Bveflookgd. The covariate X is a measurement, ‘taken or avai]able;on'each experimenfali'
unit before the treatments are applied, which éorrelétes with the dependent' .
vatzable Y. This first ilustration| of the covariance method in the literature
wag of this type (Figher. 1932). The variate X was the yield of tea per plot . -
in a beriod preceding the start of the experiment, while Y_was_the tea yielh :
\ﬁat the end of a period of application of treatments. Adjustment of the responses
Y for their regression on X removes‘the effects of variations in initial yields
from the experlmenta] errors, insofar as these effects are measured by the
linear regress1on "In this example these effects might be due to either
inherent dxfferences in ‘the tea bu§hes or'torsoil feriility différences that
were -permanent enough to peréist during the course of the experiment. |

With a 11near regression equation, the gain in predision from the covariance -
adjustment depends pr1marﬁ1y on the size of the correlation coeff1c1ent o between
Y and X on experimental unita that receive the same treatment. If o is the error

var1ance when no covariance is employed, ANCOVA reduces this error vartance to

a value which is about

og(1 - 02)(1 + ?;ltli) . | | :
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"where fe is the degrees of\freedom ass;Ziated with the error term. ’ The factor
invdlving f %s needeé’to take account of errors in the e:tlmdtid regression
coefficient. If, o, the correiatmon of covariate and the dependent variable, i§
fess than 0.3 in absolute value,. the reduction in vartance is inconsequential

A less than 93}, but as p 1ncreases sizeable 1ncreases in prec1§qon are obtalned

In"Fisher’s example o .was 0.928, reflecting a high degree of stability in relative

yiefd of a plo¥ from éne period ;o anothen. The adjustment reduced the error
variance roughly to a fraction (15- (0.928)7), or about one-sixth, of its original
value. Some of the most sseétacdlar.gains in preci;ion from covariance have
occurred in situations like this, in whiéh the éovariate represents an initial
calibration o? the responsiveness df the exber{hental uniés.. In educational
studies. it is usually relatively eaSy to flnd pretreatment measdres that

|

correlate .6 or higher with posttest measures’thereby reduc1ng the error term
by 36 or more -- approximately the same gain in power that would result from

doublxng the samp]e s:ze -\ ‘ | ‘ ! '

In tne use of ANCOVA to xncreasa power, its function.is the same a - that of
stratitication and blocking. It removes the-effects of an env1ronTenta1 source
of Qariagion that wauld otherwise in}late the experimental error and hence'the
error mean square. When the relation between Y and X is linear, covariance and
-b!ocking.can be about equally effective. If, instead of using covariance, we
can group the subjécts into block shch that the X values are equal within a
block the error variance is reduced to of{1 - 92).. ‘ o

iq a covariance analysis, tﬁe covar%ate X may be measured on a comp]etgly
different scale from that of the dependent variable Y. Bartlett (1937) used a
visual esiimate of the degfée of saltiness of ;hé soil to adjust cotton yields..

,Federer and Scholottefeldt (1954) used the serial order (1, 2, ...7) of the plot

within a replication as a basis for a quadratic regression adjustment of tobacco

i . . . ¢ -

-
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data, thereby removing the effects of an unexpected grad1ent in fertility within

’  the replications. Similarly, the readtng perfonnances of children under different

[ 4
.

methods of instruction may be adjusted for variations in their initial IQ's.

-

Note also that X need not'be a diréct causal agent of Y .- it may, for instance,
o . . /.-' P

mérely reflect some characteristic of ‘the envikonment that also influences Y. )
When ANCOVA is used in this way, it is important to verify that the treat-
ments have had no’ efrect on X. This is obvvously true when the X's. were neasured

before tredtments have been_applxed, as when plant number shortly before harvest

is used to\ adjust crop yields for uneven growth, or as happened in the index [

o . . Co '
of saltiness used by Bartlett. When the treatments do affect the X-values

to some extent, the covafﬁance adjustments take on/a different meaning. They\ f
no 1onger merely remove a cpmponent of exper1mental error -- in addition, they
distort the nature of the treatment effect that is belng measured. If the higher
perfQrmance by a superlor reading‘treatment also improves IQ scores. a covariance

adjustment (which attempts to medsure what the means would have been if 1Q

means; were equal for all treatments), may femove much of the real t-eatment effect.

? . : e . [
.
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ASSUMPTIONS HEQUIRED FOR THE ANALYSIS9F COVARIANCE

Tne assumptions reQu1red for valfd use of the ana1y51s o{\covarlance are
the natura] extension of thosé for an analysis df v riance, namely,

(i) Treatment, block and regress1on effects must be addltlve as postu’ated

~

by the model,

L

(ii) the residuals, &0 (differences between observed and predicted scores

.withfn,each treatment group) must be normally and independently distribyted

. . o, - B L . L. .
with zero means and.the same variance. .
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Much of the re]ated wdrk regard1nq the effects of. v101at1ng stat1stxta1*

-

) F

assumptions on the analysrs of variance éXtends logically to ANGOVA -- for

instance the practical unimportance of the add1t1v1ty assuymption (see Glass,-'

,’Peckh¢m and Sanders, 1972 p. 241). Table 1 Summarizes an abundance of

research ltteratyre on fue empirical consequence of violating assumptions in

ANOVA.
OVA o~ ‘ |
Certain qualifications of the conclusions in Table 1 are regarded in the
extension to ANCOVA * For example, non-norma11ty in the dependent variable i%
inconsequential in ANCOVA only 1f the covarlate is normally distributed (which

in ltself is not necessarily assumed in ANCOVA).

ANCOVA makes three assumptions that involve the regression term in covar1ance;

'(1) the regression lines for each group aie assumed to be parallel, i.e.,

-

By = By T . Tk If this is violated, the covariance adJustment may still
improve the precision, blt (i) the meanings of the adJusted treatment effects
become . cloudy, and (ii) if covarrante ]S applied in a routine way, the
1nvest1gator fails to discover the dlfferentlal nature of the treatment
effects -- 5 point that might be important ﬁéi practical applications.

Peckném (see G]ass..Peckham. and_Sander 1972) found that violation of
‘the parallel regression slopes to be incyﬁg;::;ntiai i; a. one-factor fixed-
effetts ANCOVA for a wi&e variety of conditiéns. The effects in more complex
factortal design with mixed and random models appéars not to have been studied.

(2) The covarian;e procedure assumes that the correct ftrm of regression
equation has been fitted. Perhaps~tﬁé most'comﬁoh error to bg,ant;pipated is

that ]lnear regress1ons w111 be used when the true ! regr.=s1on is curvilinear.

In a randomlzed experlment the randomization 1n5ures that the usua] interpre:

tations of standard errors and tests of 51gn1f1can¢e are not ser1ous\y VTtlang\\

although fitting the correct form of regression would presumably give a larger

I
]

]
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. Table 1 . /
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Summary of Consequences of Violatinn of Assumptions of the Fixed-effecis ANOVA ] .
L — -3 - R N SR =
: ' Equal m'e - Uneyual n's -
v :
e ot "‘rdﬂm * Effect e a Bffevt on Power Effecton _Kffoct on Power
‘o independence Nos indepondence of ervors seriously alfects both the leved of significanee and power of the Fieet cogardloss wheibier #'s sre rgual oc umual
of sercien . . o / ..
onsormality Shewed populstions kave very Hitle effect on either the level of sigaificance ar the power of the fixed effects madtel Fiest, distortions of nominal
Shennen ﬂummm:dmmmmﬂymmm--mhmmnwm.stndp.mmmmmmmmwwdmm
snd power of directional ~or “one-tailed”- tests ) . Co -
Kurtonie Actual @ isdews than nominel @ °  Actusl power is loes than nominal  Actual @ in lews than pominal @ Actual power is leas than sominel
when popuialioss sre lagltokurtic power when pupulations are ple- when popuistions are leplokurtic power when populations are pla-
(ie, B:1) Actudl @ excoech tykurtic. Actual powee exceeds (e, 1,>3). Actual @ exceeds tykustic. Actusl powsr exceeds
nominal @ for platykurtio popule- nominal power when populations nominal @ for platykurtic popula- nantisal power when pagulations™
. tena (Effecia are dlight ) ae Jeplokurtic. Effects can be tionn. (Effects are slight ) are leptokurtic. Effects con be
. _ subsiantisl for sall &. substantial for smedl #'s. S~
‘stevagencous Very slight. effect on @, witich i {(No theoretical pawer value a wmay be seciowly sffected. (No theoreiical power value
Vasiances ackdom distorted by moce then al stints when varisnces are hetero- Actual @ exceeds norvinal o when exista when varlances aré heteso-
few hundrediba. Actual O ssenw Senecw.) smaller samples ace drawn from graeous.)’
siways to be sightly incressed more verisble populations; actual - -
cver the nominal 0. als less than nominal & whea -
swaller samples are draws from
fome dnrhbh populstions. R
fombioed noirmormality  Nomwmormalily and heterogensous variances sppese (o combine sdditively (“mod-intersctively™) to affect either level of significance or power. (For
of beterogesecve example, the deprassing effect on @ of m«be«uucwwuwumm«m‘uadummnmmm
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increase in precision. The danger of misieading resuits is gredater when the:c
are real differences from treatment to treatment on the covariate. Fortunately,

most cognitive and psychomotor variables are 1tnearly related, and unless

- 4

regres$ion model works well in most appJications {see Li, 1984, -for treh;mént of
curvilinear ANCOVA) . ‘Frequently,lcurvilinear relationships can be made 1inear

by mathematical transformations of ei@he} the dependent variable Y, or the

* covariate X, or both. - ' ' .

| (3) An assuhﬁiipﬁ of ANCOVA that is not widely recognized is that the
covariate is fixed and méasurqd without error. Lord (1960) has shown how large

errors in the covariate can produce misleading results. The effects of the

lessitnatherfect1y~re1iab]e covariate are usually predic;able so the nature of

the bias in the adjustment can be considered in any interpretation. It should
be gmphasiied, however, that, to the extent the covariate is unreliahle, the

o . . -
statistically equating of the groups is incomplete. =

measurement procedures are faulty (e.g., a test that 1aéks“ﬁkﬁ]ing). the linear
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ITlustrative ANCOVA Problem

Suppose therégre three intact groups (A, B, C), each was -given a treatment.
They were pretested (X) before the treatment and posttested following the
treatment. The data are depicted graphically on the X and Y axes in Figure 14.

Treatment
A . B _C
Xe Y X ¥ X oy e
2 5 4 7 2 20
4 8 6 8 18. 22
5 7 15 10 23 26
) | 8 9 19 13 25 28
e -~ Summary Data 6 w11 s 24 . Totals
: | ‘ x ‘
T X 25 75 ‘110 210
? LY 40 1 50 | 120 210
o ox? 145 | 1159 | 2454 . 3758
RS 349 | 526 | 2920 3786
£ XY 215 : 755 I 2670 3640
Means 5 8, 15 101 22 24{X-1 V.-14|
L 1
1 T
b ~\2 | 1 Within Treatments .(E)
, ExxJ . 0, 34 34 88 = E
* T -
5 ‘ =
Exyj 15 | 5 30 50 = E,
E 20 | 26 | 40 86 = E
.Y.Vi l 1 i Yy
Total Data (S) Between Treatments (T) .
- . - | /
5,, = 818 .} Tex = 730 .
Sy = 700 : Toy =650 f
S, = 846 Ty = 760 N

Let's ignore the pretest differences for the moment’ and perform » simpfe ANOVA

on the Posttest (Y). / :
SV .. S5 df MS F P |
N
Treatments 760 2 380 53.1- <.01

error 86 12 7.16 ]
Total 846 14




Fi gure 1A. Relationship between covariates and dependent vari able‘g
for sample problem. o -

=

.
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v Obviously, this highly significant difference in posttest means is not very
meaningful in light of the pretest differences. To confirm our suspicion that
there were non-random,, systematic differences between groups Rrior to the treat-

~ Mments, we run ,an ANOVA.on pretest scores (X) and find that there were highly

significant d fferences among groups prior to the treatments. 4
SV SS df MS F p
Treatments 730 2 j!éS 9.8 <.01 -
i error 88 12 7.33 .
5 7 Total 818 14 | ~ -
E 7~ N . o~ \

aow, the crucial question is: when we statistically equate groups on the pretest,
ould there continue to be significant differences in posttest means. ANCOVA
allows us to adjust the total sum of squares on the posttest (S ) to (1) * '
remove predictable portion due to differences in pretest means (¥he "correcting”
for bias ﬁagction of ANCOVA) and (2) take advantage of predictability of posttest

score frompretest score to reduce our error term (tMe power function of
- ANCOVA). . ’ -
To adjust total sum of square§§)syy: ' ' "
(s,.)? 2
Voo o X - _(700) < _
e Sy T Sy —gzi—n 846 247

To adjust sum of squares error, Eyy;

| . G SRR . )

' ' = E ..,S_XL).. = 86 - @L = 57_6

) : yy vy oK, 88

To adjust treatment sum of squares,_Tyy:

e , Tyy = Syy - Eyy = 247 -~ 57.6 = 189.4

Tne summary ANCOVA table is shown below:

A ! $S' df M F p

Tvea@ments 189.4 2 94.7 18.07 <.01
errox 57.6 11 5.24 :

Total *  247.0 13

(Note that one df is lost from error for each covariate)
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We therefore conc!ude then that there are differences among the adjusted posttest
means that are not explxcable solely in terms of 1n1t1a1 pretest differences.

For pUﬁpdEes of 1nterpretat16n we need to adjust the postttest means

t
-

e he Y"'—""J—b(x -0 s
Y3 is the adjusted mean oF\the Jjth group. Except for b , all the information

-needed to adjust the means\1s given in the summary data « The regression coefficient,
bw, is the pooled estimate of B , the "average" slope within the treatment groups.

B
_ Xy _ 50 _
bw~E—1-B-§-.57 A
3 P ) . . . i ] \:\
Tne adjusted means of the treatment groups are then , ; ‘\\

Y, = 8 - .57(5-14) = 8 - ( 5.1) = 13. 1
7& = 10 - .57(15-14) = 10 - (.57) 9 43
V& = 24 - of(22-14) = 24 - ( 4. 6) 19.4

Figure 1B shows a regression line with slope by f1tted to each of the three

groyps. The extension of this line to the po1nt at-which it intérsects with the
grand mean of the covar1ate, X, 1s the adJusted mean for the group. :

Now is the assumpt1on QA = Bg = Bpa wh1ch 1eg1t1m1zes pool1ng, tenable?

To test HO: Ea = 8g = B(» We need to compare the sum “of squares from the pooled

regression line fitted for each group (E ) with the sum of squares’ allowing

each group to “find" its own best fittin 1nd1v1dua1 regression line. Figure
1C gives the best fitting (least squares? regression line defined separately
for each group together with the pooled regre551on line with slope b Of

course the regression line bA will fit group A bet?er than any other regress1on

line including the one with slope b Likewise - b and bC give least error

for groups B and 'C. The real stat1st1cal concern 1 whether or not bA’ bB’ and bc

~differ significantly, that is, is H By = = By tenable? If H is tenable then

the use of the pooled regress1on‘coeff1c1ent b 1s 1egit1m1zed

. We already have obtained the error sum of squares using the pooled regression

~coeff1c1ent Qw, i.e., E' = 57.6. The error sum of squares for group A -

using by is ' AN
2

(Eyy )

77

2 .
(15)° . .




» 2 o

6 18 20 2[2. 24 26,28 30—

Figure 1B. An-illustration of the process of adjusting means for
pretreatment differences.

\
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‘Similarly for groups 5 and C using bB and bC respectively:

EyyB 25.3.. yyC= 13.5

For convehience defihe*s1 = 2E§y = error sum of squares when each §roup defines

its own best fltt1ng regression j]ine.

| S = 8 8 +725.3 + 13 5 = 47.6 |
' The reductmon in sums of squares when best fitting individual regression lines
are wsed (i.e., A’ bB' and bc) in lieu of regression lines with the. regress:on
coefficient based on the pooled 1nformation(b )+ is defined as S,:

Sy = E§y Sl = 57.6 - - 47.6 = 10 0
| Obviously, if bA = b = bc, S2 would be zero.

-To test the significance of the non-parallelwsm in the individual regression
lines:

»

/(J - 1) L
Q7%é%§77 = .95 the F-ratio is below 1.0 -- obviously .

“not s1gn1f1cant . ' .
In settzng up confidence intervals about adjusted medns and/or making multiple
comparxsons MS‘ is not used, but MS“ which is larger than MS‘ to the extent
that the groups differed on the govariate, i.e., if Ixy =0, MS; é

M T ./(J-1)
se'md/ =2, Msu = Msy [l + xx
Y n & Evx
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ANCOVA Computational Problem Set
'Fifteen subjects were administered a non-reactive pretest (X) and were randomly
~assigned to one of three treatments. The pretest and posttest data. appear below
- (Niner notation; problem taken from Edwards). N

Treatmept Group

1 2 3
‘ ) X Y X Y X ¥
1 § 2 1 1 °10.
6 12 3 2 4 13
’ 39 6 71 5 16
4 8 4 3 3 12
“ 5 11 7 8 6 17 N
Summary Data] X Y X Y ; X Y ' Totals
. | i : (x) - (v)
() 19 45 : 22 21 ' 19 68, 60 134
()3 87 435 114 127 | 87 958 ) 288 1520
ZXY 191, 118 & 200 ! 579 |
Means 3.8 9.0 14.4 4.2 /3.813.6+ 4.0 8.93
- | W (X)) ()
1 1 |
, Within Groups Data (E) ‘
2 - 1 . B = - {
X Exxj 14.8 | Wz oas | 46.8 = E,,
]
¢ = ' | NN =
; . ] L] .
2 = L4 . L ] . ' [] =
Y 5 EWj +30.0 |, 38.8 | 33.2 | 102.0 = E,,
1 " i
Total Data (S) Between Treatments (T)
S, = 48.0 . LI -
R Syy = 53.0 Ty = -14:2
S,y = 322.9 T,y = 220.9

Aruitoxt provided by Eic:

. ERIC
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1. PlotY values against X values for each group.' (Use different colors or
marks for each group for visual seraration. ,
Following each exercise is a dotted line, below which provides the answers o i
‘to. the questions posed in the exercise. Attempt each question before
consulting the ansuer. .

" 2.. Perform an énélysis of variance of the posttest scores (Y) so that we may

later compare the results with those from ANCOVA. - .
SV 5§ df MS F
Treatments = . 2 » - 12.99
error - 102.0 . 8.5
Vo Lagfa gz = 6-93)

LR L T R T Y L YT PP T P ¥ X Y e

1220.9/2 = 110.45; 102.0/12 = 8.5
3. Now perform ANCOVA, covarying on X

Adjusted total

Co(s,,)8 2
' = - x - - ( = 1
sum of squares,S, = S -§-1L—1 ( ) T———%—- 264.4

XX

2.9 - G- ‘

' : ) ) .
4, E}y =6 ) - {__7%_ = 102 - 67:2 = 5.5 = Adjusted error sums of squares

. T' = - = . _/'I 2 - . :
5 vy ( )Y-( )= 258.9 (Not.Tyy 5Txy) /Txx’ this is affected by

error in estimating 8 froni bj‘s.) /
/

-

Sy~ By RN

6. Therefore:

SV S§ df MS . F.

Treatments (T':) - | . 129.45 258.4
Error (E§y) ¥y : S0

99f2,11 = 7-2
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7. degree(s) of freedom is (are) lost for each covariate employed
{one in this example), which accounts for the sTight (increase
or decrease} "in the critical F-rat1os. ,

A D R T N Y Y

ncrease

A

8. HUhy d'idn‘t'T;,y and Tyy differ greatly as they dwd in the earlier 1llustrat1ve e
.problem? ) :

-unadjusted means d1q not differ greatly from the adjlsted means.

¢

because the group means on the covar1ate differed: m;z‘mally. hence the

9a. Will T' be larger than T .as & general rule in true experiments, i.e., f

when rgﬁdom assignment of subgects to treatments has been employed? f
;;:-;;-E;;;;;tent trend | . f_
| 9b. When will T&x ﬁ'Tyy? 3 , : ¢ |
;B;5°;;;-"6'Z§1thxn ce]ls), or when 7’ X, ...="5 '-, . }
10: nuhen'will E’ y = Eyy? L y
| ;r}i;';;;;'i"'imhm ce]ls) = 0, hence b, = 0.0 -

11. The relative advantage of ANCOVA over ANOVA can be seen best by compar1ng
" which one of these?

Eyy wlth Eyy '

ad

Bl

- E Sy MY Syy - ’
d. computed F-va]ues

---------------

- 1. The ‘gain in the power of ANCOVA over ANOVA is shown by the ratio of Mié to
- or, in this example, .50/8.5.

13. The gain in precision is a direct function of the correlation between the
and the -dependent variable (within cells, it is not r__ for all

Xy
observations combined). -

covariate .

N
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«

14, MSé = MSe(l - r?), therefbreiih this problem: (¥ means "approximately equal to")

P2y - {--}-= ] - T§:§} =1 - .059 =-.941. | L

i/, W
_ Xys -7 ' .
15. More precisely, ré = Er——%«——{for each group, or pooling our within groups
— . XYy | - |

. information:
l"(‘)TLT M6 e

2
05 (This uncommonly h1gh r is the reason MS' and’ MS dlffer S0
. drast1cally )

XX .Y.Y

~lor

16. In ordeg td adjust the T' values to ?} valdes we must find the pooled
within- %ﬂ regresswn coeff1c1ent b

"t \ Vj .sAYj :" bw(Yj - Y.)
Epy . . B
b, 5 FL of {-—-&-s 1.44
XX : .
B 67.2/46.8 B .
17. This value indicates that for every unit-a score deviates from the grand mean
of the covariate. X'. it will-be expected to deviate units from the .
grand mean of the dependent variable, ¥
a4 o7 | |
L .
18. Yi = Ti- bw(x1 ) =( )-144( - ) =,9.0 +.29 = 9.29
9.0 - 1. 44 (3.8 - 4.0) | T
. N o~
- 19. ‘Since group A was below the grand mean X, 7“ wouId be : (smaller

or larger) than YA «

...............
1

20. Vy=( )-( )% -X)=4.2=1.48(4.4 -4.0) = 362




. 21 ..
e

©21. 'Vye= 13.6 - 1.44(3. 8 - 4.0) = 13.6 + .29 = 13.89. The grand mean of the
» adJusted means, Y& = 75 (qpen n's are equal), is

=]

S LAt ). - 26.80 .'g.g3.

. . -

- D E e TN D am - -

(9. 29) + (3432) + (13 89)

22. Does Y! = V.7 Will this always be the case?

- e = - -

Now let's tu{g to the question of evaluating our assumptIOns (1deally, one
should do thi pr1or to performing the analysis.)

23, An assumpt1on in. ANCOVA is that the within-group regression lines are
~para11e1 - In more symbolic form: bl’ b2 b differ only randomly from

the parameter, » or equivalently; g, = 52 = eee = Bye .
ST - |
26.- In order to test H '- BZ ='BJ. one compares the pooled variation

within each group about its own best- -fitting regression line, with the
pooled variation within groyps about a regression line with the common
“average" slope, b We -have already computed the latter, which carried the

symbol: = 5.5. A

R Lo o ‘
Eyy | . :

25. Now the E"\values (illf’/pg,gach group to def1ne its owWn least-squanes

¢

regress1on l1n€) are ‘given by : : ‘ “
E *
VL w;) C 20)2
Eyyj --Eij - _E;;l__’ e.q.» EWl =30 -y 5= 2.97

Co i 2 . _(21.6)2 _
e - Fry* 332 Lm's)— 1.68




26.

27.

28.

29.

30.

31.

32.
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Then the variation within each group about its own best-fitting regreSSEOn;
summed for all groups, Sl’ is + + = 5.35. .
. (Note that S1 does not refer to group 1 but is total sum of squares -when
each group is allowed to define its best fitting regression line.)
2.97 + .70 + 1.68
- »
Obviously, S1 (can or cannot) exceed E&v
cannot
When would S1 = Eyy? {kj’ ,
when all cells had precisely the same regression coefficient, i.e., by=by=b,=b,
S1 énd E§y should differ only randomly if HO: is true.. __
Bl = 62 = < F BJ /
The difference in unpredictable variance, allowing each grorp to use its
own regression.coefficient in predicting Y from X, from that in which all
use the pooled value is then: S2 = ? - )=55-535-=.15
Eyy - S1
€ T
By dividing S, and S, by their respective degyees of freedom, (J - 1) and
J(n -2), we have two unbiased estimates of population variance which will
follow the central F-distribution when HO: By =8y = ... F Bj is true.
£ = 5p/(9 - 1) O V| 22075 | e
Sl;a\n-z’ 0591 '
g.15;/§2)
Is it necéssary to reference the F-fab]e? Why?

L R R N L

No, if F <1, H, 1s never rejected in the typical (one-sided) F-test. -

/
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The test of linearity is considerably more involved, the basic rationale be;;;:\\\\\\\““
by allowing a quadratic, or cubic, etc. expression into the regression equation,
to give the best-fitting curvilinear regression line, would the Iy? be significant
-Jess for the curved regression line tham for a single straight line ? The researcher
‘usually knows from previous study,thg variables which are more likely to be
related in a non-linear fashion, i.e., personal, social, affective variable.
Curvilinearity may be removed by certain transformations or it may be builc in
an. ANCOVA mEdel (cf. Li, J. C. R., Statistical Inference, Vol. II, 1964). The

h

procedures fin a factoriql design are the same, the cell being analagous to the
group in the present example.

Comparing "ANCOVA With Other Analysis Strategies.

(It is interesting to compage the ANCOVA results with the probable results had
" a randomized blocks design been used, blocking on pretest scores.

SV : SS _df .M _F
Treatments 220.9 2 110.45 235.02
. Blocks 98.3 4 24 .56
Error 3.7 8 .47
322.9
. 33. The M5, from ANCOVA is slightly (larger, smaller) than the error MS
from the analysis from the randomized blocks design. ) ‘
________________ |
larger i '
34. However, the error term in the latter analysis is‘based’on (fewer, more)
(8 vs..) degrees of freedom which requires a (1arger, smaller) F-value ;
in order to reject H,.. In this case for ANCOVA, g5F2 11 = 3-89, and
* e * ]
for the randomized blocks design, 95F2 g = 4.46. }

- fewer; 8 vs. 11; larger

35. The randomized blocks ,analysis is more “"robust" in that it is free from
assumptions of paral)ﬁi'regression lines and implicit in ANCOVA.

LT XL T ¥ T ¥ ¥ ¥ ¥

linear regression

.36. Edwards (1960) performed an ANOVA of the same data using gain scores (posttest-
pretest) for each subject '

SV . SS . df s F
o W\
Treatments 250.5 2 y 125.3 104.4
Error -14.4 12 1.20
264.9
\ It is eyid%nt in ébmp?ring error values, that the latter analysis is much
- more, less) efficient tifan the ANCOVA and randomized blocks
design. - | ’

LT S T W T XX )
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Post Organizer

ANCOVA can be a useful statistical tool both for true and quasi-experiments.
Its two potential advantages over ANOVA are (1) statistical compéﬁsatiun for
pretreatmen§ differences or‘bias,_i.e.;‘removing various "selection" threats
to the internal validity of the stu&y, and (2) increasing the power of the analysis.

With respect to the bias removing function it is impor;ant tolﬁe aware that
pretreatment differences may exist on certain unmeasured variables, hence the .
adjuctments are never complete and impeccable. Iﬁ addition, the statistical
comnensation will be incomplete to ‘the- extent that the covariate is ynreliable.
ANCOYA cannot b}ing results from a quasi-experiment to the same~levé{ of
credibility allowed by a true experiment. h ‘

Regarding the increase in power function, ANCOVA can make a.substantial
contribution to true experiﬁénts. If the covariate (or combiaation or covariates)

P

correlate about .7 with the dependent variable within groups, the,Qain in power

s approximately the same that would accompany a four-fold increase in N.

There are other design and analysis strategies for capturing this .gas
power, the most common of which 1s blocking or stratifiing on the X-variable.
These alternatives are generally preferable if tﬁe exﬁérimenter has complete
control over the conditions of the study since the unique ANCOVA assumptions
are of no concern and stratifying allows one to detect interaction effects
between the treatments and the X-variable.

The basic ANCOVA rationale extends logically to multipie covariates where

~

the covariates are the predictors in a multiple regression context.
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Mastery Test on ANCOVA

Y . Y

I 11 | ' 111
.. h b
2
c E .
E C . %C
o8 N
X _ X
Covariate | Covariate | Covariate
1. By examining the situations depicted above, how does the adjusted .
Mstreatments from ANCOVA, compare to the Mstreatments had the covariates
been ignored and an ANOVA performed?
Mséreatments would differ Ifttle in situations and}" » and
increase in situation
: ?
2. - In which situation will the adjusted error mean square, MSé, differ
little from the unadjusted error mean square, MSe? A
3. The gain in power from ANCOVA over ANOVA appears greatest in situation
4. Do the data suggest any serious violation of ANCOVA assumptions?
5. Wnich situations appear to represent quasi-experiments? ’ (
5. In which situation are the results from ANCOVA would be almost identical
to those from ANOVA?
7. In figure I, the adjusted mean of the E group would be nearest of point
a, b, or ¢?
8. An additional covariate appears to be needed least in situation I, II, or III?
9. Otner things being equal, ih which situation has the smallest adjusted
error mean square, MSé?
10. bw in group II is about
ANSWERS : ‘ A
1. 'l and III, I 6. II
2. I - . 7. C
3. III 8. III
4. *No. 9. III
5. I and II 10. 0.0
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