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I, )iTonUeTrotd

Rooted binary trees with weighted nodes are structures encountered in many
arcus, such as coding theory, searching and scrting, information storage and
retricval. |

A common quantity of great importance is the weighted path lengt. An
estimate of it gives indications about the expected time of a search or the lergih
of a code, for example. The knowledge of lower and upper bounds would permit such
estimates. '

The noiseless cuding theorem in Information:Theory provides a lower
bound for the weighted root-leaf path length. But, until recently, upper bcounds
vhich arc the more meaninfgul for many applications, were still lacking. They
were {'irct obtained for unweighted trees, introducing the concept of structural
balmnce of a tree [1]. Then upper bounds for various weighted trees have been
derived using structural balance and the new concept of weight balance of a tree [2].

In this paper, using a different definition of the weight balance of a
trec, we derive two upper bounds for the total path length of general weighted
nodc irees.

The first one introduces two parameters y and BT vhich sharpen the bound
but conplicate its expression. The parameters ¥y will be useful every time we have
a certain knowledge of the weight distrihution. However, if the estimation of ¥
or BT rcquires too much computation, we can take them equal tc zero and derive
from this- upper bound a simpler one.

The sccond upper bound, using a different normalization, will be useful o

when the entropy of the weights of the nodes is not known.




Ti, DEFIMLTICNS AN UCTATIQ

.

A binnry tree Tn is a finite set of n nodes which is either em»ty
(if n =0) or ¢lse is pafzitioned into the following three classes: A single hode
r callea the root of Tn’ a birnary tree 'I‘g on the g nodes 1, .., r-l1 called the left
subirce of the root and a binary trec Td on the d noles r+l, .., n called the right
sublree of the reot (r = gtl, g+ d + 1 =n).

The subscripts ¢ and & will always refcr 1espectively to the left and
right subtrees of Tn‘ In the above definition they have two meanings. They

indicate both subtrees and number of nodes.

A veirhted binery tree is a binary trec Tn such that a non-negative real

number Wy called a weight, is assigned to each node k of Tn’ We denote a weishted -

" binary tree of n nodes by the (n+l)-tuple (Tn; W)y ees wn).

W, wg, Wd will denote respectively the sum of the weights of Tn’ Tg,

and Td’ ,

Weicht distribution., We will restrict the weight distribution to the

following case: At least one of the two sons of each non-terminal node must have
a strictly positive weight.

The weighted path lensth ijl of a tree Tp is defined as the sum over all

the nodes of the product of the weight of the node and the level of the node. The

veighted path length satisfies the following equalities:
lTll = 0

|Tn| ngI vyl o+ i, + g (n>1)

Welirhted root “anlance p(Tq). The two u;rer hounds depend on a parameter
vhich reasures tuc "bulance” of a trec, in thie sense of how close the total weiciils

of thc left and right subtrces of the root are to cach other. The following

Auanti b
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this purpoce. fThis definition implies O < p(;n) <5

made previously avout the weight distribution, p(Tn) = O whenever Tn has a right

if n = 1; othervise, p(T ) = min(

o) Lo

) serves purtially

According to thc restriction

or left subtrce of onc node, the weight of which is equal to zero. (wg . Wd = C).
We will see luter that such a value must be avoided because it would give a bad
ectimate ol tue weiglhited valance ol Tn' We noiicc that thc weighted path length

|'1' | remair: the same if the weights of the iwo sons of T are interchanged. Let

-

7 denote the positive weight of the two sons of the root of Tn vhen the condition

wg . wd = U urices, then the following definition:

P(Tn) =% if n =1, othervise
: Wy -
if wc Wy £ C, then p(T ) = min(w oW

)

-W
r

We 4 "Jd - \
L
0, then p(T ) = min( w_wr s w"wr )

it Wg . Wd

makes the weighted root balance strictly positive, except for the weighted binary

trees of 3 nodes when onc son of the root has a weight equal to zero.

. The weighted balance B(Tn_)_ is equal to % if n =1 or n =3, otherwise
ﬁ('[‘n) = min[p(Tn), B(Tﬁ), ﬁ(Td)]. _Although the weighted root balance can be
equal to zero for trees of three nodés , We notice that the weighted balance
[5('1.'“) for n > 1 is always strictly rositive. We deduce from this definiticn
the following inequalily.
forn=1lorn> 3 ©<p(T)< T )’5%.

n
Terminal wei;hited balane: Q:;(_'-E,..)_

—~
—
e
—
a®
H

: D('.I‘n) if n =1ur 3, otherwise:

el
H/—\
3
S
1

min{ o7 e (T
! l Tkl,)) T( d>]

[
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this definition implics that © < ﬁ,l;('fn) <

&

ol =

. This purameter appears in the

first upper bound. Its evaluation is casy and it sharpens the bound significantly.
In particular, it makes the bound equal to the weighted path length ;C'or trees 61‘
one or thrce nodes. lowever, in any case, if we don't want to estimate it we can
take it cqual to zero.

belinibivt o) y: This purameter appears also in the first upper bound.

It can be verified easily that iis value does not matter for trees of one or
three nodce. Moreover , the bound is equal to the path length for évery value of

7. Therefore, the value of y needs only to be estimated when n > 3,

itn=3 7(T5) = 5(T,)
min(B(Tn), 7(Tg)’ 7(Td))'

with 6(Tn) (@+ 1) log(a + 1) - a log
W Wp

V.
r

otherwise ¥ (Tn)

and where @ =

The assumption made previously about the weight distribtution implies that for
n >3, 7(Tn) hag alvays a finite value, even if w, = 0.

The exprecssion of the first upper-bound shows that the parame*er 7 will
sharpen strongly the bound if its value is high. However, this parameter will be
useful only vhenever we have a sufficient. knowledge of the weight distribution of
‘J.‘n, because its estimation implics tome computation. Nevertheless, y as well as
P'T’ can in any case be taken equal to zero. This corresponds to the fact that if

n=>1, thenW - LA > 0,

I'ntropy 10}, We will introduce the following quartity in the two

bounds;

H(x) = =[x log x + (1-x) log(l-x)] for © <x<1.




All the logarithms in this paper are taken to the base two.
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1. Inz~id oo Uzl |
let {x {2ys %55 00 X, } be 2 set of n non-negative real numbers such
n
that S = L %, > 1, Let x denote any one of these n nurbers and czk a real
i1 © 7
positive rutber cuch that > (1 + %‘)xk Then, we have the following inequality:
o- - - -
(1) (s x.z) lcg (S )\ lcg 3 x, log x, - 5x_ where
5= Y3 ,"‘ + - .
(rf(k + 1) ie; (a‘ 1) o, log &
Froof: Let f£{x) = x log x anZ a and b Te two real nurbers such that 1 Za
¢ <b. Tnen we have:
£(1 +b) - £{(2) < £(a+ b) - f(a).
| S -x “x .
Applyinz this relation With a = ———=a , b = , we obtain the previous
a x a
XK kK
inequality {1).
2. First rrer Zo
Let (Tn, TR vn) be a weighted binary tree, then the weighted

vath len:th

Tnl satisfies ihe following :neguality:

1l 1 1 ,
T | < = F'..'-'"‘lo(..-a + Zwl = - wlog'=—) - Wew )3
lnl-disi [, ) =8 g 2o8T) -7 (Wew )3
k=1 T
+r+1-ae))
where f, 8 , 5, L Lave the definitions given in (11).
P
Froc?: Case ( i){, The welght distritution verifies the restriction introduced
previously and we assurme thal If W F O thex W, > 1 for all k.
a) Forn =1, W =w, and L('Il) = {, the assertion is true. Ve can
i

0lso yrltes
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(2) v |<—-—-[w’log\’bw log—-yw]+(7+1-}l())w
1 1
HE) B!

vhig inequalily which holds fo: every value of ¥ will be useful in the follovwing
roxrt of the proof.
b) Assume that the asseriion ls true for all i < n and let

(T,.; iy euy '), (NJ’ i' y oo w") be Lhe left and right subtrees of Tn' Hence

(¥

' = - "o . - = - = -
AR A I‘orl<k<r.‘ia.ndwk =V for 1<k <n.r (g =r-1andd =n-r).
Let ’06’ e.Tg, 76; By er, 74 be respectively the parameters of 'I‘g and Td defined

n (11). Then, sccording to the relation ITnI = ITgl + ITdI + Wg + W, we write;

: 1 . Y log (W ; 1 ' log 2= - 7. (W _-w'
I'lnlfm-ép- [Ug-wr) log (‘.Q-W)+kz.:,], wy log W - w log o7 73( 2 r)

a
1 w" " " 1l '
' T, Wq = wp) log(Vy - wi) + 151 W log ""‘ -V log il 7a(Wg-w)]

+ (73 +1 - II(BTg)) Lg + (7d +1 - H(BTd)) Ly + wg + Wy

Using the equality L = Lg + Ld and the three relations:

B(Tn) = min [p(Tn), Bg) ﬁd]’ BT(TII) ""'min[BTg) BTd]’ 7(Tn) = min[S(Tn), 78) 7d]

defined in (I1), we write:

. , ' g
' 1 \ ' 3 ' n " ' _.'.L_
lrnl gm) [wg - wr) :Log,(wg - "r) + (wd - "r) log(wd ) + LW log -

k=1 Yy
d 1
1 1] 0
+k5:l »k log -l,: - 7(zg A "r)] +(y+1- H([}T))L + wg + W

If we essume that T and T, have both more than onc node (g > 1 and d > 1) then

wg v, 2lund W, -w. >1. Ve can apply the inequality (1) defined at the .

-

Lesirnirg o€ (11I). Morcover, using the relation y = min[s(Tn), 7('1‘8), 7(Td)],

we oblain the pair of inequulities:




1
- W' < >\ + w — - '
wr) < ‘8 log Ug vl log = ™

2 1S . ' - ('.'.:
(»)) ("6 v’r) loLa \ L‘:

(x:d - w;) log ('.-;d - w;) <

Wie nov oblain the following necuality:
n

1" L 1 ]
\] . ? 8] 0 1. > — P
(%) Iflnl < ) [..C log "g + Ud log .Id + k): wklog oy erob v

- 7(x-:-»:r)] + (y +1 - u(eT))L + x-zg U,

If, however, Tg and Td arc such that g =1 or d = 1, we can't apply inequality
(1) because wg -w or¥W, - w;' is equal tu zero. Ve will use instecad the
expression (2) derived at the beginning of the proof when n = 1. Assume that

T and T

o are such that g > 1 and d = 1, then

d

l A 1" 1 " 1"
|Td| f_m [Ud log wd + W logw-;‘r - 7dwr] + (7d +1 - H(BTd))wr

Td % » 74 having any value, therefore, after similer steps as
beforc, we obtain:

where Sd =8 =

|~

1 5 1 y 1 6 ' _1, ] -
ITnI < 5) [”c - wr) 1oL,(wg - w!) + W, log Wy + kz-;lwk log o " v log W

" - 1 : R 1) . X3
+ vy loz -‘-’: -7(1!g-wr-wr)]~l (7+l-H(ﬁT))L+\.g+wd

1f now we apply the first or the pair of incqualities (2) we obtain the ineguality
(4) alrcedy derived.
Henee for cvery lefy and ri:hi subtree, we have:

n

1
b3 n - W O e e Tty
W log L Yoz > 7 (v ‘},)]

log ¥ —
k=l Yk r

Ir | < -J"'-T [v

, ! ep W4 W
1B, M R S

d

C

+ (y 41 - I{(B,l,))b 4 wﬁ + W




The qu:ntity \'Ig log WG + ».’d log Nd can be expressed in terms of the weighted roct

balance (Tn)

\'.'g log \-:’8 + ¥ d log ‘.-.’d

=p(Wg W) [locz('fe’g +M) +logpl+ (-0 )(W + Wy) [Los(1-p) + log(W gtV N
= (W=w ) log (W-w ) + (W-w ) plogp + (1 -p) log (1 -p)]

n log( l) + (1 -p) log (Il--) is the entropy of the weighted root balance of T

Then if we recall that C <p<p< :-l-, we have 0 < l(p) < H(p) < 1.

2 .
T | < 1 [Wew ) log(W-w ) + Zw log L.y log -i - 7(W-w )]
n' - 11195 r © r k v r
k=1 k _ p
H(n)

1 (r+1- H(ﬁT))L + (1 - e) ) (W-w )

Hence the induction hypothesin is verificd. The weighted path length |Tn|

satisfics the following inequality:

n
l T PO T .J-"- .1'—
ITnI < o) [(L-x.r) log (W-v.r) b kz_,l W, 1og W - W log W - 7(W-w )]

SRR (W)

Case (1i): 1In the general case, let W, = YK yhere w . is the
Woin in
minimw: of all the pocsitive weights. . Then T?k > 1 for all k such that v ﬁ C.

The result obtained in case (i), applied to this new weight distribution, gives

immediately the decsired result.

w

Rerark: Lxcept for varticular distributions of the weights like a descendirg one,
for exwiple, it is ditficult to obtain an upper bound which is both sharp and
simple. 11 we don't want to introduce the parameters y and ;%.T, ve can set both

of then caval to rero. This Jeads us 4o the simplerebound:

9l {‘r.-wr) .'l.og(t-!-\-zr) rXow loyg -‘7}- - W log ;,—l- ]+ L




pest OO S i

3. Scecond Upper rovnd

n
Althouvgh the entropy % W log L is & natural quantity, it may not
o kel v
always be known. M}or such cases » the following bound would be useful.

Waw

. 1 r
|1n| < ey | (W-w_) log ("min) -2 (w-wr)] + 2L

wmin ig the uininw. of &ll thepositive weights of Tn. The proof is quite similar.

We would have thie following substitutions in part (111).

Incunality Used:

(1) (S-xk)log(s-xk)SSlogS-:Zxk
S>xk,xk=00rxk_?_l

Proof: case (i)

1
(2 || < eh [Flog W -2W]+2W

-

Wo-w!)log (W «w!')<VW logW -2w
(5) (g - wp) 20g (W - w1) <H_log W - 2w

oo ow" . oyt ’ "
(Id wr) log (wd wr) S Wy log W 2w

.-
e ] l 1, W 0 ’
() Ilnl < ) [.Jg. log wg +WylogW -2 (wg +W )1+ 2 Lo+ 2L + W +W

d g d

casc (ii) remains the sanme.
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