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PART ONE

THE INFORMATION ACQUISITION PRACTICES AND NEEDS .

OF SCIENCE EDUCATORS

Albert Badre, Dorothy S. Hughes, and T. C. Ting

I. INTRODUCTION

The ultimate goal of the STITE project is to implement an experimental
mechanism for the purpose of transferring scient}fic and technical information
fiom its present repositories into a system that will enhance the use of
scientific and technical information centers by providing that information
'in a form and manner that correspond more precisely to the exact needs of the |
science educator community.

One prerequisite for the achievement of this goal is aome understanding
about the actual information needs of science educators and the factors, external
to the information'itself, that influence'the educator in the acquisition and
use of information. According to Bourne (13), the first step in the design
of an effective information system consists of the definition of the problem
and the determination of user requirements. The actual design and evaluation
then follow. An effective system must be constructed in terms of realistic
conclusions about the kinds of information that educators require for their
particular tasks and the conditions that influence its acquisition and use.

STITE is following two lines of inquiry to answer these questions.

A literature analysis investigates previous studies on users of information and
attempts to extrapolate conclusions they make about the needs of the particular

group of information users in which STITE is interested, the science educators.




Secondly, a questionnaire sent to science educators at various
colleges and universities over the country solicits answers from science
educators themselves about their use of existing information centers, the
types of information they use, for what purposes they use it, and the features
that they feel might increase their use of information sources. fhe data
received in response to this questionnaire 'and the conclusions of the literature

survey will provide the baéis for design features of the STITE system.

II. THE LITERATURE ON USERS AND THEIR NEEDS

- 1. Introduction - A user study, or user survey, is an investigation

into the ways in whigh a particular information center or library is utilized
or,into-the utilization of lhe information sources of a particular subject area,
such as chemistry or physics. Brittain(14), agrees that user studies are of
these two types. First, there are those investigatio;s that are limited to
a particular center or\eﬁtabliahmcnt and are concerned with conclusions relative
only to that particular center. Secondly, there are those studies that |
examine the information requirements of a particular discipline.

o Coover (16),describes the methodology of user studies‘as
including interviews, questionnaires, critical-incident studies, reference
records, or a combination of some of these methods, and inquiry may be made

into who is using information resources, what types of materials are being

)

used, and for what purposes the information is obtained.
The information explosicn has been accompanied by concurrent
studies in the use of that information, and there is no lack of studies on
users and their needs.
A study on the use of scientific literature for the Royal Society's
Scientific Infcrmation Conference in 1948 (9)sis frequently cited as the "classic"

user study; it is, along with Urquhart (36), one of the earliest such studies.




Since then, as Brittain (14), states, '"the growth of emperical studies in
this area can be represented by an exponential curve."” Two of the best
have been those done by Menzel (28),and Paisley (31). An indication of the
number and scopc of these investigations is shown by the following list of

bibliographies and reviews of user studies:

Bibliographies and Reviews of User Studies - (Note: The notation,
such a ED068101 or ED047736, which follows some entries in this bibliography
refers to the number assigned that report by the Educational Resources

Information Center (ERIC).)

Allen, Thomas J. "Information Needs and Uses." In Cuadra, Carlos, ed.,
Annial Review of Information Science and Technology. Chicago,
Encyclopedia Brittanica, 1969. Vol. 4, p. 1-29.

Bates, Marcia J. User Studfes: A Review for Librarians and_Information

-+ i s B - —

SCicl‘Il'iuts_o ]9 710 60 ppo l':m[07738.

Brittain, J. M. Information and 1ts Users: A Revicew With Soecial
Reference to the Social Sciences. New York, John Wiley, 1971.
208 pp. . '

Carter, Launar F., et al., National Document Handling Systems for Science
and Technology. New York, John Wiley, 1967. 344 pp.

Coover, Robert W. "User Needs and Their Eifect On Information Center
Administration.” Special Libraries, 60:446-456 (September, 1969).

Crane, Diana. "Information Needs and Uses." In Cuadra, Carlos, ed.,

Annual Revicw of Information Science and Technology. Chicago,
Encyclopedia Brittanica, 1971. Vol. 6, p. 3-39.

Davis, Richard A., and Catherine A. Baiié?. Bibliography of Use Studies.
Philadelphia, Pa., Drexel Institute of Technology, Graduate School
of Library Science, 1964. 98 pp.

Herner, S., & M. Herner. "Information Needs and lses in Science and
Technology." In Cuadra, Carlos, ed., Annual Review of Information
Science and Technology. Chicago, Encyclopedia Brittanica, 1967.
v°10 2’ P. 1‘3“0

Lin, N., and W. D. Garvey. "Information Needs and Uses." In Cuadra,
Carlos, ed., Annual Review of Information Science and Technology.
Chicago, Encyclopedia Brittanica, 1972. Vol. 7, p. 5-37.




Lipetz, Ben-Ami, "Information Needs and Uses." In Cuadra, Carles, ed.,
Annual Review of Information Science and Technology. Chicago,
Encyclopedia Brittanica, 1970. Vol. 5, p. 3-32, ‘

Menzel, H. "Information Needs and Uses in Science and Technology." In
Cuadra, Carles, ed., Annual Review of Information Science and
Technologv. Chicago, Encyclopedi? Brittanica, 1966. Vol. 1,

po 41"690

Paisley, W. J. "Information Needs and Uses.' In Cuadra, Carlos, ed.,
Annual Review of Information Scicnce and Technology. Chicago,
Encyclopedia Brittanica, 1968. Vol. 3, p. 1-30.

Slater, Margaret. Technical Libraries: Users and Their Demands.
London, Aslib, 1964. 126 pp.

Slater, Margaret, and Pamela Fisher. Use Made of Technical Libraries.
London, Aslib, 19697 86 pp.

Wood, D. N. '"User Studies; A Review of the Literature from 1966 to
1970." Aslib Proceedings, 23:11-23 (1971)..

In addition, each issue of Science Information Abstracts has a
section called "User Studies and User Surveys" which abstracts investigations

into the users of information centers and libraries, and Library Literdture

and Library and Information Science Abstracts also contain headings on user

surveys.

Brittain (14), as well as Coover (16), Hanson (24), and others,
questions the value of much data obtained in user studies for the purpose
of formulating definitions of needs. Hanson (24), points out that b . .2
of the difficulty in exploring real needs, most studies have in fact been
of users' actions and their expressed demands. While these observable
actions, such as where and how often information is sought, do partially
reflect some nceds, such a measurement does not take into account :he more

subtle assessments of needs when the user perceives limitations within

his in?nrmation environment or if he remains unaware of the existence of

potentially helpful information sources. For instance, in relation to the




STITE project and its fulfillment of needs, -!1ll a science educator
specifically indicate his desire or nééd for a service or a system 1if he
does not know of it or of its possibilities?

Nevertheless, granting the inhcrent limitations of most user
surveys in measuring information neecds, their partial assessments can usually
be the basis for some generalization about trends and directions. There
exists only a small number.of studies spec}fically on the nceds of science
educators, but. some investigations into the information needs of scientists
include findings in the area of science education, and there are also a few
studies on information use in education that ha§e significance for the
particular field of science education. Some of these studies will be
examined in the light of their implications and implicit findings for the

goals of STITE.

2. Somc Relevant Studies - In an carly (1957) study, "Use of
Infotmatlén'in Scandinavian Research and Development, Tornudd (35), investi-
gated the requirements for scientific and technical information of academic,
research an? industrial scientists in Denmark and Finland. The "academic"
section comprised scientists and engineers working at universities and
institutes of technology in which ;heir time was divided between research
and teaching while the other two groups were involved almost entirely with
regearch. It was found that teachers in academic institutions were among
the heaviest users of literature. Even in 1957 when the volume of
literature was less than it is today, this group spent from two to ten
man-hours per week usinc litérature, and they indicated that they had less
difficulty keeping abreast with current developments in their field than
did their counterparts in research and industry.

Menzel (29), studied the information-éxchgnging behavior of a

»

group of scientists on the teaching faculty of a prominent American




university in order to define problems, catcgories, and procedures for
a more intensive study. Among this group, information was sought primarily
for-tbghpurpose of answering a particular question or probiem with specific
data or facts and for keeping up to date. Formal methods of acquisition
" were probably less important than informal methods, such as personal
comnunication with colleagues. This reliance on informal channels points
up some inefficiencies of formal channels, such as time lag and overloads
of informatién, and suggests that ways must be found to incorporate the
informal aveﬁues of communication into them.

Bartkus (5), prefaced his descriptive article on the major sources
of information for engineering educators with a 1list cf their needs;

"The engineering educator is concerned with the information

needs of: ‘

1. Himself, to keep up to date technically.

2. His classroom students, to dewvclop their use of ifnformation

sources, both in solution of clas; problems and actual probleas

after gréduation.

3. liis research students, to assure coverage of previous work.

4. lis associates, on a consulting project or in research.

5. His publications, to assure that he contributes to knowledge."

The kmerican Psychological Association (2),has reported on its
investigation into the information requirements of university teachers of
psychology in Report Number 17, "The Use of Scientific Information In the
Undergraduate Teaching of Psychology," of its Project on Scientific Information
Exchange in Psychology. Conducted by a questionnaire to psychology faculty

members of 246 American institutions of higher learning, this study revealed




that teaching is a very time-consuming activity and a very information-
demanding one. The need to up-date lecture material was given as the most
frequent reason for seeking information, and in addition to current journals
used for this purpose, two-thirds of the respondents indicated that they maintain
personal files of reprints and conveution papers, to assisc them in keeping
up-to-date. For lecture preparatibn, text books were also frequently
consulted. ' L

The primary problem of information seeking amoag psychology
teachers seemed to be the lack of sufficient time to locate and assimilate
relevant materials. The report concluded that, while this group of scienc2
educators uses a large number of formal and informal sources of information
in their work and is particularly eager to use current and up-to-date
materials, they encountered a lack of materials that are selected and
processed in such a way as to save time for themselves and for thelr students.

In the social sciences, Brittain (14), cited a report by Winn on a

group discussion among college of education lecturers that was a part of

a study of users of Sociology of Education Abstracts. The greatest infor-
mation problem felt by this group was physical access to books and journals.
However, these lecturers felt that the gsolution to this*problem lay, not
in exp;asion ~f local book holdings, but rather in an information service
that would provide easy access to and some evaluation of a limited range
of materials. Retrospective searches presented another problem for them,
and a retrieval system, keeping in mind this group's feeling that
abstracts are more valuable than titles, was suggested as a solution.

A more comprehensive study of the information needs of social
scientists, known as INFROSS (Information Requirements of Social Scientists),

was conducted by Bath University in 1968 (7). Defining education as a




social science, this investigation included a report on data secured
through group interviews with college of e{ycation lecturers. Since the
sanple was small, the results were intended more to provoke further

study than to be reprgsentative, but the conclusions made about

{nformation requirements and activities of educators bear some significance
for the special group, science educators, in which STITE is interested.

When work involved teaching only, the need was usually for
specific pieces of information, such as a fact, or for general information, .
such as new developments in remedial reading. Comprehensive coverage was
not usually required. Reading done by this group seemed to be haphazard
and largely dependent on whatever happened to be available; there seeméd
‘to be little effort to kcep informed on new developments in their fields
and ligtle awarenéss of available literature and méterials.-.

.One aspect of information mentioned by most of the 1ntervlcweei
in this group was the importance of its stimulus value, both for lecturers
and for students. However, this characteristic presents peculiar, if not
impossible, requirements for an information system because of the
difficulty in defining and describing what "stimulates".

Because of this dgsire to keep informed of developments but
with little time and information resources to do so, this group would seem
to find review literature most useful, and the intervicwee frequently
mentioned this type of article. A well developed review literature, with
adequate access to it, might serve this group better than bibliographic tools.
Some bibliographic tools are needed, however, for those lecturers
in small college situations without easy access to university facilities.
The use of inter-library 1oaﬂ gervices among this group of lecturers was
very low and perhaps may in part be attributed to difficulty in formulating

lfRikf precise requests as 1s necessary in utilizing inter-library loan facilitics,




This is particﬁlarly tt@g when the request is a subject one, rather
than an exact reference from another source.

Generally speaking, the informatiog problem for college of
education lecturers is fairly casily defined. A relatively small amount
of information is required, and while it should be comprehensive enough
to prevent distortion, it should be small ehougb to be assimilated in a
short time. Representative references, rather than comprehensive or
exhaustive retrievals, are preferred.

This report also pointed up the necessity that an information
system for educators take into account some behavior characteristics of
this particular group. Thesé include a relatively restricted amount of
time for information gathering and using activities and a Qeneral lack of
motivation to seek information.

Baughman (8), in an investigation of the information neceds
and prublems involved ia the operation of educational information centers
also defined some behavioral characteristics of educators that should be
taken into consideratfon in the design of.STITE. The most serious problem
of educators and their uge of information is their lack of interest, concern,
or motivation to read, to do research, and to seck out new and innovative
ideas and methods. :This attitude may be in part because.of a shortage of
time but it also reflects the personal information acquisition habits of
educators who generally want to do little work, do not want to read more
than one page, and do not want to synthesizc work from several reports,
Baughman claims. Neithcr are they aware of information services that are
available nor are they trajned to use such services in their decision making.

Borman and Mittman (12), recognizing the human factor in the

use of information systems, asked the question of how a scholar can be




induced to use computer capabilitiecs in his search for information.

After introducing a scarch facility to a group of students and a group

of faculty members at Northwestern University, they found that faculty
members soon lost interesgm}p it and returned to traditional searching
methods while the students continued to use it with enthusiasm. Thus the
report concludes, " . . . -users of a new capability, such as interactive
search, will try the system if properly motivated, but they will not
incorporate-this new capability into their normal behavior patterns unless
there is a dramatic gain to be realized." The STITE system will face

this problem of motivation among educators.

Another study of significance to STITE because of its findings
about educators and their information needs is by Back (3). He reviewed
studies on information dissemination from the stand-point of design require-
ments for on-line reference retrieval systems and concluded that, from
among the categories of researchers, practitioners, managers, and educators,
the educators and the researchers rely upon written channeis for supplying
information to a greater extent than practitioners and managers. The
purposes for which information is gathered by educators are cited in

Back's list:

Purposes for Gathering Information
1. Acquiring ideas for new work. |
2. Supporting work in progress
a. Gaining theoretical information
b. Developing alternative approaches to problems
c. Determining results of related work performed by

others

11
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d. Finding answers to specific questions (e.g., constant,
tabulated value, formula, etc.)
e. Recommending procedures, apparatus or methodology
f. Evaluating an approach or a result
3. Keeping current
a. Being aware of workers in specific areas or problems
b. Being aware of developments in one's field
c. Being aware of developments ;n related fields
4. Developing competence
a. Brushing up on old specialty
b. lLearning new specialty

5. Preparing educational materials

To achieve maximum utilization, Back maintained that a system
must be directed at a particular audience and the activities of that
audience, it must be designed so that the audience will accept and use
it, and it must be as comp;ehensive as any other methods of reference
retrieval.

A computer-based reference retrieval system would probably be
most useful, according to Back, in satisfying the 1nfofmation needs of
educatcers involved in the following activities:

1. Gaining theoretical information

2. Developing alternative approaches to problems

3. Determining results of related work performed by others

4. Answering specific questions about known documents




5. Keeping current on workers in specific fields

o. Developing confidence |

7. Preparing educational materials

Back's inquiry into the comparative use of formal and informal
sources of informafion shows that educators most frequently seek information
in informal ways, such as personal indexes and files, conversation, corres—"
pondence, meetings, and journal scanning, as opposed to formal methods of a
card catalog, a citation service, or a literature review or bibliography.
He feels that this is so because informal methods usually deliver a few
relevant references with the least amount of effort. Consequently, in
order for a system to be widely accepted and used, it must be designed
to retrieve the most relevant references with at lea;t no more effort than
is required by other methods, and he suggests five wa&s, based on the
characteristics of informal methods, for making retricval as easy as
possible.

1. Allow the user to sha;e the interaction to fit his needs

2. Retrieve few irrelevant references

3. Furnish references to the appropriate type of document

(i.e., a definition, a description of a process, a review

//////F article, etc.

4, Provide direction for further search

S. Deliver screened and evaluated references

The characteristics of formal sources of information also suggest
to Back some ways to include their advantage into a system.
1. Strive for completeness in the area of coverage

2. Keep the data base as current as possible
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3. Make the system public and conveniently available to all

users

4. Have the data base created, maintained, and distributed

centrally under the direction of a single, cognizant organization

5. Provide permanent storage for all references selected for

the system

However, he continued to stress the importance of ease of use,
and when that feature conflicts with completeness of output, the system
must be designed to satisfy minimal effort requirements.

Since 1968 the University of Georgia Computer Center has provided
a computer-based retrieval service for the purpose of supporting the
instructional and research programs of the university system (15). A
questionnaire survey to assess the impact of the service on the academic
community indicated that more than half of the users of the center are
faculty members, and among these faculty members, 4.1% reported that
1007 of thieir time is spent in instruction. These respondents felt that
the time-saving feature of this search facility was of primary importanée
to them, and they also indicated that it had allowed an increase in the
subject areas that they regularly check.

Schumacher (33), in studying and making recommendations for an
information system for a small college, outlined the activities of
educators that require inforﬁation, and they are: 1) course preparation
2) selecting reading assignments 3) independent study and honors
projects 4) rescarch projects and 5) administrative and committee
assignments.

A report on the information needs of junior college educators by

Mathies (27), stressed the necessity of incorporating into a system features
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that provide as much convenience and saving of time as the informal
methods of information gathering.

3. Conclusions - User studies and surveys on information needs

and information usage reveal some characteristics of the information needs
of science educators, the group with which STITE is particularly concerned.

While the use of information sources by educators in general
does not appear to be as extensive as it could be, science educators do
utilize information resources, and the science educators are among the
heaviest users of literature when-compared with scientists in research and
in industry.

The most frequent purposes for which information 18 sought are
for keeping up-to-date by being aware of workers in specific areas or
problems, being aware of developments in one's field 5nd'bcing avare of
developuents in related fields, and for answering a particplur question
or problem with specific data, i.e. a definition or a description of a
process. Other reasons include brushing up on an old specialty or learning
a new one, acquiring new ideas for work, determining related work by others,
teaching students to use information systems, and preparing lectures and
educational materials.

Problems encountered by science educators in information
gathering activities center around their lack of time to locate and
assimilate materials. Physical access to materials is a problem for
some, as well as the difficulty of doing retrospective searches when
bibliographic tools are unavailable.

Some behavioral characteristics of educators also generate

difficulties that have bearing on their potential use of information
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systems, Restricted time for locating and assimilating information and
the lack of motivation to use such resources are emong the most important
of these traits. The level of awareness of the availability of information
sources seems to be low among this group, and therec appears to be little
effort to train educators to use information as a part of the decision-
making process,

In conclusion then, based upon the information needs of science
educators as they are reflected in user studiee and surveys, it would
gseem that an information system seeh as STITE pfoposes should revolve
around easy and rapid access to materials that are useful either fer the
purpose of keeping up~to-date or for answering particular questions with
specific data. Low motivation and lack of time on the part of the science
educator sct the requirement for ease of use and rapid retricval; definitions,
descriptions of processes, and outlines are the kinds of specific Information
that he requires. Concerning keeping up-to-date, his need is for
representative, not necessarily comprehensive, information on given topics
with perhaps also some evaluation of materials. In this respect, a well-
developed review literature would seem to be of great value to the science
educator for it could present selections of up-to-date information on

~ given topics without requiring a great amount of time for reading and

assimilation. For keeping up-to-date, capitalizing on the advantages and
popularity of informal sources of information, such as conversations with
colleagues, could involve the inclusion in the information system of 1lists
of authorities in a particular field with notes on their activities.

Some bibliographic tools for retrospective searching are needed
but here again the requirement is for representative, rather than compre=-

hensive, references. .




I1I. THE QUESTIONNAIRE TO SCIENCE EDUCATORS

1. Introduction - User studics reveal some patterns of

information need and use by science educators. However, since the
interest of STITE is centered primarily on the utilization of existing
information centers, further investigation into the actual use of thesd
centeré by science educators was desirable. This additional effort was
made through a questionnaire survey aimed specifically at science
educators in various Anerican universities.

At present the main utilization of most scientific and technical

information gystems can be traced to the industrial and research communities

(34), and thé survey of previous studies indicates that the use of such
information‘g;étems for educational purposes is probably m4n1ma1 (8,12).
Accordingly,;the purbose of the questionnaire was to aetermine if science
educators maﬁgvuaemdfmécience and technical information centers and

under what conditions and for what reasons they do so. FPurthermore, one
of the important by-products of this inquiry might be to delincate more
precisely than has been done in previous studies the information needs of
scicence edutators.

Within the context of the above objectives and because of the
constraint to design an effective scientific and technical information
transfer system for science educators, the present survey study has been
prepared;

In designing the study, it was necessary to recognize the
complexity of factors involved in the transfer of technical and scientific
information and to reduce the investigation to a subset of this complex

activity. It had been pointed out by previous investigators, Fearn and

Melson (18), that information transfer is a complex social process wherein
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technology requirements, uscrs needs, values, beliefs, and organizational
structures play interactive roles to influeunce bechavior. The interest of
this inquiry is wainly in the aspect of user practices. More precisely,
this study concentrates on the needs and actions of a subset of users,
namely, science educators in American universities and colleggé who might
use science and technical information centers. In addition, the
investigation is interested in a certain subset of facts about science
educators on the university and college level who actually do use science
and technical information centers. Because of the need to make factual
statements, it was decided that an empirical approach, uéing the
questionnaire method, would be most suitable for the purpose of this

survey.

2. Statement of Hypotheses -~ The main objective of this

rescarch study was to test the following four hypothescs:
(a) Most science educators are not aware of the availability
or the existence of scicnce and technical information systems.
(b) Many science educators who are aware of the availability
of science and technical information systcms have no ready
or easy access to them.
(c) Most of the science educators who have ready access available
to them find that the information access tools are inflexible
and unsatisfactory to use.
(d) Most of the science educators who access information from
science and technical information centers find the information

they provide to be of little use for their instructional purposes.
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3. Raticnale and Assumptions - The above stated hypotheses

stem fron the realization, supported by some intuitive pilot observations,
that science and technical information centers are not well publicized in
the science education community. Baughman (8), supports the idea of a lack
of awareness of information centers among educators in general. This
. may be due to the fact that most science and technical information
centers have been dqveloped with the specific purpose of serving scientists
in both academia and industry whose primary occupation is research and
" development and it has been in these science research areas that scientific
and technical information centers have been mainly publicized. Information
has bFen collected, organized, and disseminated for research purposes.
llence, those educators interested in accessing scientifiq and technical
inforwation centers perhaps find the organization and dissemination of
juformation such that it is not of use (or their imsediate instructional
needs. Civen these facts, it would seem that science educators who have
indecd attempted to use information from such centers have not been
completely satlisfied.

It was originally assumed that the display of infermation was
presented in such a fashion that would allow effective usc by educators
for their instructional purposes. - However, the specific suggestions by
Back (3), Brittain (14), and Borman and Mittman (12), indicate that such
may not be the case. The hypothesis that the access tools are not
satisfactory in terms of the educator's needs in thus made.

Furthermore, on the basis of a limited sample'of preliminary

interviews, it secms evident that, even among science educators who know




about the existence of science and technical information centers, the

use of such centers is minimal. Even among those educators who use
information from the centers for their rescarch purposes, their use of
information from the same centers for purely instructional purpuses is
practically non-existent. It had been earlier assumed that the information
collected and organized by the centers was potentially valuable for
instructional purposes, but evidently it is the structuring of the
information by the centers and its format of dissemination which are the
stumbling blocks to effective access and use by educators.

Hence, an information transfer system which can re-structure
and re-formulate the large quantity of well-organized and stored research
information into forms suitable for instructional purposes would act to
increase and make more effective the use of science and technical
information centers by cducators. Here again, studies such as those by

Back (3), and Borman and Mittman (12),bear out this hypothesis.

4. Research Method - Having sclected and specified a set of
hypotheses, it was important to consider a;d utilize an appropriate
technique for testing those hypotheses. Many of the questfons related to
the hypotheses have not been previously studied so it was not possible to
analyze already existing data. The five most comrmon methods for conducting
user surveys are questionnaires, interviews, observations, the diary method,
and analysis of already existing data; the most common and generally used
approach to collecting factual data relative to user needs is that of a
questionnaire.

It was necessary that the sample come from a large pogglation '
of science educators from schools and departments spread across the

country in order to be able to make a fair and broad generalization -Yout
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the use of science and technical information systems. It was also

necessary that the samplc itself be large because, having assumed that
most science cducators have seldom accessed science and technical
information systems, it was necessary to insure that a sizable sub-sample,
though comparatively small, would have indced used centers and would thus
provide a meaningful sct of observations on their use. Because of the
scope of the survey both geographically and numerically, the mailed
questionnaire, rather than other methods, seemed to be the most practical
survey technique.

The questionnaire method has some pointed drawbacks. One
disadvantage is the possibility of a response rate so log'that no meaningful
conclusion can be diawn. This will hopefully be overcome .by the ldrge
sample of science educators who receive the questionnaire.

Another drawback of the matled questionnaire is that there ié
no way that the investiéator can dctermine the state of wmind of the respondent
and its possible effccts on his answers to the questions. Again, while
the respondent's state of mind at the timc might affect his answers,
it does not seem that it would have a determining influence on his
fesponse to the questions specifically related to the four hypotheses of the
STITE qucstionnaires since they were designed to elicit statements of fact
rather than opinion. )

Another criticism sometimes made about the mailed questionnaire
method is that the questioner ha§ no way of knowing whether the respondent
understands the question. The attempt was to take care of this criticism
in the preparation of the questionnaire by wording each question as precisely

and as specifically as possible, and a letter explaining the purpose of




STITE and the weaning of scientific and technical information systems
accompanied each questionnaire.

The questionnaire was as short as practical. It covered all of
the information desired with the smallest number of questions possible and
was estimated, on the basis of pre-testing, that a potential respcndent
would take no more than ten minutes to éomplete it.

Finally, the'seqﬁence of qucstions was designed to be logically
ordercd. In organizing the questions, the respondents were divided into
two categories, (a) those who use science and technicel information systems,
and (b) those who do not use such systems. This division permitted three
categories of questions based on each type of respondent. The first
category of questions was directed only to those who actually use science*
aml technical information systems. The sccond category was directed to
those who do not usce such systems, and the last category of questions
was directed to both types of respondents, users and non-users.

Having specified the above mentioned catepories, the questionnalre
wis orpanized accordingly. ‘the first question was asked ol every respondent
as it related to familiarity with systems. The second question, directed
to réspondents who are familiar with sclentific and technical information
systems, asked whether they use or do not use such systems. Then the next
sec’af questions was directed to those who have in ;he past used science
information systems. The questions covered such topics as the purposes
for whigh science information systems are used, the frequency of use, the
materials needed, the conditiore under which.the system and its information
might become more usefu), the kinds of materials that are requested from
science and technical information centers, the degree of satisfaction

with respect to the service and the material, and the ease of access to
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science and technical information systems.

Finally questions were asked of both users and non-users. ‘These
were in the form of open questions which allow the user to air his free
opinions.

In total, the questiuvnnaire was made up of elaven questions with
clear and precise instructions on how to proceed in order to answer each
of the applicable questiomns.

A copy of the questionnaire and the accompanying letter appear
in Appendix A and Appendix B.

5. Sampling and Distribution of the Questionnaire - A stratified

random sampling technique was used in selecting the subjects for the
questionnaire. Two thousand science educators were selected randomly from
colleges and universitics in the United States. The list of colleges and

universities was abstracted from the reference book, American Universities

b e —

general catalogs of the colleges and universities selected. The sampling
procedure is described in the following:
1. It was decided to include all three major scientific divisions

as suggested in Amcrican Universities and Colleges, namely

biological, physical, and soclal sciences.
2, It was decided to include both the traditional disciplines,
as well as inter-disciplinary nrograms. In the biological
sciences, the following fields were selected:

Biochemistry

Botany

Genetics

Microbiology




Physiology

Zoology
In physical sciences, the following fields vere selected:
Astronomy
Chemistry
Aeronautical Engineering
Civil Engineering
Electrical Engineering
Mechanical Engineering
Statistics
Physics
In the.social sciences, the fields selected were as follows:
Anthropology
Econonics
Library Sciences
Psychology
Sociology
3. Approximately 100 faculty members were randomly selected
from each selected field to receive the questionnaire.
4. Within each field, a list of colleges and universities that
offer such a discipline was obtained by using the listings in

American Universities and Colleges. Around 108 institutions

were randomly selected from the list.

5. The general catalogs of the selected institutions wefe
obtained. Between five to ten faculty names were selected from
the faculty list of the chosen dcpartment or program. The

selection of the individual nam.s was at random. Therefore,




the proportion of the faculty ranks in terms of full professor,

associate professor, assistant professor and instructor reflects
the actual composition of the faculty population in the field.
6. A questionnaire along with an individually-addressed letter
was sent to the selected faculty members by mail. A self-~
addressed return envelope was included. A total of 311
individual deparfments were selected from 311 colleges and
universities. These schools are distributed in 43 states.
The‘following disciplines were represented by this selection:

Biochemistry

Botany

Genetics

Microbiology

Physiology

Zoology

Astronomy

Chemistry

Acronautical Enginecring

Civil Engincering

Electrical Enginecring

Mechanical Engineering

Statistics

Physics

Anthropology

Economics

Library Sciences




(Cont.)

I. v.

Psychology

Sociology

7. Index cards that carry the namc of the potential respondent,
has subject field, and his university, werz prepared as the
questionnaires were addressed. A number was assigned to each
respondent and tﬂat number was indicated on his questionnaire .
and on the corresponding index card. 1In this way, replies can

be identified and arranged in various meaningful groupings, i.e.

by subject field, by university, by geographical area, etc.

INQUIRY TO INFORMATION CENTERS

In order to secure and analyze any already existing data,

informat ion was requested from 69 centers across the country concerning

the utilization of thesc centers by scicnee educators. Of particulax

interaest were any existing user studics that might include findings

pertinent to science educators.

appears in the first progress report of this project (34).

Centers receiving the inquiry were selectcd from the list that

Appendix C contains a copy of this letter to science and

technical information centers, and the list of those centers receiving

the ipquiry appears in Appendix D.
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PART TVO

INTERACTIVY. STITE INTERFACE SYSTL! FOR EFFECTIVE USE

OF INFORMATION STORES

Pranas Zunde

I.  INTRODUCTION

As noted in Part One of this report, existing science and
teclnical information systqns have limited utility for educators because,
among other things, they do not allow the user to shape the interaction
with those systems to fit his needs and because the existing search
mechanisms do not provide directions for further search. Although these
are not the only fuctors which limit the usefulness of science and technical
information systen: to educators, they seem to be certainly of great importance.
llence, one of the tasks of the ongoing research was to develop, as a part of
the STITE system, an interface mechanism which would help the educator to
structure selcected types of tasks which are characterist@élfor this profession
and which would induce him, through various automated procedures, to make

better usc of existing information resources.

The underlying idea of the proposed interface system is to store
in the system certain amounts of information in highly structured modular form,
relevant to specific needs of various groups of educators. The modules in the
system are manipulable and can be assembled into various sequences geared go.

various tasks which educators might be expected to perform in their profession.




The essential features of such a modular interface system, which
will provide the basis for the design or a small experimental program,
are reported in the sequel, The subject matter of the experimental design

has been somewhat arbitrarily limited to graph theory.

II. MODULES

1. Definition and Description

A module is a manipulable unit of information of which outputs
of the STITE sysiew are constructed. Usually a module will describe, display,
illustrate or define a single object or entity such as a thing, event, concept,

relation, or anything else to which attention can be directed.

Characteristic examples of modules are:
(1) portions of natural language toxts
(2) 1{llustrations

(3) diagrams

(4) tables

(5) problems (solved or unsolved)

(6) cxamples

(7) pieces of music, etc.

kY

In a broad sense, a module is comparable to a record of a file
system. Its length or size might vary depending on the nature of discourse,

context, type of materials, etc,

The modules are assigned codes to distinguish them according to
* (1) The form in which material is presented in the module, (2) The type of
material presented, and (3) The level of difficulty of the material contained
ia the module.
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2. Descrintors of Module Coutent

Associated with every module is a set of descriptors which serve
as indices of the information content of the modules. This set comsists

of two categorics of descriptors, CATEGORY A and CATEGORY B.

Descriptors of CATEGORY A of a modulc are names of objects (things,
concepts, events, etc.) which are being defined, described, or otherwise
explicated or demonstrated by a particular module, It might be desirable,
although not absolutely necessary, to have only one descriptor of CATEGORY
A associated with a module, If ti’ i=1,2,...,m is a descriptor, then

ti(A) shall denote the descriptor of category A.

Descriptors of CATEGORY B are terms which are used to define,
describe, or otherwise explicate or demonstrate an object named by a
descriptor of category A, If ti’ i=1,2,....,m i8 a descriptor, then

ti(“) devotes that this descriptor belongs to catcgory RB.

It should be noted that one and the same descriptor can, and in
many instances will,be a descriptor of category A for onc module and a

descriptor of category B for some other module,

Selection of descriptors is controlled with respect to admissible
types, gramnatical structures, synonyms, etc. The set of admissible
descriptors with the rules of descriptor [ormation and transformation

constitute the descriptor language of the STITE system.

An example of a module with descriptor of category A and B is shown

in Figure 1,




Matroid theory is simply the study of sets with independent
structures' defincd on them, geaeralizing not only properties of
lincar indcpendence in vector spaces, but also several of the
results in theory. llovever, matroid theory is far from being
‘seneralization for generalization's sake'; on the contrary, it
gives us a deeper insight into several graphthcoretical problems
as well as including among its applications simple proofs of results
in transversal theory which are awkvard to prove by more traditional
nmethods. UWe believe that matroid theory has an important role to
play in the development of combinatorial theory in the coming years.

A B € WIL/1/20

matroid theory set
independence structures F 1
linear independence
vector space H 2
transversal thcory
combinatorial theory D1
generalization

rig. 1

3. Yredetermined Sequencing of Modules

In sonc issiauces it might be desirable to have the capability
to restorc sequences of modules as they appeared in the original document
from which modules were constructed, On the other hand, uscrs of the STITE
systems might want to retain, for easy construction, certain sequences of
modules which they have constructed in the process of their interaction with
STITE. Therefore, modules are assigned special codes which will permit
ordering them sequentially by author's or user's preference. This code shall

be called tested link code., Since more than one code of this kind may be

associated with a module, the family of such codes agssigned to the module will

be called tested 1ink code set,

A tested link code consists of alphabetical and numerical parts,

The alphabetical part is a string of threce characters and serves the pu*ose

Q
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of identifying the individual author or uscr who generated a tested

link involving that particular module. .Controi is to be exercised to
insure that cvery such individual has a distinct identification code., The
.numcrlcal portion of the code consists of a two digit code identifying a
particular sequence, followed by a three digit codv which serves as an

index of the module's position in a particular scquence.

Whenever a set of modules which has a meaningful order reflecting
the sequence of materials proposed by the author or system's user is pre-
pared for input into the STITE system, a tested link code is assigned at

the input stage and becomes part of the initial profile of a module.

Example of a tested link code: 'WIL/3/101", with "WIL" being
the identifier of the author of a book from which the module was constructed,
"3" i{ndicating a partilcular sequence out of all scyuences of modules
associated with the anthor "WIL", and "101" any module being the Index of
that sodule in the sequence "3" of modﬁlcs extracted in a particular order

from that source,

Sequences of modules which are identified in the above described
fashion induce in a n:stural way certain order rclations on the set of modules,
In general, there will be as many distinct order relations as there are distinct
scquences of tested link ccdes associated with the originators of sequences
of modules. These ovder relations shall be called tested link, or simply link

relations. lMore specifically:

DEFINITION: Let m, m, be modules, i,j=1,2,...n, i¥j. Module

o, is link related to module mj if and only if module m, and module mj have

link codes with identical author and sequence identifiers and nonempty module

position indices (i.e. lust three digits of the code).




L]

A link relation, which has just been defined, will be denoted

by RIF( y? with the notation (<) indicating that any author and sequence
identifier used as part of a tested link code can be substituted for the

dot in parenthesis to specify a particular link relation.

4, Classification of Modules

Every module in the system is classified according to form in
which the materials contained in it are presented, type of materials, and

level of difficulty.’

4.1 Classification by Form =- In the experimental STITE system,
modules will be admitted containing materials only in such form as can
be displayed on a CRT screen or printed in line or graphics. Every
module will be labeled by 4 code coﬁsisting of the alphabetical charactev
"pt, and natural vuaber to jdentify the form in which materials arve
contained. Specifically, the following classes of modules with respect

to the form of materials are considered:

F1 - material in natural language form
¥2 - diagrams, graphs, flow charts

F3 -~ tables

Every module wil® be assigned to one, and only one, of the
above classes, so that the set of all modules is pqrtitioned into

disjoint subsets with regard to the form of materials.

The relation thus defined ghall be called form relation and

denoted by RF'




_ Examples of wmodules of class Fl, F2, and F3 are given in Fig. 2, 3,
and 4. s

The study of directed graphs (or digraphs, as we shall usually
abbreviate them) arises out of the question, what happens if all
the roads are one-way streets? An cxample of a digraph is given
in WIL/2/10 the directions of the one-way streets being indicated
by arrows; (in this particular example, there would be utter chaos
at T, but that does not stop us from studying such situations!)
Note that if all of the streets are one-way, then we can obtain a

digraph by drawing for each two-way road two directed edges, one in
each direction.

A B C WIL/2/12-
directed graph digraph
directed edge F 1
one-way street -
R 2
D1
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A B C WIL/1/3
graph electrical network F 2
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1
i Calculated and experinental values of the standard heat of formation
! of scveral hydrocarbons o i kilocals mole=)
Hudracarbon Calculated Experimenial
Srosane 26.01 2.4.82
nehutane 4081 30.15
nepeatane 35,62 35,00
n-hexane L SR 39.90
nohentane . 45,22 44.59
neoctane 5002 49.82
isobutane 32.32 32,15
Zoethyibutane 36.69 36.92
22.dimethyipropane 30.70 ! 39.67
2oaethyipentane 41.49 41.66
Jemethylpeatane 41.00 41.02
2.2.¢imethyibutane 43.64 44.35
2.3-Gimethyibutane 4214 42,49
L.dmethvihexane 46,29 ‘ 46.60
J-metisvibhexane ‘ 43,80 4.:».96
Jeetnyvinentane 45,43 : 45.34 )
3-cthylhexane 50.23 50.40 ~
A B C ROU/1/22
hydrocarbon value F 3 -
standard heat -
n 7
L D
Fig. &4
4.2 Classification by Type of Material - Every module will be further
. classified by the type of material it contains in the following categorles:

Hl - definitions

+ H2 = informal descriptions of objects, events, concepts
illustrativepexplicationg, ete. ents, concepts,

H3 -  theorems and deductive proofs

H4-1 - solved problems

H4=2 - unsolved problems

I_IS - valuations

H6 - comments, i.,e. introduction, conclusion

7 = types of materials other than those covered in #1 through #5




Lvery module stored in the STITE svstem will be designed so that
it can be assigned to one and only onc of the above classes so that
the set of the classes (u1, H2, 03, 4-1, N4-2, 15, H6), (n7) forms,

too, a partition of the set of all modules.

DEFINITIO:N: Modules mi,mj, i,§ = 1,2, ...n, are said to be related in

type.if and only if they are labeled as belonging to the same type

class Hi, i=1,2...7. The relation itself shall be calleQ type

relation and denoted by RH'

Examples of modules of various types are given below.

We shall define a simple graph G to be a pair (V(G) ,E(G)), where

V() 15 a non-cmpty finite sct of elements called vertices (or nodes, or
potats), and E(G) is a finite set of unordered pairs of distinet eloments
cof V(G) called edges {or lines)y V(G) is sometimes called the vertog set
and E(C) the edge-set of G, Tor cxample VIL/L/12 represents the siuple
graph ¢ whose vertex-set v(C) is the set (u, v, w, 2), and whose edge-set
E(C) consists of the pairs (u,v), (v,w), (u,w), and (v,z). The edpe (v,w)
15 said to join the vertices v and w; note that since E(G) is a set, rather

than a family®, there can never be more than one cdge joining a given pair
of vertices of a simple graph.

e use the word "family" to mean a collection of elements, some of which
may occur several times; for example, (a,b,c) is a set, but a,a,a,b,c,c,)
is a family,

A B C WIL/1/25

simple graph vertex
node
point
- edge
line

vertex-set
edge-set
family

= 1=
T

(=]

Fig. 5




It turns out that many of the results which can be
proved about simple graphs may be cxtended without diffi-
culty to more general objects in which two vertices ray
have more than one edge joining them. In addition, it is
often convenient to remove the restriction that any edge
must join two distinct vertices, and to allow the existence
of loops, i.e. edges joining vertices to themselves. The
resulting object, in which loops and multiple edges are
allowed, is then called general graph--or simply a graph
(see WIL/1/30. We emphasize the fact that every simple
graph is a graph, but not every graph is a simple graph.

A B C WIL/1/29
graph general graph F 1
vertex
edge H 2
loop

nmultiple cdge D 1
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Theorem. Let G be a simple graph on n vertices; if G
has k components, then the number m of edges of G satisfies

. <
un=-k=n=n-k)(n - k +1).

Proof. To prove that m = n - k, we use induction on the
number of ecdges of G, the result being trivial if G is a null
graph. If G contains as few edges as possible (say m_ ), then the
retioval of any edge of G must increase the number of 8omponents
by one, and the graph which remains will have n vertices, k + 1 |
components, and m_ - 1 edges. It follows from the induction

hypothesis that\mg -1l=n- (k + 1), from which we immediately
deduce that LN = n - k, as required.

To prove the upper bound, we can assume that each component
of G is a complete graph. Suppose, then, that there are two
components Ci and Cj with ni and nj vertices respectively, where
ni #nj> 1. If we replace Ci and Cj by complete graphs on ni + 1
and nj - 1 vertices, then the total number of vertices remains
unchanged, and the number of edges is increased by

(i + Dnd - ni(ni - 1)) - HMji -~ 1) = (j - 1) (nj - 2))
=ni=nj+l

wvhich is positive. Tt follows that in order to attain the maximum
number of edges, G must consist of a complete graph onn - k + 1
vertices and k - 1 isolated vertices; the result now follows immed-

iately.
A B C WIL/2/118
enumeration of edges vertex F 1
component

3

=
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o—
A B C WIL/115
path F 2
H 7
D 1
Fig. 8

- -

Show that (1) the automorphisms of G form a group under
composition (the automorphism group T(G)G of G); (ii) the groups
T(G) and T(C) are isomorphic; (iii) T(kn) 1s the smmmetric group
on n elements. Find the automorphism group of Knn and give an

example of a graph whose automorphism group is cycles of order
three.

A B C WIL/2/89
automorphism automorphism group F1
symmetric group
element H 4-2
dihedral group
D1

et e b

Fig, 9
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4.3 Classification by The Level of Difficulty of Materials =

Finally, every module is classified by the level of difficulty of material

contained in the module into one of the following three exclusive categories.

D1 - dintroductory level
D2 =~ advanced level

D3 =~ unspecified

It is realized that there are no formal, objective criteria
for classifying modules by level of difficulty of materials contained
in the modules. In many instances, the decision as to the level of
difficulty will be made by the educator using the STITE system, who
will be permitted to reclassify a module in this respect at his dis-
cretion. Other cues for level of difficulty classification can be
found in comments of the author of the documents from which the module

is adopted, couments of reviewers of such dncuments, etc.

DEFINITION: Modules m s mj, i=1, 2,...n are related by
level of difficulty if and only if they have been assigned to the same
class. Dk’ k=1, 2, 3. The relation 1tse1f shall be called level
of difficulty relation and denoted by RD.

Examples of modules of various levels of difficulty are given

below.
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A B C VIL/1/3
graph electrical network F 2
H7
D 1
Fig. 10

5. Profile of a Module

As has already been stated, every module which is stored in STITE
has descriptors of categories A and B and eventually a tested link code
assigned to it and is furthermore classified by form, type, and level
of"ﬁ:iff;lculty. Collectively, this constitutes what will be henceforth

referred to as the profile of a module., More specifically:

DEFINITION: The profile prof(m) of a module m is a sixtuple

<TA’ Tg» C» Fy, Ilj, D]>, where

TA = set of descriptors of category A assigned to the module m
TB = sct of descriptors of category B assigned to the module m

C = tested link code set




Fi = form of the module m, 1=1,2,3

Hj = type of module m, j=l,eees 7

Dk = level of difficulty of module m, k=1,2,3

III. RELATIONS ON SETS OF MODULES

1. Semantical Relations on Descriptors of Definitional Mciules

Relations of a semantical nature are recognized on the set of
descriptors assigned to definitionalhmodules and explicitly stored in
the system. These relations in turn induce in a natural way relations

in the set of modules. The latter will be discussed in Section III. 2.

As before, let TA be the set of descriptors of category A and ‘I‘A

the set of deseriptors of catcgory B. Then T = TA /] TB is the set of all
deseriptors associated with definitional modules. This sot of descriptors

is called STITE vocabulary,

Scveral reluations which are based on the interpretation of the

meaning of terms in STITE voeabulary will now be defined.

DEFINITION: Let t ot jC T be arbitrary terms in the SYTITE
vocabulary., Let term t; implies term tj. ti'*’tj’ if the extension of the

concept named by term tj includes the extension of the concept named by
term tj is contained in the intension of the concept named by term t,.
This relation shall be called semantic implication and denoted by SIM'
LEMMA, The semantic implication relation SIM is reflexive and

transitive, but, in general, not symmetric.
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Example:

(dog, animal) € SIII

(metric function, quasimetric function) € S
Another relation of “semantical niture is the similarity relation.

Yore specifically:

DEFLIITION: Let tyot je T be arbitrary tcrms of the STITE vocabulary,
Term ty and t j are similar in meaning if, and only if, the extensions or the
intensions of concept named by these terms have elements in common and neither

term t 1 implics t 3 nor term t j implies term t:l.' The relation thus defined will

be called semantic similarity relation and denoted by S

™’
LEMMA: Semantic similarity relation is reflexive and symmetric,

but in general, not transitive.

Examples of elcments of scmantic similarity relation are:

(bird, flying object) € Se 1)

(complete graph, weighted graph) € SSIM

2, Relations on Modules Induced by Semantic Relations on Descriptors

Semantic relations on the set of descriptors induce scveral important

relations on the modules in the STITE system.

Let n, and mj’ i,j=1,2,...n, be modules and let t:l.(A) be a term of

class A associated with the module m and t, (A) be a term of class A associated

h|
with the module m,. Let (mi,m ) €r if and only if [ti(A). tj \] esm-

3 GEN
Here the relation RGEN shall be called generalizing relation.

The interpretation of the generalizing relation is simple: if




'(mi,mj) € RGFN’ then the module mj defines, describes, or illustrates a
concept which is more general than the concept defined, described, or

illustrated by the nodule n 5

The converse relation, R"l

GEN, can be mecaningfully interpreted

as in the relation leading from generic to specific,

Another relation is that of explicational amplification. Module
m.j‘ explicationally amplifies module m, if and only if there is a term

t; (B) of class B associated with the module m, which semantically implies

Cteri t j (A) of class A associated with the module mj. This relation is

- denoted by REXA' Thus (mi, mj) € REXA if and only if [ti(B),t Wlcs_..

3 ™
PFurthermore, twvo modules m, and mj, i, = 1,2, ..., n are meaning

associata2s, and denoted (mi,mj) € Ryy» if and only if a term ti(A) of class

(n)

A associated with wodule uy is semantically similar to gume descriptor t

3

assoclated with the module m ™’

3 J

3. Relations on Modules Induced by Formal Relations on Desseriptors

» i.e. if and only if [ti(A), t,(A)] € Sq

Relations on the set of modules stored in STITE are induced also
by the formal relations which have been defined on the set T on descriptors,
i.e, or the vocabulary of the system. One such category of relations is

explicational relations.

DEFINITION: Let m, and m:l be arbitrary modules of STITE. m,
is explicationally related to o, if there exists a descriptor t such that
t e Ti(A) and t€T 3 (), where T:L(A) is the set of descriptors of ca‘tegory
A associated with module w, and TJ (B) is the set of descriptors of category

B associated with iodule mj. This relation is denoted by REXP'




Corollary: A connected graph is Fulerian if and only if its
edge-family can be split up into disjoint circuits.

A B C  WIL/1/54
Eulerian graph connected graph F 1
edge-family
. disjoint circuits B 3
D 1

Fig. 11

Let V be the vector space associated (in the scnse of exercise 2j)
with a graph G. Use corollary 6¢c to show that if C and D are
circuits of G, then their vector sum C + D may be written as an
cedge-disjoint union of circuits; deduce that the set of such unions
of circuits of G forms a subspace W of V (called the circuil sub-
spuce of G,)

A B C  WIL/1/67
circult subspace vector space ¥ 1
Eulerian graph
edge-disjoint union circuit H 4 -2
D 1

Fig. 12

DEFINITION: Consider arbitrary modules my, 1,3 i,j=1,2...n. We
shall say that m and my are contextually related if and only if

there exists a descriptor t €T such that t€T,(B) and t €T, (B), i.e.

3
such that t is a descriptor of category B contained in the profile

of both modules my and mj. This relatim is denoted by RCON'
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The contextual relation induces a variety of groupings of the set
of modules, depending on a more specific criteria involving the associated
desciptors. UYor instance, a particular descriptor t€ T might be selected
and modules grouped into two classes: class of modules having descriptor
t as an element of T(3) in their profiles and a class of modules which
do not have descriptors t as an element of T(B) in their profilzs. On the
other hand, the modules may be grouped into one class if they have some

descriptor of category T(B) in common,

An example of contextually related modules #13 and #14 is given

below:

Matroid theory is simply the study of sets with 'independence
structures' defined on them, generalizing not only properties of
linear independence in vector spaces but aiso several of the results
in graph thcorvy. However, matroid theory is far from being 'gencrali-
zation's sake; on the contrary, it gives us a deeper insight into
several graphtheoretical problemns as well as including among its.
applications «imple proofs of results in transversal theocy which are
avlward to prove by morce traditional methods., We believe that matroid
theory has an important role to play in the development of combinatoriual
theory in the coming years for this reason.

A B

matrold theory set GRAPH TIIEORY
independence stiucrure . -
linear independence ¢ wi/ijzv
vector space F 1
transversal theory 2
combinatorial ‘theory -
generalization D 1

Fig. 13
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We shall investigate various combinatorial problems, including
the celebrated 'marviage problem' which asks under what conditions
a collection of boys, cacn of vhom lmows several girls, can be married
off in such a way that each boy marries a girl he lmows. This problem
can be casily expressed in the language of tramsversal theory, a very
important branch of combinatorial mathematics, It will turnm out that
these topics are closcly rclated to the problem of finding the number
of paths connecting two given vertices in a graph or digraph, subject
to the restriction that no two of the paths have an edge in common.

A - B C WIL/1/18
combinatorial theory marriage problem
transversal theory F 1
path
H 2
D 1
Fig. 14

DEFINITYIOH: Modules m, and m,, i, = 1,2, ..., n are homonymicl
i 'y,

3
j(A) ’

related 4f there exists a descriptor t €T such that t €T j‘(A) and t€T
(A) are sets of terms of category A associated with modules

where Ti(A) and '1‘j

m, and mi, respectively.,
We shall denote a homonymic relation on the set of modules by Riom
Intuitively, whenever any two modules are homonymicly related, they
either explicate a particular concept in different terms, or explicate possible

different applications of the same concept, or explicate concepts which are

different concepts but which are referred to by the same name (descriptor).

al
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Examples of modules which are homonymically related are given

belov.

o cm—— -

Problems on Lulerian graphs frequently appear im books on
recrcational mathematies - a typical problem might ask whether a
given diagram can be drawn withcut lifting one's pencil from the
paper and without repeating any lines, The name 'Eulerian' arises
from the fact that Euler was the first person to solve the famous
Konigsberg bridge problem which asked, in effect, whether the graph
in WIL/1/42 has an Eulerian path (it hasn't!),

A B C  WIL/1/49
Eulerian graph recreational mathematics F 1
Euler =
Konigsberg bridge problem H 2
® 2 1
Fig. 15
A B C WIL/1/48
Eulerian graph connected graph F 2
closed path -
Eulerian path H 7




4. Retationnl Svaten of Meodules .

Let i denote the set of all modules which are stored in STINE,
Let Ri’ i=1,2, ..., n be a set of binavy, trinary, ctc, r.elat:ions defined
on the set H. The mathenatical object < I-I,Rl,RZ, ceey Rr? shall be called
the rclational systen of modules of STITE,

In the preceeding section, we have alrecady defined the following

relations on the set M of modules:

RF = form relation (see I. 4.1)

Ry
%

type relation (sce I. 4.2)

difficulty relation (see I. 4.3)

'LEMMA.,  Relations RF’ Rll’ and RD are equivalence relations on the

set of wodules M,

From the velations Rl-" RH’ and RD’ other useful relations can be

obtained by the so called refinement process.

DEFIAITION: Let R and S be arbitrary relations. The product RS of

the i and S is the relation RS so that

RS =" {(x,y) ’Vx,yﬂz (x,2)€ R and (z,y) € S}

DEFINITION: An equivalence relation R is a refinement of the

equivalence relation R if and only if a € R=>a ¢ R for all a & R.

LE{A, The product relaiions RFR[I’ %RD, and RIIRD are requivalence
rc¢lations and are rcfin‘cments of the relations ILF and Ru and RF and RD’ and

RH and I{D, respectively.

»

LEVMA,  The product relation RFP\IIRD is an equivalence relation and

is a refinement of the relations RFRII’ RkRD’ RIIRD’ Ry Rll’ and RD'




an = DRR = R =N . =1 = .
LA, RIGR, = RRGR = RiRR = RyReRy = LRRy = RyR Ry,

Other relations on the set M of modules, which have been alrcady

defined and which are part of the relational system of modules of STITE, are:

RSEQi =  Test-linked sequencing relations - = 1,2, ...,k.

Exﬁlicational relation

1

Rexp

R

CON Contextual relation

ut

Homonymy relation

Ry
Rexa

Explicational amplification relation
RMA = Meaning asczociate relation
Furthex detalils of the relational system of modules are in the process

of development together with the experimental STIVE interface system,

IV, PROCEDOURES USED T#H PREPARING FXPERTHENTAL HODULES

For the experimental STITE interface system, a set of modules was

prepared with the goal of providing an introduction to the subject of graph

theory. Most modules were extracted from the book, Introduction to Graph Theory

by Wilson, which was chosen because it presents the nececsary type of subject

matter at the desired level of difficulty.

Modules were construcicd from excerpts from the text. Modules in

natural language form were selected of about 20 to 100 words in length.
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in accordance with the alrecady outlined definitions (i.e., A = the name of
the concept, B = modifying or descriptive words and terms, C = the code for
the source of the maborial, F = the form of the material, H = the type of

material, and D = its level of difficulty.).

Certain gencral rules for editing the text were followed in module

preparation,

1. Statements are prepared as spoken presentatiocns, rather than as
written ones. Consequently such phrases as "in the previous
chapter,'" "the reader will note," and "terms in bold face type"
nust be deleted and the text rearranged when necessary for

clarity and completencss.

2, Different types of materials, even. if they describe the game
concept, are separated. TFor cxample a definition of a bipartite
graph that is followed in the fext by an illustration of such
a graph must be divided so that the definition compriseu one

module and the illustratlon anothei,

3. References from onc module to another use the author code
number of the module referred to and not the wording of the
text. "Graphs containing no loop or multiple edges (such as
the graph in Fig. 15)" would appear as "graphs containing no

55
Descriptors of both categories A and B were extracted from the
text of the modules, These were written on the index card with the concept
|
loops or multinle edges (such as the graph in WIL/1/11)".
|
\




4,

5.

7.

8.

[

Terns for A and B arc nouns. Adjectives may be included when
they are a part of the name of the concept, as in the case of
"planar graph" or "disconnccting set", but the basic term is
in noun foxm, (In a few instances it is necessary to include
a modifying phrase, such as "collection of points" or number

of edges, but this usage should be avoided whenever possible.)

A1l terms used afe singular, not plural, in form. Even when

the text uses the plural, as in “the study of dirccted graphs,"
the A or B term would be 'directed graph", (Occasionally there isl
a term which, when used in the singular, is meaninglcss., Such

a term would be "multiple edges" or "adjacent vertices". In

these cases, the term may be used in the plural form but hcre

again, this exception to the rule should be avoided whencver

possible,)

Lo — ’
Be consistent in the use of terms when the game name or.concept

‘appears in different modules, For cxample, do not use “vertex"

in one medule and "point" in another"

In some cases therc may be no “B" terr in a given module, but

there is always an A term.

Each module should be a complete unit and should not refer to

any other module except in cases in which there is a specific
reference by module number to another, To illustrate, phrases
within the text such as "the graph we have been discussing su

far'" and "such graphs will be discussed later" should be deleted.
However, any specific references such as "by means of points and
lines as in WIL/1/5" and “the graph in WIL/1/8 can also represent"

are retained in the text and also listed under Term B,
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PART TIREE

STRUCTURTNG THE OUTPUTS OF THE TNTERFACE SYSTIM! BY TYPES OF REQUESTS

Albert N. Dadre

1. Variations in Levels of Requests

Two types of request variations are identified: (a) between-
requcst variation and (b) within-request variation. The class of between~-
request variation constitutcs.those tasks that an educator considers necessary
to "proper" teaching. The sixteen task possibilities suggested in the last
report are examples of the between-request variance classification. Under
this category of requests, the difference in queries corresponds to the
difference in tasks. For example, a query for generating a course outline

L 4
is different from one that generates a narrative presentation,

In the class of within-request variation, the same question is

asbad dn different ways and at different levels of definability, Take, for
example, the request: Retrieve a sub-course on Bulerian graphs., ‘his request
may be made at () various levels of content, for (b) different types of clients,
at (c¢) various levels of difficulty, and (d) different modes of presentation,
Notc.that while the request may be different in correspondencé witﬂ varlious
cowbinations of the stated levels, those diffcrenécs>Arc over the same task.,

For instance, a request for a subcourse on Hamiltonian graphs, while different
in content from a request for a subcourse on equilateral triangles, is the same

task-type. The distinctions relative to the within-request variation will be

emphasized here.

The following are examples of each of the above-stated levels.,
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1.1 Levels of Content

Retrieve:
Q1 a sub-course on Eulcrian graphs

Q2 a sub=course on LEulerian graphs, but include

an explanation of graph.

Q3 a sub-course on Eulcrian graphs to a group of

students who know the meaning of graph.

Q4 Retrieve a sub-course on a set of concepts, A,
but exclude an explanation of k terms in net
B, such that k = {0,1,2, . .},

1.2 Levels of Users

Q5 Retrieve (Ql) (this vefers to (1) above) for a
group of chemists.

Q6 Retrieve (Q2) for a mixed group of chemists and

clectrical engincers,

Q7 Retriecve (Q1) for a group of non-scientists,

Q8 Given (Q4) apply to group g,

1.3  lLevels of bifficulty

Q9 Retricve (Ql) at a moderate level of difficulty.

Q10 Given (Q6) retricve (Q2) at an elementary level of
difficulty.

Q11 Given (Q4) or (Q8), apply to level of difficulty £.

L

1.4 Levels of Presentation

Variations in requests stenming from differences in modes
of presentation are associated with the following different types

of modules.




1.4,1

1.4.2

1.4.3

1.4.4

1.4.5

1.4.6

Motivational -~ This type of module describes

the content of a course which is peripheral to

the content of the lesson. It is motivational.

The author's purpose is primarily to introduce

the lesson in order to capture the student's
attention and interest, Ordinarily with each
;odule we associate a central concept and a set

of terms that are used in explaining that concept,
The central concept associated with this type of
module is characterized by the name of a topic.
Illustrative Explication - This class of module
contains illustrative explication of concepts. Here
the concept is not defined formally or explained
analytically., It is cxplaincd by way of concrete
examples.

Definitional - These are modules in which the
concept is explained through a formal definition.
Deductive - This class of modules contains formal
proofs of theorems associated with a given concept.
They deal only with deductive formal proofs and
not with inductive, cmpirical verifications. The
central concept éf such a module is the name or
description of a theorem.

Problems -~ This is a class of module which

contains problems to be solved by the student.

Examples and Exercises -~ This is a group of
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modules that contains (worked oﬁt) demoﬁstrations
and exercises.

1.4.7 Conjectives and Hypotheses - This class of
.modules contains unproven theorems and hypotheses

open to testing.

Civen the stated classification of modules, when different modes
of presentation are referred to, the utilization in the presentation of the

different types or combination of types of modules is intended.

Q12 Retrieve (Ql) in a non-definitional illustrative
explication mode for g. (Note that this request
corresponds to task No. 3 of the part of the previous
report entitled Task Possibilities)

Q13 Retrieve (Q1) in 1.4.2, a non-definitional illustrative
cxplication mode followed by 1.4.3, a forwal definition
and 1.4.4, relevant theorem.

Q14 Given (Q6) or (Q8) or (Q11), utilize mode of prescutation

2. The Structure of A Qucstion'

2.1 Basic Assumptions and Rules

In order to make the distinctions‘betwccn unique questions over
the same task ﬁore easily identifiable, a more precise description of
the structurc of a question is needed. The following are basic assump-
tions and rules associated with the generating of a representational

structure for a request.
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L)

2.1.1 A module is a unit of material relevant to a
“a glven subject with which is associated.é ﬁerm T,
to be explained, and a sct of other terms that are
necessary to explaining Tl'
2,1.,2 Call each module a node on a tree-graph,
2.1.3 1If, in bﬁilding the structure of a request, a
éerm node has not been previously named, then it
is designated a continuing node, and is represented

graphically (g) such that x is the name of the node,

2.1.4 1If a node-term has been previously named, then it

is designated a terminating node, and given the
graphic representation . Also, a node is
designated terminating if excluded by request;
cog. see [L.1 (Q2)].

2.1.5 Call the naming of a node an event t ='{f0,f, . .,f;}
such that fn is the last node in the order of naming.

2.1.6 If a node has been designated as confinuing with
event fn’ then its extensional term nodes are nawed
in the order‘of occurence of events. llence the
extensional nodes of fr-l will have to be named before
naming the extensional nodes with event fr'

2.1.7 A term-node is cxtensional whenever it is used to
explain or is associated with the term of another
node. Extensional nodes derive only from continuing

-

ones.




Given the request: Retrieve a subcourse on Eulerian graphs for a

naive learner, utilizing the above asswaption and rules.

First, all of the terms necessary for explaining Euler graphs
are ideatified. This in turn leads to the identification of all the terms
necessary to explain the terns used in explaining Euler graphs. This process

continues until every necessary term has been named, The structure is said
‘ (¢

to be complete when every term has been named and every node has become terminal,

KR

Concept Number Association

2 3 4 5 6
1. Eulerian Graph ——--.——5 conuected graph, graph, closed path, path, edge,
7

Eulerian path

8 9
2, converted graph -..—-———3 vertex, chain
8 6
3. graph---e—m e ev» vertex, ecdge
9 10 11
4, closed path e =% chadn, initial verts “inal vertex
' 6 12
5. path - » cdpge, edge-sequence
3 .
b wlpe-—iime 5 graph
5 4 6
7. Eulerian path -— -» path, closed path, edge
3
8. vertex- > graph
12 6 5 8
9, chain —> edge-sequence, edge, path, vertex
8 12
10, initial vertex..—-——svertex, edge-sequence
8 12
11, final vertex- --—> vertex, edge~sequence
6 3

12, edge-sequence ~—-——-> edge, graph
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This is a structure of the same query on Euler graphs using a
different author's interpretation.



Neguest:

Step 1t

Step 2

Step 3:

67

Retricve a subcourse on a term a in class A terms, Let'§_='{gl‘§9...an}
-
such that n is the number of module class A terms necessary to retrieve

a subcourse on a.

SYSTIM'S TASK

Parse rcquest: If definitional module mobiles (DHP) are not excluded
by request, go to Step 2., If DHP are excluded by request, go to

Step 7.

Scan DMP for a: If DMP for a does not exist g’o Step 7. If DMP

for a exlsts, create a node for it, name it a and go to Step 3.

Identify from DMP for a class B terms that are agsociated with a

and list them alphabetically: Go to Subroutine 1.

Subroutine 1.

Step 4:

Create @ node extended from node a (extensional node) for the

first term in the alphabetical list of identified class B Lerms

and name it by name of teim. Scan previously named nodes. If

node has been previously named (or if name of its term was excluded
by request), designate it terminating. I1f it had not been previously
ﬁamcd (and/or not excluded by request) , designate it continuing.
Repeat this operation on cach of the remaining alphabetically ordered
terms of class B that are associated with D!P for a. After operation
is completed on the last class B term in the alphabetical 1list, go

to Stcp 4.

Identify all remaining continuing nodes. 1If no continuing nodes

exist, go to Step 5. If continuing nodes exist, gseleet the carliest




named one in the order of namiug and go to Subroutine 2,

Subroutine 23

Apply Step 1 to selected node. Repeat operation until all named

nodes arc designated terminating, then end tree and go to Step 5.

Step 5 Identify the last named continuing node whose module has not
been retrieved. If such a node does not exist stop. If it does

exists, go to Step 6.
Step 6: Retricve DiP for identified node (call it a) and go to Step 7.

Step 7: Parse request: If illustrative explication module profiles
(IEMP) arc not excluded by request, go to Step 8. If IFMP are

excluded by request, go to Step 10,

Step 8: Scan IEMP for a. If IEMP for a docs not exist, go to Step 10.

1f IEMP for a exists, go to Step 9,

Step 9: Retrieve TEMP for a and go to Step 10.

Step 10: Parse request: If theorem module profiles (IMPY are not excluded

b

by request, go to Step 1ll. If TMl' are excluded by rcequest, go to

Step 13,

Step 11: Scan TMP for a, If TMP for a does not exist, go to Step 13.

If TMP foxr a exists, go to Step 12,
Step 12: Retrieve TMP for a and go to Step 13.

Step 13: Parse request: If problem module profile (PMP) are not excluded
by request, go to Step 14, I1f PMP are excluded by request go to

Step 5.




Step 14: Scan Pill for a. If NP for a docs not exist, go to Step 5. If

PP for a exists, go to Step 15,

Step 15: Retrieve PP for a and go to Step 5.

Addendun to Scquence of Steps

AR

A primitive is defined as a term a: When a is defined, it uses at

least one term b, and vhen b is defined, it uses at least term a.

Before retrieving definitional modules as outlined in Steps 17~ 10,
identify all continuing nodes whose terms are primitive, Then retrieve DMP,
IEMP, TP, and PMP, whenever existing. After finishing this process go to

Step 5.

Example of the Systems PResponse to a Quer
Lxamp )y pon:

Request:s  Retrieve a subcourse on Fulerian graphs with multiple

cexamples and theoreoms whenever available, but: no problems,

. - am————

A graph is defined to be a pair V(G), E(C), where V(G)
is a non-empty finite set of elements called vertices, and
E(G) is a finite family of unordered pairs of (not nececssarily
distinct) elements of V(G) called edges; note that the use of
the word 'fanmily' permits the existence of multiple edges., We
shall call V(G) the vertex-set and E(G) the edge-family of G.

A B C  WIL/1/14
graph non-cmpty finite set
element F 1
vertex
unordered pairs H 1
edge
family D 1
multiple cdges
vertex-set
o edge-fanily

ERIC T

Fig. 17
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Consider TFigs. 1 and 2 vhich depict, respectively, part
of an electrical network and part of a vroad map. It 1is clear
that cither of them can be represented diagrammatically by
means of points and lines as in Fig. 3. The points P, Q, R,
S, and T are called vertices and the lines are called edges:
the wvhole diagraa is called a graph., (Note that the inter-
section of the lines PS and QI is not a vertex of the graph
since it does not correspound to the meeting of two wires or
to a cross-roads).

A B C WIL/1/2
graph electrical network F 1

road map =
Pine. n o2
vertex
edge L
Fig. 18

A B C WIL/1/3

graph electrical network
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A B C WIL/1/4
graph " road map
road F 2
intersection 1 vl
D 1
Fig. 20

Clearly the graph in WIL/1/6 can also represent other
situations, For cxample, if P, Q, R, 5 and T represent
foothall teams, then the existence of an edge night corres-
pound to the playing of a game between the teios at its end-
points (so that in Yig. 3, P has played against S but not
against R); in this case, the degree of a vertex is the number
of games played by the corresponding tcam,

A B C WIL/1/5
graph football
edge . E 1
game
team B 2
endpoints
degree b 1

vertex

Fig. 21
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A B C WIL/1/6
graph football F 2
edge -
gane
. end point 7

degree of a vertex

o
=

Fig. 22

WI1L/1/16 represeuts the simple graph G whose vertex-set
V(G) is the set {u,v,u,z}, and vhose edge-set E(G) consists
of the pairs {u,v}, {v,w}, {u,w} and {w,z}. The edge {v,w}
is said to join the vertices v and w; note that since E(G) is
a set, rather than a family, there can never bhe more than one
edge jolning a given palir of vertices of a siuwple graph.

A B C WIL/1/7
simpic graph vertex-set F 1
edge-set -
pair H 2
edge -
vertex D 1
set -
family

-

Fig. 23
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u z
v w
A )] C WIL/1/8
simple graph vertex-set
edge-set F 2
pair
edge H 7
vertex
set D 1
family
Fig. 24

Civen any graph G, an edge=-scquence In G is finite
sequencr: of edges of the form

{vo,vl} {vl,v2], cees {vh~1’ vm}

(also denoted by Vo> Vi3 V5 == c0s > vm). It is clear

that an cdge-sequence has the property that: any two consecutive
cdges are either adjacent or identical; however, an arbitrary
sequence of edges of G which has this property is not neccssarily
an edge--sequence,

A B C  WIL/1/9
edge-sequence finite sequence F 1
edge LA
form
consecutive edges H 1
adjacent edges D 1
identical edges =

arbitrary sequence

Fig. 25
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An cdge-sequence appears in the llterature as a walk,
route, path or edge-progression

A B C WIL/1/10
edge~sequence walk
F 1
route -
path
. H 1
edge-progression -

e
134

Fig. 26

An edge-scquence trivally determines a sequence of vertices
VgaVys sees Vi We call Vo the initial vertex and v the final

vertex of the edge-sequence, and spcak of an edge-sequence from
vo'to v '

A B ¢ WIL/1/11
edge~sequence sequence of vertices )
et " ) S §
initial vertex -
final vertex o2
e b 1

» Fig, 27

An edge-sequence in vhich all the edges and vertices
VgsVys eee v, are distinct is called a chaiu.

A B

fex

WIiL/1/12

chain ' edge-sequence
edge .
vertex

i
-
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y
v W X y z 1s a chain
A B C WIL/1/13
chain edge-sequence
edge F 2
vertex
H 7
D 1
[ S,
Fig. 29

Eulerian path is a closed path which includes every

Cdge Of Go
A B C  WIL/1/14
"Eulerlian path closed path F 1
S edge n o1
o1
Fig. 30

e D b AP o ot @ ¢ et -

A graph vhere all the edges (but not necessarily the
vertices) are distinct is called a path.

A B S WIL/1/15
path graph
edge F 1
distinct i1
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Vo> W3 X5 Y-—>2->2--»X 1s a path

A : B C WIL/1/16
path graph
edge 2
distinct edge H 7
D 1

eeng

Fig. 32

A path is closcd if VO’ the initial vertex 1s equal
to V., the final vertex.
!

}
A B C  WIL/1/17
closed path vertex F o1
initial vertex -
final vertex o1
D 1
Fig. 33
-
?
v
v
Vey W 3 X» Y. 2.,%X—,Vv 1s a closed path
A B C WIL/1/18
closed path vertex P2
initial vertex -
final vertex o7
D 1

Fig. 34
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A graph G is said to be connected if given any pair
of vertices v, w, of G, there is a chaiu from v to w,

A B € WIL/1/19
connected graph pair of vertices Fo1
chain - .
H 1
D 1
Fig. 35

A comnected graph with three components is shown in

WIL/1/20.
1T e] 0
A B
connected graph pair of vertices
chain

C  WIL/1/20

. o
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A graph 1s connected in the above sense if and only if
it is connccted in the sense of 3.

Proof. ==> Let G be a graph which is connected in the
above sense. If G {s the union of two (disjoint) subgraphs,
and v and w are two vertices, one from each subgraph, then
any czhain from v to w must contain an edge which is incident
to a vertex of each subgraph: sinze no such edge exists, we
have a contradiction,

Now suppose that G is connected in the sense of 3, and
suppose that there is no chain connecting a given pair of
vertices v and wy if we define connected components as above,
then v and w will lie in different components. We can then
express G as the union of two graphs, one which is the compo-
nent containing v and the other of which is the unicn of the
remaining components; ihiis establishes the required contra-
diction, :

Now that we know what comiectedness means, it is natural
to try to find out somcthing about. connected grvaphs, One
direction of interest is to investipate bounds for the number
of edges of a simple graph on n vertices with a given number
of compovents. 1f such a graph is connected, it secms rcason=
able to cxpeet that the graph has fewest edges when 1t has no
circuits -- such a graph is called a tree ~-- and most edges
when 1t is a complete graphj this would imply that the number
of edges must lie between n - 1 and !m(n-1). We shall, in
fact, prove a stronger theorem which includes this result as

a special case.

A B c WwiL/1/21
connected graph union F 1
disjoint graphs -
vel tex
subgcaph B3
chain b1
edge =
connected components
union

Fig. 37
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Let G be a simple graph on n vertices; if G has k
components, then the number m of edges of G satisfies

-k S m S 4(n-k) (n~k+1).

Proof. To prove that m = n -k, we use induction on the

; nunber of edges of G, the result being trivial if G is a null-

f graph. 1If C contains as few edges as possible (say mo), then
the removal of any edse of G must increase the number of compo-

neats by one, and the graph which remains will have n vertices,

k + 1 components, and m, - 1 edges. It follows from induction

hypothesis that my - 1zn - (k+l), from which we immediately

deduce that m, 2hn-k, as required

To prove the upper bound, we can assume that each compo-
nent of G is a complete graph. Suppose, then that there are
two components Ci and Cj with n, and nj vertices respectively,

where ni,= ni‘/ 1. If we replace Ci and Cj by complete graphs
, on n, 4 1 and uj - 1 vertices, then the total number of vertices

remains unchanged, and the number of edges is increased by

1’ - - - - = -

.;{(ni + l)ni ni(n - 1)}-4% {n (n - 1) (nj l)(nj 2)} n, nj+l,
which is pocltivo It follows that in order to attain the maximum
nunber of edges, G must consistof a complete grzaph on n-k+l vertices

and k-1 iqo]atcd vertices; the result now foll ws immediately.

A B C WIL/1/22
simple graph vertex Fo1
component =
edge
null graph H 3

upper bound
complete graph

o
(Y

Fig. 38
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Definition: . A conaected graph is called Eulerian, if
there exists a Eulerian path.,
A B C WIL/1/22
Lulerian graph graph
connected graph F 1
Eulerian graph
H 1
D 3
Fig. 39
A B C WIL/1/23
non=Eulerlan graph comnected graph F 2
closed path -
edge b7
| 2
o Fig. 40
e — -
A B C WIL/1/24
semi-Eulerian graph connected graph
path F 2
Eulerian graph
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A _ B C WIL/1/25
Eulerian graph Eulerian path F 2
connected graph -
H 7
D 1

Fig. 42

Py

A connected graph G is Rulerian if and only if the
degrec of every vertex of G is even,

Proof ., —)» Suppose that P is an Eulerian path of G,
Whenever P passes through any vertex, there is a contri-
bution of two towards the degree of that vertex; since
every cdge occurs exactly once in P, every vertex must
have even degree, '

&z The proof is by induction on the number of edges of

C. Sloce G is comected, every vertex has degree at least
two, and so0 by the above lemma, G contains a cireuit C, If
C contalins every cdge of G, the proof is complete; if not,
we remove from G the edges of C to form a new (possibly
discomceted) graph 1 which has fewer cdges than G and in
which every vertex still has even degrec, By the induct fon
hypothesis, ecach component of Il has an Fuleriun path., Since
each component of H has at lcast one vertex in common with
C, by connectedness, we cbtain the required Bulerian path of
G by following the edges of C until a non-isolated vertex of
H is reached, tracing the Eulerian path of the component of
H wvhich contains that vertex, and then continuing along the
edges of C until we reach a vertex belonging to another
component of 1, and so on; the whole process terminates when
we get back to the initial vertex (see WIL/1/27.)

A B C  WIL/1/26
Eulerian graph connected graph
degree F 1
vertex
Eulerian path H 3
edge
conncctedness D 1

Fig. 43




A B C WIL/1/26
Eulerian graph connected graph
degree
vertex
Eulerian path
edge
connectecness

8. L

Let G be an Eulerian graph; then the following conatruction
is always possible, and produces an Euleriam path of G. Start
at any vertex u and traverse the edges in an arbitrary mauner,
subject only to the following rules:

(i) erase the edges as they are traversed, and if any
isolated vertices result erase them too; (ii) at each stage,
use an isthmus only if there is no alternative. '

Proof. Ve shall show {irst that at ecach stage the con-
struction may be carried out. Suppose izt we have just reached
a vertex vy then if v # u, the subgraph H which still resalas is
comected and contains only two vertices of odd degree -~ namely,
u and v, By corollary 6D, H contains a semi-Eulerian path P
from v to u. Since the removal of the first edge of P does not
disconnect H, if follows that at each stage the construction is
possible. If v - u, the proof is almost identical, as long as
there are still edges incident with u.

1t rcmains only to show that the construction always yields
a complete Eulerian path. But this is clear, since there can be
no edges of G remaining untraversed when the last edge incident
to u is used (since:otherwise the removal of some earlier cdge
adjacent to one of these edges would have disconnected the graph.)

A B WIL/1/28

Eulerian graph Eulerian path
vertex
edge
isthmus

1
3
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A. LETTER ACCOMPANYING QUESTIONNATRE - 83
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hno@gy SCHOOL OF INFORMATION AND COMPUTLR SCIENCE | (404) 894.3152 | ATLANTA, GEORGIA 30332

March 7, 1974

o

We would 1ike to solicit your help in compiling some data that will
be ured in a research project that is currently underway at Georgia Institute
of Teclhmology.

S1T17TE (Sclentifle and Tachnical Information Transfer for Education)
s an NS)' sponsorcd project, the objective of which 1s to cnhance the use of
sclence and technical Information systems by educators.

ne result of research and development in the field of science inforration
fn recent years has been the cstablishment of large banks of descriptive
fuformation and bibliographic data that is stored on digital and analoy redia.
Those collections of data, alonp w'th the mechanisms for their organization,
search, and dissemination, comprise science and technical information systeins?
examples of such centers would be the Chemical Abstracts Service of the
American Chemical Society, NASA Scientific and Technical Information Facility,
The Information Section of Wveth Laboratories, the North Carolina Science and
Technology Research Center, and so forth.

The utilization of these centers has, in the past, been primarily by
roserch facllitics and by industry. However, the use of resources S0 valuable
shoald be extended, and the field o feducation, especially in science and
engineering, seems to be a natural direction to take. r

Therefore, the goals of STITE include the following:

1. To describe operationally the process of transformation of
scientific and technical information system outputs for the
purposc of integrating them into the content of science learning
systems (l.e. computer-based as well as routine class-room type
educational systems).,




Page 2
March 7, 1974

2. To investipate to what extent and to what specific purposes
educators are making use of information available from scientific
-and technical information systems and what factors could enhance
their utilization of these systems.

3. To investigate comparatively the design and operating characteristics
of scientific and technical information systems and science learning
systems, particularly from the viewpoint of requirements for
transferring information between them via a man-machine interface.

4. To implement an experimental design of a limited transfer mechanism
from appropriate existing science information systems into science

learning systems and to evaluate the cost effectiveness of that
mechanism. i

Fnclosed you will find a questionnaire the answers to which should provide
facts which are essential for our work. Please take a few minutes of your
time to complete it and return it in the enclosed, stawped envelope.

The success of thls study will depend upon your cooperation, and we are
grateful for your assistancec.

Sincerely yours,

Pranas Zunde
Professor,
School of Information and Computer Science

-

Euclosures (2)

B 2

2ads Sormmy,
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B, T, QU STLONLALRE

ia Institute of Technalogy, School of Information & Computer Science, Atlanta, Ga. 30332

SURVEY OF INFORMATION NEEDS OF EDUCATORS

1. Are you familiar with the services offered by any of the scientific and
technical information systems?

YES (1 f yes, please identify which system(s) you are famlluar
with: :

NO (1 f no, please go to question No. 10.)

-

2. Have you ever used any of the services provided by any of the scientific
and technical information systems?

4
¥ YES (1f yes, plcase identify the system(s) you have used.

NO (1 no, please specifly the reasons for not using the service.
— |

Plecase answer questions 9, 10 and 11)

a) What kind of services and/or materials have you requested from- scuentiflc
and technical information systems?
' Monographs
Copies of articles .
Patents
Data
Abstracts of documents
Bibliographic compilations
Literature searches
On=line browsing
Translation of documents

Other (Plcase specify)
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b)  Did you obtain the information you requested?

Never
Sometimes
Often
Always

-

SEE

¢) MWere you satisfied v»th the serVIce% of the scientific and technical
information systems?

Never
Somet imes

Often

RN

Always

b, Did you request and receive unformatlon directly from the scientific and
technical nnformat:on systeéms or through some other channels (e.g. library, etc.)

Direct

i

Other channely  (Please specify)

5. tor what purposes have you used the services of scientific and technical
information systems?

Rescarch

Teaching

Others  (Please specify)

-

If you have checked "teaching' please go to next question. |If you
have not checked "tecaching' go to question No. 10.

6. Please specify courses for which you have used scientific and technical
information system services in the last two years.

Course Title Level of Difficulty Type
1) Introductory Lecture
Intermediate Seminar
Advanced Projecct
Laburatory

(cont inucd)




Nk
6. (continucd)

Course Title Level of Difficulty Type
2) Introductory ) Lecture
Intermediate Seminar
Advanced Project

Laboratory
3) Introductory Lecture
Intermediate Seminar

Advanced Project

Laboratory ..

(1f you need more space, use the back of this sheeti.)

s

7. For what specific teaching purposes did you use scientific and technical
information system services?

Develapnent of a new course

|

Updat ing course materials

. Preparation of illustrative exanples
Preparation of problems and exercises
Selection of case studies
Preparation of state-of-the-art reviews
Compilation of blblloqlaphuc references
Collection of data
Preparation of quizzes and/or tests
Assisting students in homework assignments

Compilation of bibliographic references

NRRRRERRRE

Current awareness in course subj:ct area

8. How many times did you use scientific and technical information system
services for teaching purposes during the last two years?

Once
1 to 5§ times

6 to 20 times

NE

More than 20 times




9. In your opinion, what featurcs relating to types of materials, ease of
access, manipulation, etc. would make the utilization of the resources
of scientific and technical information systems for teaching purposes

more attractive?

Have you used any technology-based teaching systems, such as CAl, in

10,
teaching any of your courses?

YES (1f yes, please name the systems.

* e g een

NO

If you have used technology-based systems, do you feel that information
needs for the preparation of these types of courses are different than _

those of other types?

YES (If yes, plcase explain.




orgi
ricute

C.  LETTER TO INFGRMATION CENTIRS
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‘hll()k)g‘}’ SCHOOL OF INFORMATION AND COMPUTER SCIENCE | (404) $94-3152 | ATLANTA, GEORGIA 30332

Dear Sir:

March 25, 1974

Under an NSF grant, we arc currently working on a research project
here at CGeorpia Institute of Technology involving the transfer of scicutific
and techuteal Information from its present repositorics into learning systems
fov the speeific needs of the educator community (i.e., professors, teachers,
cuvricubm pluamers, watevials specialists, ete.) Withia the peneal objective
of enhaneing the use of sefence information systems by educators are the
follcuiog speciiic and related goals:

1.

2.

3.

To describe operationally the process of the.transformation of
scientific and technical information system outputs for the
purpose of dintegraring them into the content of science learning
systems (i.c., computer-based as well as routine class-room type
educational systems)

To investigate to what extent and for what specific purposces
educators arc making use of information available from scientific
and technical information systems and what factors could enhance
their utilization of these systems.

To investigate comparatively the design and operating
characteristics of scientific and technical information systems
and science learning systems, particularly from the viewpoint
of requircments for transferring information between them via
a man-machine interface.
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-

4. To implement an experimental design of a limited transfer
mechanism from appropriate existing science information
systems into science learning systems and to cvaluate the
cost effectiveness of that me_hanism.

As we attempt to answer the question of the present usage of
{nformation centers by educators, it would be helpful to know 1if any such
studies have been conducted in your center and, if so, where and how the
results of these studies can be obtained. We would be also interested to
know whether you possess any kind of records which, when analyzed, would
reveal information about the use of your center by educators, and, if so,
whether you could make “those records available to us.

1f you wish additional information concerning our inquiry, please
fecl free to telephone me collect at (404) 894-4671.

Thank you in advance for your cooperation.

Sincerely yours,

Pranas Zunde
Professor, 1CS

PZ:ibo




IToxt Provided by ERI

D. LIST OF CENTLERS RECEIVING

UTILIZATION INQUIRY

American Chemical Society
University Post Office
Columbus, Ohio 43210

American Geological Institute
2201 M, Street, North West
Washington, D. C. 20037 '

. American Institute of Aeronautics and Astronautics (AIAA)
750 Third Avenue
New York, New York 10017

American Institutc of Phy51cs (AIP)
335 East 45th Streect
New York, New YorL 10017

American Libriary Association (ALA)
SO0 East Huron Strecet
Chicago, Illinois 60611

American Mathematical Socicty (AMS)
321 South Main Street

IP.0. Box 0248

Providence, Rhode Island 02904

American Medical Association (AMA)
$35 North Dcarborn Street
Chicago, 1llinois 060614

American Petroleun Institute (API)
1271 Avenuc of the Americas
New York, New York 10020 -«

American Society for Metals (A M)
Mctals Park, Ohio 44073

‘American Society Hospital Pharmacists (ASHP)
4630 Montgomery Avenue
Washington, D. C. 20014

Atomics International Liquid Mctals Information Center (LMIC)
P.0. Box 1449
Canoga Park, California 91304

Battclle Memoria® Institute - Columbus Laboratories (BMI)
505 King Avenue
Colunmbus, Chio 43201

Becker and Hayes, Inc. (B&H)
6400 Goldshoro Road
' _thesda, Maryland 20034
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Belfour Stulew, Inc., Mechanical Properties Data Center (MPDC)
13919 West Bay Shore Drive
Traverse City, Michigan 49684

Biosciences Information Service of Biologicul Abstracts (BIOSIS)
2100 Arch Strcet
Philadelphia,-- Pennsylvania 19103

Brigham Young University
574 JRCL
Provo, Utah 84601

Center for Applied Linguistics (CAL)
1717 Massachusetts Avcnue, North West
Washington, D.C. 20036

Chemical Horizons, Inc,
274 Madison Avenue
New York, New York 10016

Chemical Systems, Inc., Computerized Structural Group Index. of Commerical
Organic Chemicals

P.0. Box 5523, Southfield Station

Shreveport, Louisiana 71105

Climax Molylodenum Company
Technical Information Center
1270 Avenue of the Americas
New York, New York 10020

College of Physicians

Medical Documentation Service (MDS)
19 South 22nd Strcet

Philadelphia, Pennsylvania 19103

Computing and Software, Inc., Derivation and Tabulation Associates, Inc. (D.A.T.A.)
32 Lincoln Avenuc :
Orange, New Jersey 07050

John Crerar Library

National Translations Center (NTC)
35 West 33rd Strect .

Chicago, Illinois 60616

Dittberner Associates
Project Master

4900 Auburn Avenue
Bethcsda, Maryland 20014

Dow Chomical Company

Joint Army-Navy-Air Force Thermochemical TaLles (JANAF)
Thermal Rescarch Laboratory, 1707 Building

Midland, Michigan 48640

Excerpta Medica Information Systems, Inc.
228 Alexander Street

Qrinceton, New Jerscy 08540

\‘ L]




Franklin Institute Rescarch Laboratories, Science Information Services
Department (S19) '

20th and Benjamin Franklin Parkway

Philadelphia, Pennsylvania 19103

General Telephone and Electronics Laboratorices
Technical Information Program

208-20 Willets Point Boulcvard

Bayside, New York 11360

George Washington University Department of Medical § Public Affairs (BSCP)
2001 South Strcet North West
Washington, D.C. 20009

Honcywell Information Systems, Inc. (HISI) s
2701 Fourth Avenuc South
Minneapolis, Minnesota 55408

I1linois Institute of Technology (LLT)

I1IT Research Institute (ITTRI) i
Binary Metal and Metalloid Constitution Data Center "
10 West 35th Street

Chicago, Illinois 060616

Institute for Scientific Information (ISI)
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