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The purpose of this paper is to indicate a procedure'

for the analysis of data in which aptitude-treatment interactions are
suspected. Procedures used in preliminary examination of data are
discussed, after which the focus is on when to use analysis of
covariance and aptitude-treatment interaction analysis. Finally, the
steps in determining aptitude~tieatment interaction are spec1f1ed.
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The purpose of this presentation is—to indicate a rela-
tively simple procedure for the analysis of data in which aptitude-
treatment interactions are susPectéd. As such, it ié ainmed at
the practitionsr and not meant as a rigo;ous,statistical treatrent,
Aptiﬁude—treatment interaction analysis, though appearingz complex,
can.%e explained fairly easily and carried oult without much
difficulty, 3Some ccmputer programs exist which have the flexibil-
ity necessary to do the analyses directly, The New York Buffalo
Multivarzizte Analysis program and SAS (Statistical Analysis System)
are eyamples, However,; BiD programs, which are perhaps the most
common in use, do not yieid all of the information directly, so
some nmanual calcuiations are still necéssary. Sonetimes these
programs also require knowledge of regrgssion anzlysis invorder to
determine whét is necessary in program éetup and what parts of the
printout are relevant, The procedures in this‘discussion are directed
at providing information which can be utilized in a simple fashién,
using concepts which are easy to manipulate and understand,

Some iﬁitial prqcedures are useful iﬁ preliminary examination
of the data., These are the calculation of means, standard deviatioms,

and correlation coefficients for each treatment group for all variables,
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both predictor (aptitﬁde) and criterion,  Examination of the means
and standard deviations of each group for the criterion scores
gives some indication of whether or nét significant main effects
are present, When means and standard deviations among treatment
groups for each variable are examined along with the correlation
cofficients of each predictor-criterlion combination for-each
treatnent group, other outcomes are indicated. Similarity between
means end standard deviations for pfedictor and criterion among
treatment grouss as well as similax correlation coefficients for
each of the treatment groups indicates that there are not 1likely
any significant main effects or aptitude-treatment interactions,

bUsusally, no significant differences are not quite so
obvious, Maiﬁ effects are easily investigated using analysis, of
variance.  Feasibility of attempting analysis of éovariénce or.
aptitude-£}eatment interaction analysis can te determined by further
inspection, Both of these analyses are regression techniques,
The relationship Between regression coefficient, correlation coeffi-
clent, and the standard deviation of the predictor and criterion
is such that an examinatlon of the Ehans, standaxd deQiations, and.
correlation coefficlents cén indicate whether differences exist
and the type of analysis which snould be attempted, The relatioﬁship

tetyieen regression and correlation coefficients is:

b o= —Y (1)

The regressioh coefficlent is represented by 'd', SY is the standard

deviation of the criterion measure, Sy the standard deviation of

the predictor, and Tyy the correlation between the predictor and
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criterion, A point to be made in examining this relationship is
that if the corrslation is not significantly different from zero,
it can be considered as znro, In this case, the regression

; also zero and the predictor does not predict the

ed
mn

coefficient
eriterion, Aptltuac—trentment interaction analysis or analys:

of covariance is thus meaningless with coxrvelations whiah are not
siznificant,

Because relationship (1) exists, some specific cousiderations
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of the data ond the descriptiv ate what type of
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analysis may be profitable, #irst, if:
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standard deviation of the
predictor and the criterion are similar as well as having similar
correlations for each treatment group but having means which differ
substantially between treatment groups, anzalysis of covariance is
suggested using the predictor (or aptitude) as the covaraate.
Analjgls of covariance assumes that the regression coefficient for
-each treatmﬁnt group be the samg, and this is indicated by the

above conditions,

"Second, if the standard deviation of the predictor and cri-
terion variables differ substantially anong treathént groups even
though means and correlations betveen predictor and criterion are
similar, aptitude~treatment interaction anslysis is indicated
bzcause the regression coefficients for the different treatment
groups will be different, In the third case, an examination of the
correlations to see if the predictor-criterion pairs differ in
magnitude among treatment groups also indicates the possibility.of'
aptitude~treatment interaction. "No aptitude-treatment interaction

exists if the regression coefficients are the same since this
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equality indicates that the aptitude prédicts the same performance’
for a2ll groups and is dependent only on the magnitude of the
aptitude score,
Aptitude-treatment interaction analysis is an attempt lo

determine vhether or not the regression coeeficlients for ihe

[ &)

different treatment grouvs differ siznificantly from one another,
These coefficients represent the slope of the line which would
result from gravhing the relationship between predictor(aptitude)

and criterion., It indicates how much the criterion increases with

~aunit increase of the predictor. Statistically, aptitude-treatment

interaction analysis can bz described as testing for homogenelty
of regression or the homogeneity of slopes for each treatment group,

Consider diagren (2). If it is assumed that b1 and b2 really do

ph i

not differ significantly, and that differences are due tq error

variance, then a regression coefficlent which 1s the same for the

two treatments combined should be as good a predictor as either

regression coefficient used for the appropriate treatment., If the

coefficient for each treatment predicts better, that is, that the

prediction results in less exror than using the combinédd predictor,

then the regresslon coefficlents for the treatments differ signifi-

cantly and there iz an aptitude-treatment interaction,

Treatment 1

_ .- Combined

Criterion Treatment 2 (2)

Aptitude (predictor)
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The procedure by which i1t 1s possible to determine whethex
regression coeffiéients differ signigicantly requlres various
deviation scores., Therefore, the following are necessary:
i) the sum of the équaxe of the deviation of predictoxr
scores for each treatment : ;

(g - 5% = 85 (0 -1)  (3)
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ii) the sum of the square of the deviation of criterion

scores for eacn tre 1rnL

a2 tn
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0= 30 (Y, - - s,y -0 W)
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iii) the sum of the product of deviation scores for the
predictor and the deviation scores for the criterion for each

treatment group

n; |
Py = % gy = TPCT, - T o
- (5)

2
= rxy(“X,)(“Y.)(ni - 1)
i i

In these, 1 denotes the treatment group, n, the number in the
treatment, X the predictor, Y, the criterion, and s, the standard
deviation,

The calculations of deviation scores are not difficult to
do but can be somewhat tedious, Howeverf with knowledge of the .
means for all treatment groups, deviation scores and sums of sguares
and products can be done quickly if the sample is émall. For larger
samples, a compnuter has usually been used to get means and standard
deviations for all variables in all treatment groups. In this case,
equations (3), (&), and (5)'indicate how the deviation scores

necessary can be obtained from the standaxrd deviations and correlation

coefficients,
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It is then necessary to calculate regression coefficients
for each treatment group, These are obtained by taking the sum of
the deviation product for that sroup and dividing it by the sum
of the square of the doviation scores of the predictor for the

-

treatnent group. .

P

, v,
°3 = X (6)
px?
a4

uhere bi is the resression coefficient for trealment group i. There
will be as many bi's as there are treatment grouns,

The coefficient used'for considering g:oups conbined,
indicated as br, is found by taking the sum of all of the deviation
products for all treatments and dividing it kwg%he sum of all the
squarcs of the deviation scoxes for the predictors in all

treatments, ' .

By = T ?;, | (7)

i=!

Three different sums of sqﬁa%es are necessary, The firét
is 55(b,) which is found by taking the sim of the product of the
regression coefficlent squared and the sum of squared deviations
of predictor scores for each tfeatment as shown in equation (3),

| =22 |
55(ny) = Z by DK (8) |
‘S(b) is obtained by taking the sum of all of the sums of squared
deviation scores for all treatments and multiplying it by the
3regression coefficient of the combined groups,hr, squared as shown

in equation (9).
s3(b) = B 2 Dxi (9)

VT
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A total sum of squares, S8 is found by adding all of the sums

Tot!
of the squares of deviation of cxiterion scores for all. groups,
- : ;
n
2
85, , = Q. DY
Tot = 771

53
The remain der of the analysis for homogeneity of regression

is shown in the tatvle below,

Source sum of Squares l af jean Square
Repression Si(bi) - 35(D) n-.1 My g

. W el
Residual 80t ™ 55(w,) - 2(s5(v)) | 1t - 2m i,

As In the previous Instances, m represents the number of treatment
grouvs (or resression coefficients) and N the totoal number of ;
subjects in all of the groups combined, The result obtained is an:

F-statistic with the degrees of freedom shown in the table, A

significant 7 would then incicate aptitude-treatnent interaction

at that level of significance, FPlotting the interaction is
conventionally done by plotting the criterion on the Y-axis ani the
aptituseor predictor on the X-axis, This requires that the Y |
intercept be calculated by taking .the mean of the criterion score
for that treatment and subtracting it from the product of the mean
of -the aptitude score and the regression coefficient for that
treatment,

Int, =¥, - b.X,

i i ivi
It is relatively easy for somedne with elementary

programming experience to incorporate the deviafion equations
‘given here into a program which takes raw data and calculates the
F's. Alternatively, means, standard deviations, and correlations

are also easily obtained and can be used. BID regression analysis
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programs can also b2 used but "dummy coding' (coding treatment

grous as z variable) is necessary in ordér to set the information

needed, A covoriance matrix is orinted in this case, and the
selection of appropriate parts of this matrix gives the sum of

squared deviatlons and the swn of deviation products when multiplied

by n, - 1, so only a few calculatlions are reguired, Since L

._J

arse
mmbers of subjechs in each treatment group are desireabls in ofder
to reduce error in meediction, comnuter procedures which work with
ray data are besl, Using means, standaxd deviations, and correlation

coefficients does work but accuraCJ is derendent on carrying as

. and Smith, H, Avvlied Rerression Analysis  New Yorks
John ¥iley and Sons, Inc,, 19 : (



