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"Introduction

The purpose of tnis psper is to review discriminant analysis in
terms~ot (1) formulations, (2) interpretations, (3) uses, (4) issues and
problems in applications, (5) recent developments and‘conceptualizations,
and (6) general references and computer programs.

A complete review.of literature related to the development of various
aspects of discriminant analysis will not be attempted in this paper. Excel-
lent reviews have already been.written which take the interested reader
from the pre—Fisner conceptualization of the two—group classification problen,

- thru K-group formulations, to the use of ’1scriminant analysis as a more
.general multivariste data analysis technique. The very comprehensive review
by Hodges (1950), which'focuses on the use\of discriminant analysis for
classification ‘purposes, covers an historical development in the Pearsonianl
stage, dealing with measures of resemblance; the Fisherian stage, dealing with
the linear discriminant function; the NeymannPearson stage, dealing with
probabilities of misclassification; and the Waldian stage, dealing with
risk and minimax ideas in classification. The review'by %atsuoka and
‘Tiedeman (1954) covers developments in the area of classification as well
as the relationship of discriminant analysis to other aspects of‘multivariate
data‘analysis.‘ In particular, they. review c. P— Rao's conceptualization
of the problem, extensions of R. A. Fisher's linear discriminant function,
and the integration of the two. A brief review of early work in classifica-
tion is provided by Ottman, Fergnson, and Kaufman (1956), along with an
application of Rao's classification equations. " A more recent review of -

classification theory and methodology is given by Das Gupta (1973).

The review includes sections on the early history of classification
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2
[Pasically a summary of Ho&ges' refiew], general classification problems and
theory (ihcluding empirical Bayes approaches).rmultivariate norfial classifi-
cation, and non-normal distributiQnS'énd nonparametric methods. An extensive
and fairly recent bibliography is provided; references ére listed for each
section. | |

The formal relationship of the mathémaficsiunderlying the linear

discriminant function -- "funé;ion" here 1s not used in a mathematical sénse;-
to other techniques in the domain of multivariate analysis was noted some
years ago by, e.g., Bartlett (1947) and Tintner (1950), and more recently
by Cooley and Lohnes (1971), Tatsucka (1971), Van de Geer (1971), and Mulaik.
(19725. Despite the relationship, applicatiops’of "discriminant‘analysisﬁ
have in the past been somewhat divorced*froqﬂpther'multivariate techniques, -
with classificgtion being the primary concerri. However, the use.ofidisqr}m-,
inant analysis as an aid in characterizing group differences is seen as a -

very important extension from that as a mere classificatory tool. In his

brief feview, Tatsuoka (1969) states that the extension of discriminant

‘analysis "...as a follow-up to MANOVA is ﬁrobably one of the most signifiéant

developments in multivariate analysis during the past ten years. [p. 742]."
Specif1é~uses §f discriminant analyéisrin relation to multivariate analysis
of variance (MANbVA), and methods éf'interpreting (linear) discriminant
functions are cogently re?ie&ed by Tatsuoka (1973a). |

In a sqmewﬁat restrictive view discriminant analysis had been considerea
in light of a mathematical problem. In this sense the idea was to simplify
a multivariate situation to a univarigte one. That }s, given K‘well-,;
defined groups and p measures on each individual in each éroup; the objectiye
was to determine a (linear) composite of the p measures wﬁiéh would maximize

the between-group variance of the composite relative to the éithin-group

e e



variance. Once mathematical formulations of the basic problem were, in
. some ways, satisfactorilyVpefformed, applied statisticians and data analysts

began to utilize them in various ways.

Aspects of Discriminant Analysis

In different areas of applica.’ ns the term 'discriminant anaiysis" has
come to impiyvdistinct Qeanings, uses, roles, etc. In the fields of learning,
psycholbgy, guidance, and others, it has been used for pfediction (e.g.,
Alexakos, 1966; Chastian, 1969; Stahmann, 1969); in the study of classroom
instruction it has been used as a variable reductibn teéhniquei(e.g., Anderson,
et al., 1969); and in various fields it has been used as an adjunct to
MANOVA (e.g., Saupe, 1965; Spain and D'Costa, 1970)L The term is now be-
ginning to be interpreted as a unified'approéch in the solution of a reasearch
problem infolving a comparison of two or more populations characterized“by
—;ulti-response data. |

Discriminant.analysis as a general research,technique can be ;ery useful
in the investigation of vérioug apsects of a multivariate research problem.
In the early 1950's Tatsuoka aﬂh Tiedeman (1954) emphasized.the multi-phasic
character of discriminant analysis: "(a) the establishment of 8 nificant’
group-differences, (b) the study and 'explanation' of these gq;;if:kcés,
;nd finally (c¢) the utilization of mul:ivériate iﬁfo:mation from the samples
studied in classifying a future individugl known to belong to one ;f'the- |
groups represented [p.'414]."l Esséﬂtia11y these same th;eé problems related
to discriﬁinatory analysis were mentioned some years later.by Nunnally (1967,
p. 383). |

As a means of clarity in communication in thig\paper, four aspects of

a "discriminant analysis" will be considered. They are (1) seghration -

T —
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determining inter-group significant differences in terms of group centrQids,

\
(i.e., mean vectors), (2) discrimination -- studying groupfseparation'w#th
respect to dimensions and to (discfiminator) variable‘contrib&tion o

separation, (3) estimation 4-_obtaining estimates of inter-population dis-~

tances (between centroids) and of degree of relationship between the response

variables and group membefship, and (4) classification -- setting up rules
of assigning an individual to one of the pre-determined exhaustive ﬁopula-
tions. It shoulé.beAnoted that this terminology differs from that.used by
other writers. Of course, separation is usually thought of in térms'bf
significance testing.via MANOVA; in fact one-way'MAﬁOVA and "discriminant
analysis' are sometimes considered'synonymous (McCall; 1970. p. 1373).
Discrimination as used here actually refersAto methddslof iﬁterﬁretipgllinear
discrihingnt functions and their coefficients. This term bas been used by
others as the equi?alent to wh;t in this paper is called classification
(Kend§11, 1966, 1973; Kshirsagar, 1972). Rather than "classificatioﬁra
Rao (1965) ﬁses."identificafion," while Kendall (1966.'19f3) and Harman
(1971) use "classification" as what is often referred_;b 5y behavioral
scientisﬁs as "clusﬁer anglysis." The inclusion of estimation as an addi-
tional aspect was done fornthe purpose of emphasizing supﬁleﬁentary means

of interpreting the results of a discriminant analysis.

’\‘Sepﬁration
The basics of MANOVA as a confirmatory (in the sense of signifiéance
tgsting) data analysis techniqgerhgve been quite thoroughly covered in
various books and technical papéré and will noﬁ be discussed(here.
‘;Thé formal equivalence,‘mathematically speaking;‘of MANOVA and some

‘aspects of discriminant analysis was alluded to in the last section.




\

‘When the purpose of 'research" is that 8{ drawing conclusions and inves-
tigating scientific problems/éf groﬁp coméarisons it heé béen suggested '
that "discriminant analysis” not be identified és a.tool of educational
research. Rather, it has been claiﬁed that d;;criminant'analysis applied

to practical ptoblems of opti;al classification of'individuals int6 gfoups.

[See Bock (1966, p. 822).] In,some investigatory situations, nevertheiess, -

. it may seem reasonable to use ohe—way-MANOVA as a preliminary step to, |
or a first phase of, a discriminan; analjsis. The classical argument
is ﬁhat unle;s the investigator is assured of group'diffefegces to Beginv

‘ with, it is senseless to seek the linear composite to be useé for (discrim- '
ination or) classification purposes. However, even fhough“a value of any
one of many possible MANOVAAstAtistics might tend.to suppért the hﬁll
ﬁypothesis“of mean homogeneity, it is possible that for one reason or
another the data support'the alternative hypothesis.

"If the mean differences among the criterion groups aré»all ze;d, no
differentiation is 6f course possible in the norﬁal case with'equalﬁdis-
persons, but it might be worth examining this bpécial situation in the
case of unequal dispersions. Bartlett and Please (1963) and Desu and
Geisser (1973) cover ways éfylooking'at fhis problem Qhen there are ﬁnly
two groups. |

In cbnsideling the role of HANOVA in a "discriminant a;alfsis"'the b

- most important factor is the purpose of the anélysis béing ;efformed ahd
the questi&na one has of the data. The design of the study, inélgding
sampling, data collection, and questions ("contrasts" if‘youhlike), .
sﬁécify the data analysis technique(s). If the investigation entails
.some type of sampling of individﬂais with the notion of drawing con;lusions,
in an inf@réntial sense, about levels cf performance or about lquéions of
\ . ' ;

Q ) .
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distriburions, then MANOVA may be quite appropriate.\\*his analysis may

be followed up by what we have called discrimination and estimation
methods. ‘Inirﬁis contexr,lthe variables whose ﬁeans are being e%hpared are
the dependent variables while the independent variable(s) is(are) the group-
ing variable(s). -On the other hand, the stucy may be one of prediction (of.
group membership), where the predictors are the independent variables and
‘Ehﬁ dependeﬁt variable is a grouping variable. In this latter siraation.
there is no manipulation of the grouping variable, with the groups\ﬁeing

\

formed a priori. Here. MANOVA may not be called for; the investigator

proceeds directly to obtaining c1assification statistics. : } \

Discrimination v ! \\
, /

A
1y
Il

A great deal of research in-the behavioral sciences deals with the
.comparisons of different groups of individuals in terms of one or more \
measures. What characterizes a "group' depends, at least in part, on \

whetherlor'not the grouping variable is manipulable - as is experimental

versus ex post facto studies. The MANOVA technicue is often csed-in both
_ ofvthese situations when the data collection design is assamed to be

appropriate._ The Omnibus.null hypothesis tesred in a che-ﬁay MANOVA :\g
design 1is that'bf the equality of the populatien centroids,. When the pop-
ulations are significantly separated, subsequenr and more detailed stcdy of
the group differences would 4efinitely be,calied for. One follow-up cechaique
is that which we label as "discrimination'; ocﬁers, such as multivariate
multiple comparisons, are disccssed elsevhere (Srevens; 1973; Tatsuoka,

1973a). Stevens (1972b) reviews four methods-of analyzing between-group

variation, one of which is based on linear discriminant functions.

[<]




~Linear Discriminant Functions

b'The prbcedures uéed in discriminatibn center around linear discriminant
. functibns_(LDFs). Tﬁg matheﬁatics_bghind LDFs 1is presented in various books
and papers (sée; e.g.,.fatsgoég;“¥9fi; Pofebski, 1966a). .One resulting
formulation may be_briéfly Jéééfiged_as fdllowﬁ. -A linear composite of

measures on p rﬁndom variables for individuals in K criterion groups,

\

S A R T P vpkp =y X
) . -
/- Mlé determined so that MSH;/MSEY ;s'maxiﬁized(ér, equivalent.ly, SSHY/SSEY 18 
’maximized. Here MSHy_an¢ MSEYﬂdenote the hypothesis and erfor mean squareq |
with respect to Y-scores, respectively. (Tﬂe "hypotﬁéais" in a one-way
-MANOVA design refers to the betw en-group source of variat;on.) ' To obtain
thg v~values i# [1], the largest| non-zero chgfhcteristic‘root (or eigen- N

value), Al’ of E-!4 is computed; i_e,,*tﬁe largest value of A is obtained

from the determinantal equation,

[1) : |E=1H -AI| = 0. .

The (pxp) ﬁatrices, E and H, are the error or within-groups and hypothesis
or betwgen-groupsvsums of squares and cross-products (SSCP) matrices,"

respectively. Then the (pxl) eigenvector, 20 associated with 11 is found

—_— o : N o '
by solving- the set.of p equations, : A o

{ S
(3] - EH-n D Yy - 0.

The elemehcs of,gl are (within a constant of,broportiohality) the coefficients

of the linear cbmposite in [1). As is'well known, there may be more than

one LDF. The succeeding roots, Ay > Ag > il > As-[where‘s = min (K-1,p)],




yield discriminant functions ﬁhat'are mutually uncorrelated (in the total
. sampie).v The successive functidns are determined so as to maximi;e_rélative
separation after prgpqding_functioné are "partialléd out," |
In.Vanvde'Gég;‘g k1971) integration of various multivariaté techniques,
- the term "canonical discriminant factor apalysis" 1s used to describe the
process of extfacting the LDFs. Harris (1954) and Pruzek (1971) use the
term "dispersion analysis." | |
As we wiil see later, a means of interpreting LDFs iq’based on the
numbér of functions to be considered. Here, as ih'interpretatiqn of results
" in other domains of multivari&te data analysis, parsimony is an objective.
Data represénted in a gedmetrx-of two-space, s;y, are more manageable and
easier to interpret than if reéresented in spaces of higher dimensions.
Thqs; it behooves the researckér tOfdiécafA discriminant~function§ which
are judged not,to'coﬁtribute toxgroup sgparation. This judément"can be
»subjective.bin-terms of the prOpbrtion'of fhg_total diqc?iminatory pow;r
of p measures contained in a set_of'fuhctions,.of it can be based on
. statistical signif}canée teéfsﬁ The fofmer‘jﬁdgment is #ased Bn,fatios
of individuai eigenvaiues'to the sum of the eigenvaluesﬂ In the |
literature the process of tes3ating tﬁe significance of a‘functioﬁ'has been
lacking in clar&ty. Firsf of gll, Kendall (1968) has poiptéd out that
such tests are "...not 80 much tests of the functions gs feéts of homogéné
eity (of population ceﬁtré;ds) by the use of the functions. If heterogeneity is
found, the function, 12§g;§gg£g, is significant iu the sense that it
discriminates bétweén real‘differences‘inxan optimal:way (except that
we use estimators of dispersid@s and meanéfinstead)of the uriknown’'parent

values) [p. 159]." Secondly, what hypothesis is of interest has not



been_clearly stated in some writings. Thefissue on what hypothesis is
beingltested pertains’to testing the-significance of individual functions
(or eigenvalues), or testing the significanee:ofla.set of functions after

. partialling out the complimentary set of functiona that has earlier been
judged to be significant.- [The mechanics of both‘tents are given by
Tatsuoka (l971, pPp. 164-165). Two sources which leave the readeriwonder- -

L ing which hypothesis is'being_tested are Eisenbeis and Avery (1972 p%. 63,

92-93)land Rulon, et al. (1967, p. 308). The test statistics reperted in
these latter two references Are slightly in error -- N rather than N-1 is (
used in\the test statistics, for one error.] The - chi-square statistics r
used for these two h;potheses are different, but in a practical sense the ~.,u
conclusions are usually the same. That is, if it is concluded that the .

- mth eigenvalue (1 < m < 8) is the smallest one which is significant, then

we usually will conclude that. the last s-m eigenvalues (or functions)_

. as a set with the first m removed do not yield significance (See Harris, 1974.)

Requisite Data Conditions

i

- _The validity of the'generally used MANOVAatests of equal population
mean vectors depends upon the conditions of multivariate normality and
equal covariance structure being met (Bock and Haggard 1968, pp. 110-
113). The referrent distributions used for the\Yarious test statistics

- yileld probability statements which may be.somewhat distorted when |
either or-both of the two conditions“are not net;‘ %Pe degree and direc-
tion;of distortion are not known. ' The multivariate'analogue-of the |
vBehrens-Fisher problem (normality with unequal'dispersions) is discussed

alternative

by Anderson (1958, pp. 118- 122) Ito (1969) has proposed

MANOVA tests to be used when either or both of the mentiored conditions
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are violated; these tests show considetable)promise for large samples,.
-,éee also, James (1954). | | |

Tests forlassessing the‘fit‘of data to both multivariate'normality
‘and equal‘covariance are availahle. The tenability of the normality
conhition is typically asseSsed via goodness-of-fit tests, which call
Afor.large samples. Lockhart (1967) has proposed a partial testing prof ' .
cedure for the snall sanple case; more recent empirical studies have
been made by Ai;kin“?ibiz)'and Malkovich and Afifi (1973). A test of
" the equalitylof the.group covariance-matrices-proposed by G.E.P. Box is
presented by Cooley and Lohnes (1971, p. 229). The practical application
of this latter test, and related concerns, are discussed by Porebski

[}

 (1966b). ‘ . . . _ ~

Interpretation of LDFs L

We proceed, then, with our discussion of discrimination unoer the
assumption that thectwo reqoisite\conditions are, at least, tenable. |
Having established the dimensionality of the reduced space, it i1s of interest
to give.some‘interpretation of the, say, r'"significant" LDFs. One very -
oseful means of interpretation.is provided by graphic methods. Even though
the LDFs are mutually uncorrelated; they are not geometricallyAmutually
orthogonal in the spaces of the predictor variablesl(Tatsuoka, l97l,.pp.

» l63, 169). [In fact, the angle of separation between vectors representing-

two LDFs is an angle whose cosine is the inner product of the two corres--
ponding (normalized) eigenvectors;}*\However, it is customary»and convenient
_-to graphically represent the K group centroids Pn the r LDFs by means of Y

-

a rectangular coordinate"system.. The experience of" this writer has shown

\ -

that r is very seldom greater“than two. That s,'two LDFs generaily\\

— e - -
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N N ' Co
" account for a great portion of the discriminatory power of the discrimin-

ators and, hence, a'two;dime&sional'representation gives a fairly accurate

picture of the configuation of the groups in the péﬂiménsional spaces. Of

course, 1f r = 1, one can merely examine the numﬁrical_valueé of the K

(pxl) mean vectors,.i,vtc deterﬁine which groups or clusters of groups are
separated from which other"grqus or clusters. If r = 2, a two-dimensional

piot is helpful in iﬁterp:eting the dimensions along which the K gfoups

were foundvto/differ} For example, consider the pibt ih'Figure 1. :;‘r

| e

N
AT
¢

--Insert Figure 1 About Here--

From the graph it is clear that the first LDEMdiécrimingtes Groupng and

4 from Groups i; 3, and 5; whereas the second LDF-discriminates Grqﬁps )

1, 2, and 5 from Groups 3 and 4. If r > 2, pairwise two-dimensional plots

=y beuuéed. R . ' P
In making an interpretatidn of the reaultiqg,rfLDng a subgiantivg
- meaning of each function_(or "cénbnical factgp" or "canonical g;riate")
is goﬁetiﬁes éttempted. Two approaches have‘been;émployed. Tgé first,
in the sense of'tradition, is based on magnitudes';fffuncfibq;coeff;cients

that are applicable to standardized- scores. These fstandardized weights"

are found by muitiplying each raw score coefficient b?‘;he,éithin—groupsi_

standard deGiation of the corteSpon?ing variable:

[4] | v;j = Vog Vejj f ' ‘

. /,./
!

where €5 is the jth diagonal element of E, m"fi,::.,r, and j = 1,...,p.
— : o

" These weights have been considered by some writers (Tatsuoka, 1971, p. 170;

.Mcharrie and Groteluesclen, 1971) as if they were factor loadings.
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Such‘a use of standardized weights as a means of interpreting LDFs has
been criticized by Mul aik (1972, pp. 403, 422, 427) and Tatusoka (l973a,
p. 280). This use of standardized weights may be questioned on theoretical
groonds: these weights are actually partial coefficients and, hence, do
not pertain to the common parts among the discriminators; two.discriminators
having large positive weights would not necessarily have anythiné_in common
whichicontributed to group separation. |

fhe second approachlthat haslbeen oropOSed for making a substantive
or psychological interpretation or the LDFs 1s to use the correlations of
the discriminato;g with the functions. The values of these correlations
depend'opon.the data matrices used. The LDF coefficients may be obtained
by-dsing\a "within-groupsf formulation as reflected in equation [3], or
via a #total—group" formulation which, in essence, is a canonical correla-

tion attack on the problem (Tatsuoka, 1971, p. 177). The matrix oroduct

used to get the (pxs) total-group (canonical) struCture matrix is simply

[51 Sp = RV, _‘ .

‘where R is the (pxp) correlation matrix based on T (= E + H), and V
is the (pxs) matrix consisting of the s LDF coefficient vectors. The

structure matrix containing the within-groups correlations is_given:by'
[6] _ S, =D CVx,

where D2 = [diag C], C is the (pxp) within-groups covariance matrix
[ = E/(N—K)], and V* is the (pxs) matrix of s LDF standardized weight
vectors, “As might be expected, the correlations determined by [5] will

be larger than corresponding correlations in [6]. In terms of labeling.
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the functions.'fhe resulting interpretations based on {5] or [6] will be’

‘the same. Such interpretations are, at best, a very crude approximation

to any identifiable psychological dimensions.

Darlington, Weinberg and Walberg (1973) coﬁtend that the choilca
between'st;ndardized weight; and correlations for ihterpreting LDFs
ought to be based on the practical consideration of sampliﬁg error; they
argue that because of greater étabiiity; correlations ought to be emfha-
sized3-at ieast in some cases. In a Monte Carlo study, Huberty and Blommers

(1972) concluded that neither statistic, when based OnLthe>1eading LDF, was

. very stable in a>cross-validation sense; this conclusion was not fully

suppo:ted byvihérndike and Weiss (1973). More will be.said on this in the
section, hGeneralizabilit:y." |

There h#s been some attempt to aqhieve greater interpretability by
rotating LDFs. Tatsuoka (1973a, pp. 301-302) briefly reviews two studies
in which rotation was.used; the matrix to be roté;ed in one study (Anderson,
w;lberg,_and Welch, 1969) consisted of the (tétal—grbup) yariable - LDF |
corrélations,'and in a secénd (McQuarrie and Grotelueséhen,‘i971) consisted
of staqdar@iZed weighés. It ié questioned by the present wri;ér whether
or hot rotgtion of such canonical factors will, in most situations, bé

of great help in interpretation;\ Tatsuoka (1971) states thaf rotation

(of a structure matrix, at least) "...requires further scrutiny aﬁd_theoret-

“ical justification...[p. 301]." The issue of oblique versus orEﬂpgonal

rotation of LDFs is\a'theoreticalene yet to be resolved. Two géneral
mefhods of rotation are discussed by Hall (1969); one method»whéch attempts
to arrive at an interpretable taxonomy of variables involves an orthonormal

i

rotation of a structure matrix. - : —_
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 This discussion of LDF interpretation may be clﬁsed with a caveat:
unless an investigation deals with var;ébies having ;omeHCOmmop psychological
grounds, attempting to subst#ntively interpfetlfﬁe LDFKs)'ﬁay'be was£ed effo:t.
Thus 1if substaﬁtive interprétation of the function(s) is important to an.
investigator, his initiﬁlvchoice of variables bught to be mgde'carefully.

The problem of variable contribution to group sépgratigﬁ in d;8criminant
analysis is a sﬁick& one, as it is in mditiple,régregpion analysis (Darlingtpn;
1968). 1t may be argued-that the variables act .in ;oncerﬁ and cannot ’
logiéally be separated. As fgr as an index to measuré the "importﬁnce" or
the size of the "effect" of a‘Qariablé,is concerned;léo chplekely.sgtis-'
facto;y pfoﬁosal has‘been‘made. Traditionally the stétiétic.used»tb_asséss
the contribution of each variable (in thé companyvof gll others) has been
-1ts standardized weight. vihe vafi#ble - LDF correlations disgﬁssed'previously
in terms of substantive intérpret;tion have aléo been:suggestea to.ordef
;a;iables in‘térms of tﬁeir contributions to éeparation. In a discuésioﬁ
which énly involved the leading LDF, Baggmann (1§70) érguéé tﬁat if
correlations for only some of the yariables.are lafge.(id absolutg vglue),
and small for-others, then the former variables éontribute éssentially to
group separ;tion. If the orde£ in which va;iablés aré entéred iﬁto fhé
analysis can,beldétermined a priori, thén tlhe s;ep-&oﬁn p:ocgdure of
Roy and Ba;gmanﬁ (1958);'discussed by Bock and Hégg#rd (1968) #nd Stevens
(1973),'c$n be used for-testiﬁg‘:he significance f:'the contribution of each
hewly_gg;ered variable.

This section is closed with a"proposal;for’a procedure of analyzing:
data for the purpose_ofbdiscrimination involvi;é K (>2)‘gr6ups;‘,This

"hierarchical ahalysis,” which is only appropriate when the grouping variable

“
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is clearly categorical as opposed to being ordinai, may be described as
foliows. First.of all, the variables are screened (as discussed in the

next section);dsuppose that after this screening there are p variables
remaining. As in equation [3], the eigenvector,.!i, associated .with the
largest eigenvalue of E-lH 1s determined. The correlations between each
discriminator .and the 1inear_composite of all p variables, !i X , are

then found -- the first colu@n of Sﬁ in [6]. An argument for using only‘
_the_;irst LDF is presented by Bargmann (1969, p. 573). The variableszare'
ordered on tbe basis of the absolute'values of these Qorrelations. The

‘ ordered array is then examined for a "breaking point" (or possibly several
if P iS\large) between large and small absolute values. If a disjunction
occurs,_then the variables fall into’ two classes with respect to discrim-
ination. New'(leading) LDFs for the tﬁo subsets of variables are calculated,
and the process is repeated urcil no new subsets can be generated. (At e;ch .
step variable - LDF correlations are determined and a substantive interpre--
tationvngy be'attempted.) A‘hierarchy‘of sets of variables, based on
directlylobservable and, hence, interpretable measurements can be thus
established. - This, it may "be argued is preferable to an interpretation

,°f residual discrimination -- that associated with v2, say, after the elimi-

nation of an artificial variable.

‘ . , - . Variable Selection -

The/process of selecting variables in discriminant analysis, as in

any multivariate analysis, can be considered before or after the main
analysis.' If Cochran's (1964) conclusions can be extended-from the two-
_group to the K-group case, the operation of: discarding noncontributing

discriminators at the}outset'may be hazardous. However, many statisticians
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suggest that unless a variable 1s "significant" in a univariate séﬁse, it

is probably wasteful to include it in a multivariate analysié,’even if it
correlates appreciably with good discriminators. Grizzle (1970) récbmméﬁds
that variables which\do nbt have a reasonable expectation of containing
information about gro&p differences should not be included in the aﬂalysis;
this would prevent a léss of ppwef. The 'argument presented‘ia based on the
idea that the deletionjof a non-significant variable does not change th;
largest characteristic root,()\1 from equation [2]) very muck. To coﬁglude,
preliminary to data éollection variables oﬁght'to be chosen judiciousl;;;
on the basis of theory and prior research (T;tsuoka, 1969, p; 743). The;>\A
following collection of data on the ﬁ chosen variableb, p univariate analyses
are performed; those variébles not ylelding significance at a low proﬁabil?
ity ievel are.deleted prior to the'multivariate analysis. A péssibly
extreme situation ié as follows. Assuming uﬁivariate ANOVAS .are appro-
priate, clearly if th¢‘"signal-to—noisé" ratio (F-value) for a variable

lis less than unity, eliminating\thg discriminator from fuggher consideration
1s the sensibie'thing to do.

The problem”ofjvariable selection.or deletion may aiso beldf interest
after the initial multi?ariate anﬁlysis has been.éﬁrried out. 1In many
situations involving discrimination the inves igator is presehtedhwith more
diacrimingtor-variablea than helw0u1d like and Fhere agisés the question
of @hether'they are all necessary and, if not, which of them can be dis-
.carded. That 1is, haVing 6btaiﬁed thé linear composite, the investigator
A may aék“if the data might not have been adequateiy_explained Sy.uéing a
subset of the original p disériminators. -The'objective\ig to include as

many variables as possible so that reliable results may be obtaiﬁed, and

!
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yet as few as possible so as to keep the costs of acquiring data at a
minimum. Reasons for reducing the number of discriminators may be summar-
ized as follows [see Horst (1941) for.elaboration]: (1) to
" obtain fundamental and generally applicable variables, (2) to avoid
prohibitive labor, and (3) to increase the‘sampling stability of.the
LDF(s). On the last reason Horst mentions that as the ratio of the number
of discriminators to the number of individuals increases, "...there is a
tendency for the accuracy of .(discrimination) to decrease.if the weights
determined on'the first sample are applied to a second group [p. 102].“
There is a dearth of literature covering the problem of variable
selection or reduction in multiple-group discriminant analysis. No reason-
ably optimal procedure has yet been developed for discarding variables,
-reasonable in the sense of amount of calculation, and optimum in the’sense
that the selected variables would yield the maximum amount of separation |
among the groups forvthat.number of variables.. Of course, one could con-
sider all possible subsets of the original p variables, but, just as in-
multiple regression‘analysis, this is very expensive. Six "'selection"
| procedures were revieved by Huberty (19715) Thebobjective'of one procedure
xis to.obtain a’ subset of variables that may be considered representative
xof the complete set (Bargmann, 1962a). Representativeness is based on
a (maximum likelihood) factor analysis of the discriminator within-groups
‘ in{ercorrelation matrix, followed by an oblique rotation of the. resulting
fadtors. The usual eigenanalysis (see equation [3]) 1s then/performed on
the\variables that define each factor. Correlations between each of these
Variables and the first (or leading) LDF are determined;.i.e., the first

column of:Sw in equation [6]. Variables are then selected that load on
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each factor and correlate highly mith the respective leading LDF. Another
procedure, suggested by Horst (1965, p. 555), involves a principal component

analysis of the discriminator within-groups intercorrelation matrix, followed

by an orthogonal rotation of the resulting components. A subset of variables

is selected such that each component will be adequately represented in the

~ subset. Variabless are selected which have the highest loadings (in absolute -

value) on each of the components; persumably, novvariables‘are selected which
have high loadings on more than one component. The other fourxprocedures
discussed yield some type-of ordering of the predictors; they are based
on (1) standardized:weights for the first;LDF, (2) univariate F-ratios,

{3) discriminator versus (first) LDF correlatiomns, and (4). an ordering

‘provided by the BMD 7M stepwise program (Dixon, 1973).

An empirical comparison of the six procedures using two sets of data -~
K=3and p = 13 for one set and'K =5, p=17 for the other -- was made using
the criterionvof the proportion of correct reclassifications of individuals
across all procedures for subsets of a given size. It was found that the
stepwise procedure yielded the best subsets in,the sense of most'accurate‘
classification. It should be pointed out that an objectiVe of the»procedures
involving a dimension (i.e., factor or'component) analysis is to select a |
subset that'is'representative of the total set. Selecting a»representativei

subset and one that will have ‘nearly the same discriminatory power‘as the-

original set will not necessarily characterize'the subset selected

simultaneously.

As suggested in the preceding section of the present paper, standard-

ized weights associated with a given LDF (first or otherwise) may be used T

" to assess the contribution of each variable (in the company of ‘all others) L

to the separation accomplished by that LDF. This method of assessment may

be extended to obtain a measure of the relative contribution of each



;
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variable to the total get of LDFs. The set of weights are weighted By a

function of the proportidn of discriminatory power accounted for by each LDF,

The measures to be used are given by the pxl vector

(7] a=vVvk) ,

where V* is the pxs matrix defined in {6], and l_is the sxl vector of eigen-
~values of E-! H. Another proposal is made fér ordering variables, with réspecé
ﬁo group seﬁaration, on the basi; of the variable ve;sus LDF correlations.

The measures to be considered are somewhat analogous td’"commuqalities" in

factor analysis. These are given in the pxl vector,
[8] b = [diag S8'] ,

where S is the pﬁs structure matrix definéd in [5] or [6]. fhe jth element

in b 1s the sum of squares of the "loédings" in the jth roﬁ of S.
Various‘selection schemés need to be researched further. The need exisﬁé

for empirical studies of other stepwise procedures; e.g., that proposed by

.Démpster (1963), which is - a forward stepwise procedure with the variable order-‘

ing deférﬁinéd by a principal éompohent #nalysis. Hall (1967) has pfoﬁbsed

a forward procedure involving multivariate analysis qf covariance ‘(MANCOVA)Z

which, in essence is the same as that used in the ﬁMD stepwise préger;

”lthé'variables already in the analysis afe the variates while the remaining:

' variables are the covariates. A variation of this use éf.MANCQVA tonselgét

the most effective discriminato;s‘is given in a stuAy by Hortpn, Russéll,

and qure (1968). See also, Smith, et al. (1972). Hotelliﬁg;s trace statistic

was used as a criterion for selecting variables in a forward manner by

Miller (1962). There is some argument for using a "backward" scheme, ivhere
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variables are deleted from, rather than added to, the analysis [see
Mantel (1970)]. It would also>be of interest to study the appropriateness
of the measures in [7] and/or [8] as indicatcrs of variable contribution.
Eisenbeis and Avery (1972) suggest a variable selection method which
incorporates a number of techniques used jointly. Such a combination method
may be described as follows. Determine variable orderings based on a number
"~ of different techniques_—- e.g., stepwise, standardized weights, variable-
LDF correlations, backward'elimination. To determine an upper bound on the
number of variables to be retained, a minimum arbitrary acceptance level of
the reduction’ in discriminatory power using a set of size q instead of all
p variables is set. Eisenbeis and Avery support the one percent significance
level of a MANCOVA F-statistic as a criterion. Other criteria such as a
significance level of Hotelling's‘trace statistic, or a specified proportion
of correct classifications yielded by:the'set of entered-variables.may also
be used. This may give t (the number of techniques.used) different subsets
- of size‘q Two different approaches may now be taien to arrive at a single
subset. One approach mentioned by Eisenbeis and Avery (1972, P 82), is to
determine those of the q variables and of the P-q variables that are common
across the different techniques. The latter variables, say m in number, are -
»idiscarded from further consideration,’andfthe;fbrmer, say n 'in number, are to
be included in ‘the final subset of size q.. To obtain the final subset of size q,
»then, the best gq-n are selected out of the P - (m+n) questionable variables
by considering all possible subsets of size g-n. Avsecond approach, aimilar to
" that suggested by Draper and Smith (1966, p 172) for use in multiple regression,
#}is”to consider all possible subsets of size q from the P driginal variables.

Finally, it is noted that after a.subset of variables has been

_ selected it is ‘desirable to reanalyze the data only on the selected

[Kc
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variables'so as to assess their relative contribution. This is particularly
true when the_assessment is based on standardized oeights; the rank—order

og the selected variables as a set by theuselves may be different fron

_their rank-order wheniconsidered in the company of all the.original discrim—

inators.

Generalizabilitp
Even though discrimination involves basically exploratory techniques,
- 'very.often its users attempt tc¢ generalize results to other-sets of.subjects,.
_ other variables, or other situations.-»Generalizability may-be thought of
in terms of statements of inferences from sample results to some population,
and in terms of stability of the obtained results over repeatgd sampling.
‘Mulaik (l972)-emphasizes the caution with which one proceeds in makiog
inferences when treating LDFs as factors} ‘One uarning is that with the
formulation of f3], the LDFs obtained pertain to the variables after
variance in¢them due to group differences has been removed from ‘them.
Thus. such dimensions do not reflect variance which exists 1in the variables
-on which the groups "differ and ... may. in some contexts give misleading
characterization of the nature of the discriminant functions [p. 428],"
hNot much conclusive evidénce has heen found regarding'the stahility
of results in discrimination studies. /In a Monte farlo investigation
designed to study the. comparative stshility of standardized weights and
L variable-LDF correlations, Huberty And Blormers (1972) found that ‘neither
- index held up to any great extent under repeated sampling. (It should be noted
that only.the leading LDF was considered in that study ) Two sets of
1ivé data were used in a study by Thorndike and Weiss (1973) who

concluded that if an investigator "uses a single ‘sample and attempts

AN
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to interpret the canonical components (LDFs) ..;, he may be interpreting
nothing more than sample-specific covariation [p. 131]." They did conclude,
however, that component loadings {variable-LDF correlations) aresconsistent
in cross-validation and in this sense - are more stable and more useful |
than standardized weights. Stevens and Barcikowski: (1974) concluded from '
a Monte Carlo study that in some situations (depending upon variable )
intercorrelations):standardized-weights are morexstable than variable-
canonical vaJiate correlations, and in other situations'the reverse holds.
Problems of generalizability due to instability of some results
appear to point to the need for replication of studies and cross-validation -
of findings. Of course, the use of simple (or.double) cross~validation
techniques call for relatively large samples. ‘[Tatsuoka (1970, p. 38)
- suggests that in a usual discriminant analysis ‘the size of the smallest
"group be no less than the number of variables,used, p. This may be a bit
conservative.] To use cross-validation techniques it is recommended that
“the smallest'n-value be at. least as largevas 3p. Thenvin the cross-
validation process, a random one-third of the‘total'number of observations
may be withheld from each group to 'serve as a "holdout*sample.ﬁ Horst .
(1966) points out the dilemma inéo which one 18 placed when using cross; /
validation techniques‘l "If we develop a prccedure and then cross—validate

'.it we "have ipso facto not developed the best procedure possible from the

available data [p. 140]1."
p .
. Specific Uses of LDFs

The use of LDFs as an aid in the interpretationjof MANOVA results
was mentioned in the "Introduction of this paper as a major breakthrough

in mu1tivariate analysis. Uses of LDFs in factorial MANOVA are illustrated
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by Jones (1966) and Saupe (1965) who point out that multiple LDFs are use- |
ful in interpreting the source of significant interaction effects as well
as»ghe source of significant main-effect differences. Both of these writers
bas; their interpretations of LDFs on standardized weights in'preference

to variable-LDF correlations. Some writérs (é.g., Timm, 1974) prefer the
use of simﬁltaneous test procedures (Gabriel, 1968) for studying significant

diﬁgfzfnges, while others (e.g., Tatsuoka, 1973a) prefer the LDF approach.

~

Tatsuoka (1973a, p. 284) also suggests that LDFs may be’helpfﬁl in
- deciding whén to terminate a clustering procedur~ such as that of Ward
(1963). At each stage of the analysis the LDFs based on the cletefs (of
individuals) determined to that point can be exémined for 1nferpfétability.u
Discrimination procedures were qséd by Rock, Ba;rd, and Linn (1972) as
: ; follow-up to a cluster analysis involviﬁg areas of study of college
étudents. In addition to uhivariate F—values; discriminator-LDF correla- . .
tions were considered in assessing relative cbntribution of the variables
. to the obtained first LDF. |
Techniques of discrimination have been éhown to be of help in the
study‘of pattern recognition. 'ihe research of Kundert:(1972) iliusgrates
the use of an LDF in a#signing-scale valuestj/;ategories of é,response ’

yafiable, irrespective of the manner in which

|
/

the categories may be ordered: -

Discrimination in Two-Group Case

Thg.relationship betwéen multiple-group disgriminant analysis'ana
'~ canonical corrélation was pointed out pfeviously. The 1owef level relation-
ship between two-group discriminant analysisbahd multipie éor;eiation.has
been the subjeéf of many writings. The prbportionality ofvthe‘;aw'score
coefficients for the two analyses waé shown by.Miéhael ana Perry (1956).

~

More recently this.proﬁf has beén»vaétly simpiified via the use of matrix
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notation (Healy, 1965; Porebski, 1966a; Cramér, 1967; Tatsuoka, 1971,
pp. 171-173). Because of this relationship, many of the methods used in
interpreting é regression analysis are applicable in two—group discriminant
aﬁalysis, Collier (1963) showed that tests used in deleting variables in
regre;;ion analxsis and in discriminant analysis are equivalent, while
Huberty (1972b) showed that predictor variables may be equivalently ordered
(with respecf to contributiod fo sgparation) by univariate F-ratios and
by within-groups variable versus LDF correlations. Cochran (1964),
Weiner and Dﬁnn (1966), and Urbakh (1971) have also studied the problem
of eliminating variables in the two-group case.

In studying discrimination between twd groups of foreign gradﬁate
students in business administration,.Grimsley and ;ﬁmmers (1965) apélied
ﬁests of significaﬁce of the LDF coefficients ~- see Kendall (1968, p. 163)--.
in determining the mosﬁ effective combination of discriminators to differ-
entiafevbetween'succéss and failure groups. Recentiy,»Eisenbeis, Gilbert,
and Avery (1973) studied the problem of variable assessment and selection
in the context of a specific émpiriéal problem. Theyrconcluded that the
various selectidﬁ methods studied "...could yield radically different infer-
ences about the relative power of individual variablés [p. 218]." 1t was
also concluded that "... the assessmgnt of the ;elative performance of
.the different subsets also varies depending upon whether the gaal is to
'select the subset that maximizes differences between groﬁp means or to
choose the combination of variables that yields the beét classification

~ results [p. 218]." Huberty (1974b) has shown_the forual equivalence
between a test for deleting variables which is baéed on distapce and

" a test based on MANCOVA for the twc~group case. Implicationms of this
equivalence for interpretation of results of multi-group analyses were

ERIC -
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were discussed in the section, "Variable Selection.™

Discrimination Research Applications -
No attempt will be made to review all studies in behavior research
that incorporate discrimination procedures.' Rather, selected jpuinal articles
will be cited so as to ;;quaint the reader with (1) some reseérch situations --
t.e., types of subjects, criterion groups, and discri&iﬁatoré'-- for which
discrimination may be helpful, and (2) the discrimination techniques being used.
. . . ;
No critique of the substantive disc;ssions and conéluéigﬁs presented in the
articles will be attempted. The artic1¢s>reviewed'a;e~in addition to those-
discussed earlier in this paper and alllappeared in 1968 or later. Huberty
(1969) cites 30 studies reported from 1963 to 1968 in which discriminané
analysis techniques were used. - _ - |
The éntire focus of one study was a two—groupasimple MANOVA, although
" the anal&sis technique was described as a "multiple discriminant analysis;“
Williams (1972) used six factor scores on a semantigné}fferential for différ—
ing socioeconomic status groups -- low versus middig - of 181 fifth grade
inner.cify school children. Another study (Maw andeaggpg. 1971) involved
a 2x2 MANOVA design with sex and curiosity as the‘§¥;;§ing variablés. Twenty-
six measures 6# affective, cognitive, personality, and social trait variablés~
were obtained on the four groups of middle class white fifth-graders. Since
sex-by-curiosity interaction was not significant, the associated LDF was
not considered for 1nt9rpretation.' The variable-LDF Qbfgelations (the
type was:not specified explicitly) were used in int;;ﬁféfing the sex and
;he curiosity LDFs, Canonicaﬁ correlations for sex ;ﬁ& éufibsity.‘each
versus the 26 variable composite,-were also examiﬁed::?_é B
Two studies were found in which the LDF 1nterpretation was based on

standardized weights. Project TALENT data were used by Schoenfeldt (1968).

in a study involving a random selection of about 300 students in each of

Full Tt Provided by ERIC.

[:R\!:x post high school education groups. Measures on 79. variables were
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“ available; after preliminary screening. 26 were selectéd for use. A
64-item study strategy questionnaire was used by Goldman and Warren (1973)
to obtain datalbn 538 univéréity students who were in four different under-
graduate“;ajor areas. In the study, the weights were used both to assess
relgtive“contribution to separation and to give meaningful interpretgtion
to the :esulting LDFs. Two-dimensional plots of group centroilds were used
in both of thesg studies as an aid to interpretation. A third study which »,
used discriminant "weights' was reported by McNeil (1968).. What weights
these wére was not made explicit. nge, 521 sixth grade children in four
subcultural grdups were considered fo¥ separation Sy six,facto;s which
resulted frdm a "factor analysis" of 20 semantic‘differenfiai scales.

Diécriminator-LDF correlations Qere utilized in twq studies for purposes
-of LDF inﬁerpretations. Field, et al. (1971) obtained measures on 57 . \ |
undergrgduate Austfalian studentg using an 18-item queét;bnnaire assessing\
teaching behavior. These data were examined to evaluate discfi@ination
' among six_ge#khérs, including one "ideal" teacher. Substantive interpfeta-
tions of fhé LDFs were made. Bausell and Magoon (1972) used data on 29
items of the Purdue Rating Scale for Instructipn'fof'approximately 2000
- sophomore to senior university students for"pﬁrposes of differentiating
f;;r criterion groupe defined by student expected gradgs. Total=-group
variable-LDF correlations were used to substanti?ely interpret the LDFs, '
. as well as to assess the "1mportahcé" of the discriminators. They also
incorpo}ated the statistic, 1 - A, for interpretive purposes. See aiso,
Whellams (1973).

The aiscriminant‘analysis techniques used by Chapin (1970) were nog

clear. In his study of four groups of mathematics teachers (determined by
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principal rafings) on whom personal and academic measures were obtained, he
states, "After extensive sorting through 40 variables, it was found that only
a few variables contributed significantly to the discriminant analysis [p. 161]."

The two remaining studies to be briefly reviewed use a large number of i
criterion groups. Baggaley, Isardﬁband Sherwood (1970) used 17 grou#s
(14 academic, three "miscellaneous') of university juniors; ten ﬁersonality ;
measures were obtained on each of 628 students.- These investigators
examined "normalized" vector coefficienfs for.relative variable confribﬁ-
;ion, and to meaningfully 1n§erpret_the LDFs. A two-dimensional (why
two?) plot was given. A sét of 26 personal and academic peasﬁ;es for
college undergraduates was used by Burnham and Hewitt (1972) to differentiate
among 16 occupational groups in a folioﬁ—ﬁp study. Univariate Stuaent
t-values were considered to asséss relative contribution of thg'discrim-
inators. ‘ ’

_ /

From a étatistical‘point of view, criticisms of the methééology

used or of the reporting in some of these studies}are possible, It

is recognized, however, that writers and/or editor? may have reasons for.

not including all the details of the techniques uséd.
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’ Estimation

To restate, estimation is that aspect of discriminant analysis,thet

pertains to characterizing inter-group distance and strength of relationship:.

‘Measures of Digtance

About 1920 K. Pearson proposed his coefficient of;:acial.likehess-
(CRL) as a measure of distance which was subsequently used mostly in crani-
oiogy. In the middle to late 1920's G. M. Morant suégested a corrective
M\ ‘factor to be applied to the CRL to offset effects due ée varying sampie
gizes; at about the same time, P. C. Mahalanobis preposed e Euclidean dié-
tance measure. fSee,Ho&ges (1950, pp. 5-25) for a more complete development
of the hiétor§~of distance measures.] The distance beeween ewo populatioe

. centroids may be expressed as

b=l -p)'e! @ - u)l%,
1 2 1 - 2 .

\

where Y is the centroid of population k, and I is the covariance matrix
common to the two populations; The qdantity A has become known as

Mahalanobis' generalized distance, and the square of the.saﬁple distance,
[9] | 2= -X)' s @& -X)
-1 -2 . 1 —2

is often referred'to as Mahalanpbisf D2 statistic; 'The (pxpi matrix S in
‘191 1e defined by (N1 + N2 ;2),8 - E;'Z% is the centroid of group k..
Although S is an unbiased estimator of I ,’if should be noted‘that D2

is not an unbiased estimator of a2 (Reo, 1949). Since an_uhbiased esti-
mator of A2 often rebults'in negative estimates of the square, iﬁs use

is discouraged. In presenting a logical derivation.of D as e distance

e
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measure, Ra§ (1952) points out that D "...is applicablevonly to groups

in which the measuréments are normally distributed [p. 355]." |

| _ If significant group separation is found, it is possible tb gain some

' insigﬁt regarding group differences by simply calculating the Euclidean dis-
tance (as in {9]) between all pairs of centroids. If, for example, distances
between all-pairs of K-1 of the éroups are small, yet at the same time,

the kth group is distinctly separated from thé other K-1 éroups,'it is clear
that the oniy separation taking place occurs between the kth group and its
complement, i.e., the other K-1 groups. These pairwise gfoup distances are
ofﬁén givén in the output of computer programs -- e.g., the BMD ™M pfogram
(Dixon, 1973). | | -

‘It @ay-be noted in passing that a transformation of each D? statistic
may be used asfa test statistic in the two-group case. This transformation —-
;ee Rulon and Brooks (1968, p. 69) -- may be considered as an alternative to
Hotelling's T2 or Wilks' A statistics.

As will be apparenﬁ later, thg distance function ﬁz, or a variation
thereof, appears in most multivariate classification scheﬁes. That 1is, a
- measure of distance between an individual's data point, X, and the kth
_group centroid ié of in;erest; This measure, assuming a common population

covariance matrix, I, is given by

/

: - - -! —]; - '
B 1X - m)t TN - )0

and the sample distance is given by

)

(10} D = [(X-X)' s™! (X-X))*




Rao (1952, p. 257) gives a generalization of Mahalobis' D2 statistic
(labeled 'V" by Rao):
K

W=z N X -X's! & -E). ,
A A

where z:is the (pxl) vector of predictor ﬁeans across all K grgups. It

can be shown that W éan be used as a chi-square statistic with.p(K-l) degrees
of freedom to test tﬁe hypothesis §f.equali;§ of the K populétion mean vectors.
As Rao points out, the W statistic may be partioned into independent chi-~
square statistics so as to judge fhe significaﬁce of information lost when =
"some.variables are deleted. This criterion 15 equivalent to Hotelliﬁgs'

trace statistic, the use of which was proposed b& Miller (1962) for ~

variable sélectiop -- see Friedman and Rubin (1967, p. 1162). The value

of W is part of the dutput of the BMD 5M program (Dixon, 1973). It turns

out that when X = 2, W = D « WX, /{N. + N,).

Measures of Discriminatory Power

As most researchers who ha§e toyéd ﬁith univariate meaéurgé of associ-
ation kﬁow, the numerical values of most proposed indices for a given set
of data are nearly the same. This has also been ahﬁwn to be the case in
the multivariate situ#tion_By Stevens (1972a) and Huberty (1972a). ”Mul;
tivariate measures of strength of relationship, or of discriminatory power,
that have been proposed are : (1) 1 - A [Wilks' statistic], (2) U/(1+U),
where U = trI(E*IH), (3) "'/(1+U'), where U' = (N-p-1)U/N, and'(b)vah |
extension of Hays' (1973) omega squared. T#fsuoka (19735) has studied the

- pfoperties of this last measure which he\proposed earlier (Tatsuoka, 1970)

and which may be expressed as
. . >

-~
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‘:32 =] - N .
(N-KA-1 4+ 1

The intent of Tatsuoka's more recent study was to develop an unbiased

estimate of

[11) = 52 =1 - |z] , .
. mult T +AA/K :

where I 1is the (pxp) covariance matrix common to the K populations,\and A
1s a (pxk) macrix of effect parameters =-- the (j,k)th element of.A is the
deviation'of the kth population mean from the general mean for the jth
variable. - (Formula [ll] expresses the proportion of generalized variance
of the P variables attributable to differences among centroids ) Since

variousvattempts to develop soch an estimate were of»no avail, an attempt

was made to;develop a formula for correcting the (positive) bias in w2

mult®
Empirical results led to a "rule-of=-thumb" correction to be used with small

samples:

2 - "2 o2 SN2 (1. 2
[12] “eorr T “ mult P ;N(K 1) (1~ w

) .

mult

: 2 ' 2
It was found that w mult itself can be oaed when @ ult <.30. and N/p > 100

2 >.50 and N/p > 50; however, neither aituation;is tvpical of

mult

that found in-eaucational research. Formula [12] was deemed to be adequate,

or when w

at 1east when p(K-1) < 49 and 75 < N 2000.

Another index of discriminatory pover which haslreceived some attention
'15 the-proportion of correct classifications across all K gzroups (Cooley and
Lohnes, 1971, p. 329). .In a multiole discriminant sicuation this indicator of
strength of predictive validitv may be»morewappropriate than a correlative

easure. This statistic will be discussed in some detail later.
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Classification °
noted previously, the originai intended purpose of "discriminant
. analysis" and the linear discriminant function (LDF) was that of classifi-

cation. Given a sample of individuals (or objects) from each of two or

more populations, we want to construct a method of assigning a new indiViJ
dual to the\correct population of origin on the basis of measures on p
Classification procedures are used to solve gsfdiction problems;

\
given measures on the p predictors it is of interest to predict membership

variables.

in one of the natural or preexisting groups. A more formal view is that
classification 18 used to answer the‘question:. Given an individual with
certain measurements, from which population did he emanate? In this sense,
-"the oroblem of classification may be considered a problem of "etatistical
decision functions" (Anderson, 1958, p. 126). The p»predictors are the
independent variables and the single criterion is the_grOuoing variable,

the latter being, of course, nonmetric. Illustrations of the use of -

multivariate classification in behavioral research are given later.

e

Requisite Information

Various methods.of.multinariate classification have been proposad.
The use of these methods presupposes that the user has knowledge of certain
‘information. This information may in the form of: (1) the density
function which best describes the data on hand,. (2) restrictions on data
conditions necessary to select the mosttappropriate method, (3) prior‘
orobabilities of group membership, and (4) misclassification costs.

The early work in discriminant analysis, specifically that on LDFs and
generalized distance, ‘was based on multivariate normal probability diBtribu-
*i5~3. . The general theory of classification is not, however, dependent

EKC
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upon multivariate normality. General distribution-based rules of assign-
ing individuals to populations (so that probabilities of misclassification
_are minimized) are discussed by Andersonl(1958, pp. 142-147) and Overall
and Klett (1972, Ch. 12). Paramétric and'nonparametric.density estimators
were used io.estimate the non-error rate-of an érbitrary_élassification
ruie and to construct a rule which maximizea estimated proﬁabiiity of
‘correct classificatidn-by Glick (1972). Insofar as could/ge determined,
little work has dohe withiclassification rules involving/continuous
ﬁredic;oEgMgﬁber than those based on normality.

Assuming multivafiate normaiicy, a linear.classification.tule may ‘
ube used when it can be further assumed that the condiFion 6f equal co?gr-

iance structures across the K groups is met. As will be shown later,

33

differences in covariances, as well as differences/ﬁn means, can bé utilizédgqi.”

in making predictions about group membership, and in estimating error rates.1

A helpful consideration_to_be'taken when confronted with the problem
‘of classificatibn is that of prior probabili;ieg’of_ggpup memberahip..:Such
a probability is that of drawing at random an individual of each group
from the total population of all K-groups. Taking the approi&h of fre-
quentists, these priors are reiative f?equencies of individuals of each
of the K popuiations in the total population. From sémple data, then,
che#e probabilities are estimated by Nk[N; k = i,...,k._:tiatsuoka (1971,
‘pp. 225-226) discusses problems in using‘such estimates.] Priors may
also ﬁe eséimated by'using Markov modelé as suggested by Lohnes ana
, Gribbons (1970); alternatives to these suggestions were considered in:
an empirical sczudy b& Lissitz and Henschke-Mason (1972).
| Typiéally, in educatibnal.reseaféﬂ differentiai‘costa of misclass;-
if%ing individuals int: tﬁé'K groups are ignored ~- ignored‘in the sense

ERIC
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that equal costs are assumed. This is not too surprising since quantifica-
tion of costs of misclassﬁficafion in educational research may be difficult,

) . | w
even though only relative costs are important,
4 y € , P

1

Classification Rules
Various parametric aﬂd nonparametric rules of classification have been
proposed. In mpst of these rules some notion of ''distance" comes into ﬁlay;
that 1s, an individual is assigned to that group whose centroid 1is closest
to the data-point representing Him. ""Closeness" is measured by a probabil-

istic notion of "distance,"

as opposed to the geometric Euclidean distance'
measurerdiscﬁssed in an earlier section. The uéé of the LDF for classifica-
tion purposes in the two-group situation was initially based on_siméle
Euclidean diséance -- assuming multivariate normality and equal covariance -
structure, an individual was'aséigned'to the groﬁp with the mean discriminant
score nearer to his discriminant score. Fisher's LDF as a classification
statistic was not at first considered in reference to a probabilistic model.
The relationship of pbsteribr'probability of group membership to the LDF
was noted by Welch (1939) wﬁeﬁ he proved that the -assignment procedure
‘based on the LDF minimizes the.probability of misclassification undér
certain restrictions. Von Miées (1945) extended Welch's ﬂotions to the
K-group case, and removgd the réstriction tﬁat probabilities of misclassi-
fication per group be equal;

The classification statistics discussed in this paper will be stated
in termé ofﬂestimateé of populatién parametefs; in so stating, né claim is
made that én optimum soluti;n is obtained. Furthef, on;y‘the sitﬁation

of equal costs of misclassification will be considered. Assuming

multivariate normality and identical population covariance matrices, the
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~distance measure [10] has been used as a clagsification statistic -- as
well as a criterion in cluster analysis (Friedman and Rubin, 1967). An

individual, with score vector'x is assigned to that group, k, for which

Al

the-disfénce measure
| . ¥\t o=l pry b /
[131 Dy = [(X, - X' 57! (x, - XD1F

is least. These measures méy be transformed to "centour scores" which
are functions of probabilistic distances (Cooley and iohnés, 1971, p. 255).
For a giveﬂ individual, the assignment is based on the largeét centour,

An inadequaéy of [13] is that d;fferential prior probabilitieé, pk;
of group membership are ignored. Using the multivariate normal distribution
function and retaining the equal covariance condition a modification of

-{13] becomes

[14) | Ly, = % In|s| % D2 +1np, .

The more popular form of a "linear discriminant score" (Rao, 1965, p;/488),
_ N T N o
[14a] L, =X s7lx -5 X'\ s7IK +1np ,

is equivalent to [14], since the terms ~%1n|s| and ~% gi s-lgi are common

to all k. Thus, ;ndividual 1 is assigned to that population whose corres-
ponding sample yields the largest value of the'classification statistic [lhj.
Such a rule miﬁimizes the number of misclassificaéiqhs, in a paraméter
sense, and.is equivalent to a rule which assigns the inaividual with
'.measureé Ei to that populgtion for which the p?sterior,p;obaﬁility of

population membership is largest. Some writers [e.g., Eilsenbels and Avery

(1972, p. 18)1] prefer to express the classification statistic-aé.a posterior
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probability:

- 2
P, exp (-4 Pik)
Pik .
ka exp (% Dik')

 [15]

o1 R

k'=l

[statistics [14] and [15], which are equivalent in the sense of dlasaifica-
tion results, are, in.turh, equivalent Ep those réported-in Rule IV by
Cooley and Lohnes {1971, p. Zéé} and in Rﬁle 5.6 by Eisenbeis and Avery
(1972, p. 19).] Expressions [14] and [15] lead to what is sométimes
referred to as the "iinear classificaciﬁn rule'; [14] isAlineaf in that
’ Lik is linear in gi; Equation 115] éxgmplies‘the Bayesian'céﬁditionalﬁ
propability model. : . -

Another linear rule based on posterior proba?iiities of group member-/ﬂj>
shié under the present cond;tions has been préposédﬂ‘ The formuia'used to
compute the posteriov probabilities is based on "¢ase E. Zk

unknown, By unknown," presented by Geisser (1966, p. 155). [See also Cooley &

= 7 but

Lohnes (1971, p. 269).] Geisser's work resulted {u ihe classification

.statistic,
R P * By
K
X Py, ¢ *h ,
a1k 1k

‘where h,, is the "predictive density of a future observation (vector) given
the available data!' and is proportional to

pl2 | N 2 ~(NK + 1)/2

Nk 1+ k "1k . .
N, + 1} '

K (Nk+1) (N - K)
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N

\

It has been shown (Huberty, 1971b) that when the_Nk-values are identical

" statistics [14] and [16] yield the same results. Of course, since for a

given individual the denominators of [15] and [16] are cdnstant, only the
maximum values of the numerators need be considered in making.assignments.

However, actﬁaily obtaining the probabilities may provide iﬁformation in

\

: \ : :
addition to that of mere number of correct and incorrect classifications.
. C N B ‘

\

For example, a VeCEOr of P values of (.80, .15, .05) versus h
. i

1k~ °F Q"
vector of (.48, .46, .06) would lead to the same deciéion, namely, ass#gn
-to group 1. However, it may bc informative to examine such wcctors tog
determine those individuals, and their charactépistics (as reflected iA X-
vectors), who are miséléssified. Also, by examining the probability v!ctors,
1¢ caﬁ be deﬁermined the group that an individual is most like (highest value)
and the‘group he is most unlike (lowest value). o

Under the condition of unequal covariance matrices, variationé of the
above three classification statistics are called for. If equal covariance
structure cannot be assumed,‘then S in [13] is replaced by thé,sample
covariance matrix for each group:

)' s

‘\[17] : © Dy = [X - X

Taking into account different group covariance matrices, the counterpart
/ ' ’ .

of [14] may be expressed as a "quédratic discriminant score,"

T = s _-1 t z2
L}, = “Mlnfs, | -5 )% +1np, .
Again, this classification statistic may be transformed to a statistic

that yields posterior ﬁrobabilities of group membership:
I :

|
4
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119] ey 1817 exp (KD
Pik % 1 -
I P8yl exp [ (@), %]

k'=1

[See Tat;ﬁoka (1971, p. 228) for a discussion of the transformation of [18]

to a posterior probabilqty.] Formulas [18] and [19] lead to what is sometimes
called thev"quadratic classification rule," since [18] is quadratic in 31'
A éecoﬁd quadiatic rule -=- [18] and [19]) yield identical results, as do

[14) and [15] -- has been proposed s alsp built on posterior probﬂabil.-.
ities of;group membership., The probabilities are based on a Bayésian density

speéified in Geisser's.(1966, p. 154) 'Case C. Zk unknovn, By unknown."

N
(See also, Press, 1972, p. 375.) The posterior probabilities are given by

°

[20) Q. =k Bik ,
ik T K
“w I P, 1 C8,.. _
k'e1 K- 1K : ~

where 81 is a density proportional to

/2 B ' 2 -N /2 - ] _-
Ml (M N (Dy) k r (% Pl -1)s (%
&(‘ N+ 2/ |11t | 2 koK
\ - k | .o% -1

~——

T |
It can be shown that [20] and [19] (and hence [18]) yield identical results
Qhe; the Nk -vaiues are the same.

~ Horst (1956a3 considered a formulation of the clasgification problem

involving separate fegressidn equations contrasting each criterion group
in turn with all others. In finding the regression equation corresponding
to group k,\the dichotomous criterion variable assﬁmes the value 1 for
individuals in group k and 0 otherﬁise. To estiﬁate the coefficients used

in Horst's "least squares" multiple classification method, the total co-

variance matrix of the predictors is involved. The following classification



.
7

statistic results, when Nk—values are identical:..
[21) Y. =b' (X, -X) +Y ,
where gi is the (pxl) vector of sample coefficients for group i,

b = L %% | ' “7 : ﬂ>\

with T = H+E and Yy the vector of deviation score cfoss?prbduct§ of the
predictors and the (dichotomous) criterion,rthe devié;;;ns“bein; taken from
the grand means, and ?# = Nk!N>= 1/k. The statistic [2i]‘¥éad§_§o a decision
rulé which assigns an individual to-that population for which his correspond-

ing composite score is nearest unity. A modification of [21] is required

~with different N, -values (Horst, 1956b).

k

For ease of reference the seven statistics presented are given in

e

Table 1.

-—-Insert Table 1 About Here-- :

With this apparent variety of classification statistics available,
which does one use? Assuming the condition of multivariate normality is

tenable, the choice seems to depend :pon whether or ﬁotrche added condition

.of equal covariance structure is also tenable, and whether or not differen-

tial priors are to be involved. IAp added criterion of choice may be
one's preference for use of statistics based on the classical aéproach'or
on the Bayesian solution of Geisser (1964, 1966) and Dunsmore (1966). Thé
Bayeéian éolution is simpler to come by in that it ié‘ndt based on aay
complicated distribution theory.) 1In a MdntexCarlgfstudf where both
noncross~validation and cross-validation resuits were»feporteq Huberty

and Blommers (1974) concluded that the rule based oﬁ [21]; or its modi--

fication for unequal N

k-values does not yleld as gréat'agpuracy as that
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yielded 5y the other rules considered. Knutsen (1955), however, concluded
from a single sample that this rule was more accurate than the rule based
on [14]. Huberty and Blommers (1974) also found that by incorporating
prior prﬁgabilities into a rule, classification Accuracyiis enhanced --
rules based on [13] or [17] versus those based on [14] or [18]). They
further concluded that rules based on [16] and [19] yielded nearly the

same results; no comparison of [16] and [15] was made, but since sampling
was made from populations with a common covariance matrix, it is conjectured
that these two statistics would yield similar accuracy of claséifi&ation.
So, in the linear case -- when covariance matrices are taken to be equal --
either [i4] ;Qr {15]) or [16] may be used as classification stétiétics with
expected results very similar.

Insofar as could be determined no studies have beern undertaken to
compare the efficiency of [18] (or [19]) to that of [20]. Cooley and
Lohnes (1971, pp. 270-272) report the results of some Monte Carlo classi;
fication studies in which the efficiencies of [14], [16], and [19] are
compared. (Théir "Anderson method" is equivalent to that based on [14].)
Theif results reported do not suggest the superiority of any one of the
threeistégistics; they do conjecture, however; thét the rule based on
[19] ", ..might suffer more frombcépitalization on chance differences in
covariénces [p. 272]." 1t 1is noted in passing that the equivalence of

[14] and [16] with equal N, -values and.pk - Nk/N = 1/K for all k (Huberty,

k
1971b), was empirically verified by Cooley and Lohnes (1971, p. 272) when
these statistics led to the same proportion of correct classifications.

A description and application of a simulation program designed to

obtain estimates of different types 6f misclagsification probabilities

and to compare linear and quadratic classification rules is given by



Michaelis (1973). The different misclassification probabilities are those
discussed in a subsequent section, "Estimating Error Rates;; It was assumed
that all prior p;obabilities and misclassification COsts;are equal. The two
multivariate normél classification rules used were, in essence, those based
on [14] (the linear rule) épd on [18) (the quadratic rule), disregarding the
1n Py terms. In the simulatiq?lprocess, the model parameters wereAchosen'
to be equal to parameters which had been estimated from real data. The
basig model considered wag;one where K = 5 and p = 8 with unequal.popﬁlation
covariance matrices. S;&ble sizes of>30 and 100 per group were used. Both-

"{nternal" classification,' where the parameter estimates are based on the

n ]

samples classified, and "external classification," where the parameter
estimates are based on a sample other than that classified, were used. As
might be expected, quadratic classification yielded the better results. The
difference between the fésults of infernal and external classification was
found.tq be substantially larger for the quadratic than fpr the linear rule,
especially for the smaller sample size. . This is presumably due to the fact
that the number of estimated parameters is much smaller in the linear rule.
For all simulated larger samples (Nk = 100) the external qﬁadratic classi-

fication gave better results than thu corresponding linear classification,

although the estimation of the parameters was not yet very good, as could

be seen from the differences between internal and external results —-

especially for quadratic classification. Even with the smaller .sample
sizes, where the differences between internal and external analysis are
very large, iq{most.samplés external quadratic classificatioh gave better
results than the correspsnding linear classification. In conclusion,

Michaelis recommends Both an internal and an external classification

in each practical application. The differences between the two resulting

ERIC
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proportions indicate an interval in which the "true error" can be expected
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to lie. Further, if thevtoo proportions differ greafly,‘one could expect
to achieve hetter clsssification of independent.sampies by incressing
the sample size. Results of several other simulatioﬁ ekperiments are
graphically reported. This is an excellent reference, for anyone interested
in 8imulation experiments in-multivariate~ciassification.

A few writers have advanced arguments in favor of using classification
statistics based on LDFs rather than on the originaljpreQictors (Coolcy
and Lohnes, 1962, p. 139; Tatsuoka, 1971, P. 232;,Eiséobeis and Avery,
1972, p. 56). Briefly, the arguments presented for using such "reduced
space' procedures are: (1) the linear transformation (when covariance
matrices are equal) preserves the overall structure as wcll as distances
in the reduced (or discriminant) space of dimension i = min(K-1,p), and
computations are easier, (2) since most often, r < 2, computations are further
reduced, and interpretatioqs are simpler; (3) the Central Limit Theorem
implies that the distribution of the linear discriminant scores for eaco
group approaches normality; aad (4) classifications may be more consistent
over repeated sampling because of relatively greater stability of statistics
based on LDFs. : ' _

In their empirical study, Huberty and Blommers (1974)-found that the
-decision rule based'on’[19] with oiscriminant scores as input did better
over repeatéd sampling than with original predictor scores. From the results
of anothcr empirical study, where the conditions of‘normality and equai'
covariance matrices were controlled, Lachenbruch (1973) concluded that a
reduced space classification method.works about as well as the mcthod based on
[14] if the population means are collinear ot nearly so. Otherwise, [14]_
proved much better. .In that study, the ssmple size and the pk-values

were taken to be equal across the groups. Lohnes (1261) used‘[17J~in
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classifying thrée sets of real data in both the originai spaces of the bredic—
tors and in the discriminant space. The equal covariance structure condigion
was not met for at least’two sets -- results were not preseﬁted for the

third data set. -For all three sets it was concluded that the two methods
produce coﬁparable classification results.

Four different classification rules were investigated in an empirical
study -- using data on engineering sﬁudents -- by Molnar and Delaurefis -
(1973). The statistics used may be expressed as (1) [17] in the discrimin-
aﬁt space, (2) [19] in the discriminant space, (3) [14] with equal pk—Valués
[the equivalent of the statistic used in the BMD 5M program (Dixon, 1973)},
and (4) [15] which is equivalent to that ﬁsed in the BMD 7M program. The ‘
‘second stétistic yielded slightly better resﬁlts than the first for
one set of data. The first, third, and fourthgstatistics did equally well
for a different data set. The purpose of such comparisons 18 not clear;
conclusions about the relative efficiencies of the rules cannot be made
from such a study. For the first set of data involving threé‘groups, three
two—groué classification analyses were also carried out. . |

In addition to discussing the use of LDFs in‘classificatién, Overall
and Klett (1922, Ch. 14) indicate th§£ another orthogonal transformation
may be Qs;ful for ciassificatioﬁ purposes., The traﬁsformation»is obtained .
via a principal components analysis of the within-groups covariance matrix,
S. The use of two LDFs and four principal_componenté were“compared'fér
a set of data involving three criterion groups, 16’predictors, and ne#rly
3000 individuals. Results-of maximum likelihood classification -- as
from }15] except that priors are not considered -- applied in the two_
 reduced spaces (of two and four dimensions) were very similar.

“Much more empirical work needs to be done in the multi-group case of.
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assessing the efficiency of the various classification statistics uﬁde:
different conditions. Comparisons within the set of linear rules, within
the 'set of quadratic rules, and across the two sets remﬁin problems for
future study, as do those involving the use of different priors and non-
normal distributions. Eisenbeis and Avery (1972, p. 53) conjecture that
" the use of linear versus quadratic techniques will affect the classification
less than variation in prior probabilities. 1In a two-group study Anderson
and Bahadur (1962) pointed out that.deviations ffom norﬁality ﬁay'affeét
-the results of quadratic classification much more than those of linear
classification. The study of reduced space classification using different
orthogonal transformations of the raw daﬁa in the dimension reduction

may dlso be of interest.

Efficiency of Classification

The results of any classifiéation analysis may Be sumﬁarized in a
KxK classification table (or 'confusion mécrix"). The two diﬁensions of
. the square métrix are actual group membership and'predicted group member-‘
sﬁip. One set of diagonal elements of such a cross-tabulation matrix give
the number oi “hits" or éorrect‘classifications for each grqup. Data from
"~ this matrix may be used to test whether the classification procedure used
is significantiy betgei than a purely random partitioning of the deciqion
space; i.e., better than if assignmeqfs of individuals to groups were |
based on chance aione. Since tﬁe only entries in the confusion matrix
of interest for this test are those on one of the diagonals, the usual
Pearson chi-square test is not appropriate. Significance by this fest is
a;necessafy but not sufficient cgndition for concluding that the number
of correct classifications is greater than would be expected by chance.

Three statistics have been proposed for testing the efficiency of
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a classification procedure; the referent distribution thatAnay be used for
all three is the standard normal. They are reporfed by Lubin (1950), McHﬁgﬁ
and Apostolakos (1959), and Press (1972, p. 382). (The second reference
has a minor error in a formula uséd.) _None of these tests is strictly
appropriate since the same data are being used to test the procedure as to
define the procedure. If sufficient data are available, it ﬁight seem more
- appropfiate to use é holdout saméle to assess efficiehcy; however, as will
be noted in the next two sections, better methods are available. The
hit fate yiei&ed by these better methods may then be compared to the expected>

hit rate based on chance alone, I P (Nk/N)'

fhe efficiencies of two different classification procedures applied to
the same data may be compared via McNemar's test of related proportions.
This test, and an extension of it proposed by W. G. Céchr#n for use in
éomparing more than two procedures, are discussed by Hays (1973, pp. 741,

773).

Estimating Error Rates

Most of the work done with methods of estimating proportions of
classifiéation errors deals with the two-group situation. Much of this
reseafch will be reviewed in the next section.

~ Three types of errors may be associated with aAclassification rule:
(1) true error, (2) actual error, and.(3) apparent error (Qee Hills, 1966).
Tr;é (or optimal) error is the long-run freqdency'of misclassifications
- using a“classificétion rule which assumes population parameters are known.

Actual error is the long-run frequency of misclassifitatibn uéing a rule

which uses estimates of the unknown parameters. Apparent error is the
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prOporticQ of the "norming sample” misclassified by a rule which uses
parameter éstimates»—— internal classifisation.' As will be shown in the mext
section, estimators of true error and of actual srror are simply formulated
in the two—group.case; however, tﬁe formslation for estimators in the multi-
group case are complicated, indeed (Click, 1972). Fot large samples, true
error and actual error will be ahproximatel} equai, and an estimator of

one could be used for .the othet. Apparent error has often been used as an
estimate of these two types of error. As ﬁight be intuited, since classify-
ing the norming sample withAa rule determined by this same sample is qsite
likely to capitalize on cﬁance,‘apparentisrror may grossly underestimate
actual or true error.

A better estimate may be cbtained by\extending a technique (Lachenbruch,
1967) which was proposed for the'two—grsug\case. This-("jackksife")
technique requires the'applicstios*of'a clsssification_rule—N~(-2Nk) times,
withholding a different vector of $Easures Qich time., The individual whose
vector was withheld is then reclaséified using the statistics based on the
other N-1 sets of measures. The proportions of misclassified individuals
from each group are used as estimstes.of the co?ditionalbprobasilities of
misclassification. One minus the;p1oportion of T:sclassification across all
K érospS'may be used as a measurs—of ths discrimnatory pswer of the predictors.
Such a measure informs a researcher how well a set, of predictors differen-
tiates the criterion prulatidns,'and'it may serve \as a yardstisk 15

determining whether the addition of new variables ol the deletion of old

ones is warranted (Geilsser, '1970, p. 60).

\

A
: ) A

Classification in Two-Group Case |
\

\ .
Rather than considering two linear discriminant sé?tes (i.e., values.

of Lik in [14a]), only one comparison is involved when/there are only

[KC 4 - \
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two criterion groups. The classification decision can be made by computing

-~ = vy ...—' _1
[22] Lig =Ly = & -X) S

where

be taken as \

| ‘ '_'%”_-

] ,—' —L' -1
v =& -X) 5.

The decision rule is to assign ihdividual i to the first population if
X, > ¢, and to the second population if v,

Y2 v &<

lence of two-group discriminant analysis and multiple regression analysis,

c¢. The formal equiva-

where the criterion varieble is measured by group membership, wae mentioned
previously in this paper. When the number of individuals in each of the two
groups is the same, classification based on [22]} is identical to that based
“oun [21] for.K = 2, | |

It is in the two-group case where most work has been done in assessing
the robustness of linear classification rules to various departures from
agsumptions. Investigations of linear :ules for unequal covariance matrices
have been performed by Kossack (1945), Smith (1947), and Gilbert (1969).
Studies involving the classification of non-normal data are reviewed in
a later section. See also, Lachenbruch (1966)

The use of prior probabilities or "base rates" in a univariate classi-
fieation schume was used about twent? years ago.b& Meehl and Rosen (195%)
in a two-gfoup study. . This ese of unequal priors to increase classification
accuracy was.critiqued by Cureton (1957). Overall and Klett (1972, pé..

[:R\ﬂ:67) discuss unequal base rates used jointly with LDF scores in

wll Toxt Provided by ERIC
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graphically determining appropriate cut-off points for classification int;‘
one of two groups. Alf and Dorfman (1967) determine a cut-off score for a ‘
single predictor or a weighted sum of predictors such that the expected
value of the decision procedure is maximizgd, taking gains and losses asso-
cliated with correct and incorrect assignments into account. See also,_
Gregsoﬁ'(1964).

Considerable theoretical agd empirical reseagch has been reported that
deals with estimating probabilities of misclassification in the two-gréup
case. H1lls (1966) has given an excellent account of the pfoblems inﬂbived
in estimating various error rateé in multivariate two-group classification
Vprobleﬁs. Hockersmith (1969) reviews numerous methods of estimating true
and actual error -- refer to the preceding section -- and reports the 
results of a Monte Cario study comparing the accuracy of thevmethods. The
comparatiQe accuracy of the methods depends upon the nuﬁber of predictors,
group size, and distance betweeh the two population centroids. It w;s'
'generaily concluded that a method using a holdoutﬂg;mﬁf;;rwhere a subset
of‘the ogiginalrset of observations is classifié&lusing the rﬁle determined
by the remaining observations (the norming sample), was inferior to the
others. As might be expected, it was concluded that appafent errof was a

poor method in nearly all situations studied. If one method were to be

selected when the normality condition is questionable, it would be the

"U method" -suggested by Lacheﬁi:uch (1967) which was described in the pre-

ceding section of this paper. \If the normality condition is met, a method

which combines the features of ;he U method and the use of the normal

distribution 1is recommended; here an estimate is taken as

(23] l%z[4> (- ii/sn ) + o /'h(fz/st)] ,

1
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where ¢ 1s the standard normal distribution function, Ek is the mean of
the Nk “values of [22] in group k each based on Nl + N2 -1 observations,

and SL#, is the standard deviation of such values for”group k. Other specific
conclusions were reached which, along with the general conclusions, wére
comparable to those of Lachenbruch and Mickey (1968) in a somewhat similar
study. See also the three papers by Sorum (1971, 1972a, 1972b).

Results of studies by Lachenbruch’(l968) and Hockersmith (1909)
have also led to conclusions regarding sémple size. The recommendations made
are déﬁendent upon the number of predictors, the distance between the two
populations, and the tolerance between the estimated and optimum error -rate.
Tabies are provided by both writers théh indicate a desired ég?mon sample
size in different situations. Using [23] as an error rate estimate, sample
size requirements are summar 1zed by Lachenbruch (1968) as follows: (1)
for large tolerance only small samples are needed; small tolerances imply
the need fdr'large samples; (2) groups widely separated need smaller éamples
fof classification than groups that are close toggther;»and (3) as the number
of pargmeters’increases; the required ?ample size to number of parameters
decreases. Hockersmith (1969) draws similar conclusions, and specifically
sﬁates that for ghe better er?or rate estimates, "...a sample size of
40 in each group could be used to insure withvSOme confidence that the
estimate of (true) error will be witﬁin a tolerance of .05 [p. 80]."

See also, Dunn (1971).

Specific Uses of Classification

Classificaticn has at times proved helpful when uééd in conjunction
with other multivariate data analysis techniques. A use of classification

procedures in a pred:.ctjion study is given by Lissitz and Schoenfeldt (1974);
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probabilities determined by [19], with{equalspriors, were used as weights

in a multivariate prediction model. Roget d Iinden (1973) transformed
values obtained from [13] to probabilities of group membership‘that were
used as claésification's atistics so as to test tﬁé efficiencies of three
grouping (or clustering) methods on a given set of data. 'A classification
procedure was also used by Schoenfeldt (1976) to validate a clustering
method. It is noted that the purpose of this lapter type of study is to
define groups rather than to predict group membership; thus the usual tests
gé signifiéance‘used in discriminant analysis do not apply (Friedman and
Rubin, 1967, p. 1167).

Jackson (1968) studied two methods of estimating unknown values in
discriminant analysis and used as his criteridn of comparison che propoftion
of correct classifications (one minus apparent‘error) yielded by each
method. The ériterion of one minus apparent error was also uéed by
Huberty (1971a) inigssessing the effectiveness of vafidﬁs methods of
selecting a subtset of predictors of a given size.

The close relationship of multivariate classification techniques to

"profile analysis" is pointed out by Overall and Klett (1972, Ch. 15).

Classification Research Applications

As in the section on discfimination applications, ohly selected
journal articles in behavioral research dealing Qith applications of classi-

.ficatioh procedﬁrés will be reviewed. Two sets of studies are reviewed:

(1) studies dealing aimost exclusively with claésificatibn, and (2) studies
using both discrimiﬁation and classification technidues.
Only one study selected (Doerr and Ferguson,>1968) carried out classi-
fication in the reduced space. Eight vocational test scéres and five interest
. inventory scores for 982 high school studehts Qgre used for assignment of

IC
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individuals into one of eight vocational course groups. The null hypothesis
of MANOVA was rejected. Two ”significanﬁ" LDFs were determined by examining
the ratios of the individual eigenvalueé of B~!H to their sum, i.e., to the
trace of E-!H. A random 10% (from each group) was used for cfoss-validation
purposes; both internal and ex;ernél classigication results were reported.

:Thé classification statistic used was not indicated; presumably it was [19]
in the reduced space -- no prioré were specified.

In some studies, conducted’ for fhe purpose of predictiqn‘ﬁhere the
depéndent measure is nominal, Fhe ciassification statistic is not made ex~
plicit. 1In a study by Stahmann (1969) it was merely Stated:that, "Multiple
discriminant analysis wés used as a classification procedure ...[p. 110]."
That study involved approximately 500 bachelor degfee graduates in five fields
of study; ten academic;test scores, nine occupational interest inventory
sc&res, and two self expressiohs of major field were used as predictor measures,
Neither equality of covariance matrices nor céntroids was considered. A
Iholdout sample was employed for validation purposes; the proportion of tﬁe‘
original sample was not specified. External classification results were re-ﬂ
ported for one data ;ét, while.intgrnal c;assification was used for two other
sets of data. 'FouEEeen measures, seven of which were academic test'scores,

tgpn 160 college freshmen were used by Chastian (1969) to predict membership
on one of four classes, twolaud@q-lingual_and two "cqgnitive."_ The hypothesis
of'eénal mean vegfors was zéjaéﬁed. Total énd\separate'group COrrelation-

' matfices were given.\AIntefﬁal classification results via an uﬁknown stétistic
were tabled; the need for ;xternal classification was noted, however.
Pearson's ﬁhi—square statistic was used to assess éhe;efficienc;'of classifica-~
tion. Mul%iplg regression technidues were used with the same predictors, but
to answer a different question. -

Four "intellective" and 30 "nonintellective" variables were used by



52

Keenen and Holmes (1970) in predicting membership in one of three groups
(graduates, withdrawals, failures) of 364 college freshmen. The classifica-
tion statistic used is [17]; A 50 percent holdout sample was used to
validate the classification procedure; internal and external classification
results were reported. The correlational ;iatistic, 1-A, was considered

since its use "

eeels pre;ently felt to be more meaningful than F (a trans-~
formation of A) in evaluéﬁipg the results of a discriminant analysis [p. 93]."

See Alumbaugh, Davis, ;nd Swehey (1969) and Cohen (1971) for gxamples
of two-group classification studies.

Five studies will now be mentioned that utilized bbth discrimination
and classification techniques;.for these studies only the statistical
techniques used Qill be discussed. All but one of the studies reported
only internal classification results. The classification statistic was not
specified by Kirkendall and iIsmail (1970), Southworth and Morningstar (1970),
or Asher qnd Shively (1969). In the first study Wilks' A was used to
test for centroid differences among the three populations. Standardized
weights were used to assess variable contribution to the lone LDF which
was retained due to the percent of '"total amoné—group\vgriatiQn" absorbed.
The genefalized Maﬁglonobis distance statistic -~ labeled ﬁ in;the present
review -- was used in the second study Fo test the null hypothesis of
MANOVA. It was not spégified-which LDF'weights were used to gort out the
two most effective discriminators. Asher and Shively substituted mean
values of variables within each of their four groups for missing d#ta.
Three LDFs were statistically significant, but only two werc considered
since  the two asscoclated eigenvalues accounted for nearly’97% éf the trace
of E-lH. The typé of weights used for interpretive ﬁurpooes was not made

~ " explicit.
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Standardized weights were used by Neal and King (1969) and Wood (1971).
Followipg the use of Wilks' lembda statlstic, Neal and King carried out both
an internal and external classificuation using, presumably, statistic [19] f;
priors were not spécified. A "chi-square Goodness of Fit test' was used/gg
determine if the observed distributions, via both internal and external ‘
clagsification, could have been obtained by chance. The results of the
statistical classification were compared to those of a‘"confiéural analysis"
by means of a "chi-square contingency test.'" The QMD;sM program was used
by Wood for his.group assignment proccedure; that is,-statistic [14) lacking
the 1n p, term. iThe coefficients of the classificetion eqoations} {1léa},
were "scaled" tc determine the "relative discriminatory power fot each vari-

able."

Other Issues, Problems, Developﬁeofs

Regressinn Analysis and Classification

The formal relationship between multiple regression analysisnand two-

group discriminant analysis was noted previously in this paper. " There

have been a few studies which have attempted to compare the clasgification
efficiencies of the two methods on a given set of data. In'one “study
(Alexakos, 1966), college grade-point average was used -as- the criterion
measure for both analyses, in two other studies,(Dgnn, l9;y, Bledsoe, 1973)

the criterion measure is different for the two analyses.:-In the first

study the classificatinn method used was not made clear; Dunn used the

statistic g;ven in [13], while Bledsoe used [15]. From a statistical view-.

point, the appropriateness of such comparisons appears qiestionable. Use

of the same criterion measure in both.analyses would'ignore requirements for

one or the other, also, the results of such a comparison could be different

depending upon the classification statistic used. Using different criterion

b v e
;
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“measures implies that the statistical predi:tioans would nct be comparable.

Some substantive knowledge may be gained from such comparisons, however,

0f course, the two analchs angwer different and, perhaps, interesting

~questions (Tiedeman, 1951). [See Rulon, et al. (1967, pp. 323-336.]

A hybrid of the regression and discriminant analyses which has consider-
able intuitive appeal is a "joint probability model" which was originally
proposed by Tacsuoka (1956). This model considers information concerning

group membership in combination with that concerning success or productivity

~ in a group. This 1is an extension of the classification problem in terms of

[Kc
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applications to vocational and educational guidance. The approach is dis-~
cussed and:illustrated by Tatsuoka (1971, pp. 237-242) and Rulon, et al.
(1967, Ch. 165. As atcractive as this approach may appear, it has not
enjoyed widesprcad use; the Lissitz and Schocnfeldt (1974) study referred
to earlier used the idea, though it was not very helpful.

Non-Normal Data

-y

Although most research in discrininant_cnalysic uéing non-normal data
has dealt with classification,_some work has been done in the area of
discriminacion,ﬂ Variable selection Qas the concern of Elashoff, Elashoff,
and Goldman (1967) wi;h dichotomcus'discriminctors in the two-group case,
and of Hiiis (1967) with dichotomous and polychotomous vaciables.in the
case of cwo or more groups. The selecticnnprocedure used by Hillc was
bascd on one of the nearest neighbor allocation rulcs of Fix and Hodges
(1951); this latter report gives scme of the first work in nonparametric
discriminant analysis. A theoretical paper by Raif{a (1961) deals with
the problem of (sequcncially) selecting from items wnich are scored 0-1,

a subset which will diqcriminate two groups of individuals about as well

N\

as the original set, -



General non-parametric or disrributioo—free, as well as specific
discrete and other non-normal, univariate and multivariate classification
procedures have been very adequately reviewed by Das Gupta (1973). Various
procedures have been develoned to classify individuals or observations
characterized by various types of variables. For example, Solomoo (1961)
and Cochran and Hopkins (1961) developed classification techniques for
categorical variables; Bargmann (1962b) developed a technique to clagsify .
time dependent data; Keodall (1966) and Kossack (1967b) developed techniques
for ordinal data; Fix and Hodges (1951) developed a non-parametric technique
for variables with unspeeified distributions. Applications of non-parametric
Vtechndques in behavioral research have been very limited; two applicatiods
of the analysis of Cochran and Hopkins have been reported by Toms and
Brewer (1971) and Kruglick and Brewer (1974). See also, Overall and Klett
(1972, ch. 16). | |

A multivariate classification procedure which can handle‘different types
of predictor variables has been proposed and illustrated by Henseﬁke, Kossaek,
and Lissitz (1974). The technique used , which is an extension of that pro-
-posed by Kossack (1967a) for the two~group case, accommodates t-iltiple groups
and three different types of veriables: interval, ordinal, and nominal.

It involves the transforoation of each variable type in an appropriate fashion
so as to convert it toran essenrially measureable variable wrrh_equal group
covariance matrices. The transformation of the nominal variable is peeed N
on that used by Bryan (1961). Once the transformations are completed a

LDF 1s formed, aod a Bayes classiiication rule is ueed. For a single

set of data they found their generalized classification procedure to be

“"clearly superior" to the statistic [16] used on the sameé data by Lohnes

and Gribbons (1970).
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Other comparisons of the efficiencies of normal—based and nonparametric
classific-tion rules for the K-group case are needed. Empirical studies |
_extending comparisons made in the two-group case by Fix and Hodges (1952),
Gilbert (1968) Gessaman and Gessaman (1972), and Moore (1973) would be
four possibilities. Another possibility is an extension of the Lachenbruch,

Sneeringer, and Revo (1973) study.

Incomplete Data

A number of methods have been proposed for handling the proplem of
parameter estimation when data values are missing or unknown in a multivariate
analysis. Afifi and Elashoff (1966) provide an extensive review of tne
literat’ure dealing wit}y this problem. The escinar.ion of covariance and‘.
corfelation matrices for a single population was studied by Timm (1976).
Most studies of this kind assume the data are missing at random (see Rubin,
1973). B S

As in other areas of discriminant analysis, most'researeh dealing-ﬁith '
incomplete data has been done for the two-group case. JacksOn'(i968)
presents results of an empirical stodf where both the number of variables
and number of individuals were very large; Her preiiminary findings
suggest that the far simpler method of using means fof missing nsluesvgives

results comparable with those of an iterative regression estimation technique.

Probabilities of correct classification under eight methods of handling

(randomly) missing values were studied by Chan and Dunn (1972) using Monte

Carlo methods. The mean substitution method (again) and a principal
componeit method were found, in ‘general, to be'soperior to the
other methods for cases considered. These writers caution that their results

" may not hold up with non-randomly missing data,twith non;nornal populations,

_EKC
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and with unequal population covariance matrices. For a third study involving
only two criterion groups, see Smith and Zeis (1973). See also McDonald

(1971).

Use of T Versus E

In an early section of this paper a formulation for obtaining coefficients
of LDFs was expressed in terms of the within-groups SSCP matrix, E (see

eqaatioh [21]). Computationally, it would be equivalent to use

|T™18 - 01] =0 ,

which weuld lead to vectors of coefficients which afe'proportional to those
obtained using E (Rozeboom, 1966, p. 562; Porebski, 1966a). . In their
formulations a few writers prefer the use of T, while most writers use E.
The use of the T matrix was suggested by Ottman, Ferguson, and Kaufman (1956)
in obtaining classification equations as an alternative to those given by
Lik ~ 1n P, (see [l4a]). The classification statistic proposed by these
‘writers is Z£T'lzi -V%Z£T‘12%. They claim that one of the principal ana

", ..once the data for the

'unique advantages of such a formulation is that

general population are available, the general population can be further

‘subdivided and more equations developed for an indefinite number of sub-

populations [p. 80)." The modified statistic is eASily amenable ifor

droeping, adding, or adjusting any of the criterion groups.

| In discrimination the important consideration in deciding which SSCP

or covariance matrix(ices) to use pertains not to computatibns but to-

inferences the researcher wishes to make. Of course, inferential statements

are related to tﬁe sampling design of the investigation. If the different

groups being studied do not represent natural‘subgrOUpa of some larger pop- -
Q llations -~ e.8., an experimental study involving different treatments -

ERIC -
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then it might seen appropriate to use T. However, when attempting to

substantively interpret the LDFs in such a situation the use of T is

irrelevant since the LDFs have no population counterpart (Mulaik, 1972,

p. 428).

Reporting Discriminant Analysis Results

No matter which purpose or combination of purposeS'an analysis 1is to
serve, it is recommended that the following be reportedt« (1) method of
sampling, (2) data collection procedures including cleat descriptions of
measures used, (3) number of individials in each criterion group, (4) means
and variances (or standard deviations) on each variable for each group, and
over ell_groups combined, and (5) the pxp correlation matrix based on E.

In addition, the conputer program(si used -- e.g., ftom a package, or
self-written —- should be specified.

When separation is considered, univariate statistics (e.g., ANOVA
. F-values or the transformed correlational indices.ench as w?) should be
reported. Some assessment of the equal gtoup coveriance structure condition
is recommended, such as group covariance matrix determinants or value of
a test statistic. The statistic used in testing tne null MANOVA hypothesis‘
should be reported. -- the type as well as a numerical value. ’

For discrimination the reporting of the above: information plus more
1s recommended. First of all, the coefficients ghould be given, indicating
. whether they are applicable to raw scores or stangardized scores. Also,
if discriminator versus LDF correlations are used, they ought to belreported,
~indicating wnetner tnejwete Beeed'onAtne‘total;grbup formulatien“[5]woruthe
within-groups fornnlation [6}. If it 1is inferred that some discriminetors

could be deleted.in subsequent similar studies, coefficients for the retained

e '/
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variables should be recomputed and reported. If the researcher favors the -
interpretation of functions beyond that associeted with the largest root of
E”!H, then it 1s recommended that two-dimeneional,piots of centroids be
presented.

Further, assuming significant separation is determined, reporting an
estimate of the proportion of variance of the p variables that is ettributabie
to centroid differences is recommended. Estimates of pairwise group distances
(between centroids) using {9] may also be informative.

Certain information ought to be made explicit ;hen reporting results
of a classification study. Heté too, values used in assessing group covar-
iance structure should be reported. Reporting the classification rule or
statistic used is also advised 2long with the priors used, It is further
recommended that a table of hits and misses be given using both an internal

and an external classification method.

General References

The sources. cited here are restricted to those that can be used as |
refefences for discrimination and classification. All of them were referred
to at least once earlier in this paper. : o i

To date, the best references, iﬁ the opinion of this writer, for%is-
cussions on discrimination are not found {n books on multivariate pethéds.
Four of'these,'iﬁ order of preference, are Tatsuoka (1973a),_Porebski, |
i1966b), Bargmann (1970), and Bock and Hagéard (1968). 1In the Tatsuoka
chapter, issues and problems in interpretation of LDFs are scattered through-
out. A very readeble discussion of the basic mathematics involved in

discrimination and of an approach to interpretation is provided in a pamphlet

~ by Tatsuoka (1970). An elaboration of this coverage is also provided by

|
]
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the same writer (Tatsuoka, 1971). Brief discussions are given in two cbap-
ters by Cooley and Lohnes (1971, Chs. 9 and 12) and at the very end of the
fine book by Mulaik (1972). Tatsuokals,interpretations are based-on stan-
dardized weights, while Cooley and Lohnes and Mulaik prefer the variable-
LDF correlations. Eisenbeis and Avery (1972) give a good discussion of the
problem of variable selection.

Tatusoka (1971) also provides a coverage of classification procedures,
including a good discussion of posterior probabilities of éroup membership.
An excellent general discussion of classifications based on posterior
probabilities is given by Overall and Klett (1972), while Eisenbeis and
Avery (1972) provide a discussion of tbe estimation of error rates. For
the educational researcher, these latter two books suffer from the drawback
of the lack of appropriate illustrations; ﬁisenbeis and Avery also have some
annoying errors in their expressions for a few statistics. The books by
Cooley and Lohnes (1971) and Press (1972) are the only ones of those re-
viewed that present Geisser's_classification statistic basedvon posterior
odds -- [16]_in the former and [20] in the latter. The bookvedited by
Cacoullos (1973), basically one on multivariate classification, contains
at least six very readable papers, all referred to earlier, plus a rather
extensive bibliography at the end of the book. The review by Das Gupta is

highly recommended.

Computer Programs
One or more of a number of statistical computer "packages' are readily
accessible at most institutions -- BMD, OSIRIS, SAS, and SPSS are popular.v
packages. The three "discriminant analysis' programs in the BMD.package
(Dixon, 1973) have been reviewed quite extensively elsevhere (Huberty;
X 1974a). The single program inlthe IBM Scientifio Subroutine Package (SSP)

ERIC
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is the same as thé BMD 5M prograﬁ, "Discriminant Analysis for Several Groups."
The discriminant "functions” yielded by the BMD multi-group programs are
the equations as‘is“!14], not those found via [3].

There are some books that list a nsﬁber of computer programs (e.g.,
Veldman, 1967; Cooley and Lohnes, 1971; Overall and Klett, 1972). As can
be determined from the descriﬁ;ion given; the outbut of Veldmen's discriminant
analysis program (DSCRIM) includes the variable-~LDF corfelations as given'ih
[6] and the group centroids. To classify individuals using Veldman's
program it is necessary to use his cluster analysis program {HGROUP) which

uses the statistic [13]. The discriminant analysis program of Cooley and

‘ Lohnes (DISCRIM) yields standardized weights, variable-LDF correlations as

given in [5], the value of 1-A, and "communalities" as given in [8]. Their

classification program (CLASIF) utilizes the method of Geisser [16] for

internal classification with priof'probabilities defined by greup sizes
relative te N. The equality of the population covariénce'matrices is
tested with their MANOVA program; however, no qsadratic classification results’
arevpbssible. The discriminant ahalysis,progfam of Overall and Klett :°
provides output similar to that of Cooley and Lohnes,'plus pairwise distance
measures (see [9]). The statistic used in their classification program is
[15]; intersal classificstion is also possible in a reduced space deter-
mined by orthogonal transformations of the original p measures.:v‘

A discriminant analysis program is also given b} Eisenbeis and Avery
(1972)./ This prbgram, which is reportedly available from The University of
Wisconsin for a cost, pfovides considerably more output informaﬁion fdr _

purposes of variable selection and of classification than those previously

mentioned. No variable-~LDF correlations are computed, however. The test

I3
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of equal co?ariance matrices is carried out, followed by the use of eitﬁer
a linear [14) or a quadratic [18] classification statistic; reduced space
-classificatioﬁs are also optional. The Lachenbruch (1967) Jjackknife method
of estimating the probability of misclassification is used in this program.
The combination method of variable selection described in an earlier
section 1is utiiized. » ~

A new BMD program, discussed by Dixon and Jenrich (1973),»is now
available; it requires some special hardware, and may be obtained for a
small cost. The program has three very promising added features: provision
for (1) more meaningful graphic interpretation of results, (2) the handling
of the unequal covariance structure situation, and (3) specifying relative
costs of misclassification as well as differential prior probabilities
for each group.

There are a few very general multivariaée programé (e.g., those by
Elliot Cramer and by Jergmy Finn)-that are available to users. A program
calledeUDAID, which is used extensively at The University of Georgia,
is an updated version of that by Applebaum and Barémann (1967); it is now
used mostly on—the CDC 6400. The Cramer, Finn, aﬁd Bargmann programs are
used‘basically for separation and discrimination, with varying 6utputs.'

Other 1ndiv1dua1'specific computer programs useful in discriminant analysis

are available. Refe:gnces to many programs can be found in the journals,

Educafional and Psychoiogical Measurement and Behavioral Science.



63

References

Afifi,nA.‘and Elashoff, R. M. Missing observations in multivariate statistics

I. Review of the literature. Journal of the American Statistical As-
sociation, 1966, 61, 595-604.

Aitkin, M. A. A classvof tests for multivariate normality baéed on linear
functions of order statistics. Research Bulletin RB-72-16. Princeton,
N.J.: Educatiional Testing Service, April, 1972. |

Alexakos, C. E. Predictive efficiency of two multivariate statistical tech-

- niques in comparison with cliniéal predictioné. Jourhal of Educational

Psychology, 1966, 57, 297-306.

—- Alf, E. F. and Dorfman, D. D. The classification of individusls into two cri-
terion groups on the basis of a discontinuous payoff function. Psycho-
metrika, 1967, 32, 115-123.

Alumbaugh, R. V., Davis, H. G., and Sweney, A. B. A cohparison of methods

for constructing predictive instruments. Educational and Psychological

Measurement, 1969, 29, 639-651.
Anderson; G. J., Walberg, H. J., and Welch, W. W. Curriculum effects on the
social climate of learning: ‘A new representation of discriminant func-

“tiops. American Educational Research Journal, 1969, 6, 315-328.

Anderson, T. W. Introduction to multivariate statistical analysis. New
York: Wiley, 1958. ’

Anderson, T. W. and Bahadur, R. R. Classification into two multivariate
normal distributions with different covariance matrices. Annals of

Mathematical Statistics, 1962, 33, 420-L3l.

Applebaum, M. and Bargmann, R. E. A FORTRAN II program for MUDAID: Multi-

variate,\univariéte,-and discriminant ang;xsis of irregular data. Tech=-
= ' nicaleeport. Urbana, Il1.: University of Illinois, 1967. ‘




64

Asher, W. and Shively, J. E. The technique of discriminant analysis: A

reclassiiication of Harbison and Myers' seventy-five countries. Com-

——s

parative Education Review, 1969, 13, 180-186.

:
8

Baggaley, A. R., Isard, E. S., and Sherwood, E. J. Discrimination of aca- '
demic curricula by the runner studies of attitude patterns - College

Form. Measurement and Evaluation in Guidance, 1970, 3, 41-44,

Bargmann, R. E. 'Representative ordering and selection of variables. Final

Report, Cooperative Research Project No. 1132, USOE; 1962a.

Bargmann, R. E. A method of classification based on dependent O-1 patterns.
Research Report, RC-677, IBM, 1962b.

~ Bargmann, R. E. Exploratory techniques involving artificial variables. In

P. R. Krishnaiah (Ed.), Multivariate enalys’s II. New York: Academic
Press, 1969. Pp. 567-580.

Bargmann, R. E. Interpretation and use of a generalized discriminant Func-

tion. In R. C. Bose, et al. (Eds.), Essays in probability and statis-
tics. Chapel Hill, N.C.: University of North Carolina Press, 1970.

Pp. 35-60.

Bartlett, M. S. Multiveriste aualysis. Journal of the Royal Statistical

Society, Series B, 1947, 9, 176-190.

Bértlett, M. S. and Please, N. W. Discrimination in the caﬁe of zero mean
differences. Biometrika, 1963, 50, 17-21.

Bausell, R. B. and Magoon, J. Expected grade iIn a course, grade point aver-
age, and student fatings of thevcourse and the instrucior. Education-

al and Psychological Measurement, 1972, 32, 1013-1023.

Bledsoe, J, C. The prediction of te#cher competence: A comparison of two

multivariate statistical techniques. Multivariate Behavioral Research,

1973, 8, 3-22.



65

Bock, R. D. Contributions of multivariate eiperimental designs to educa-

tional researc». In R. B. Cattell (Ed.), Handbook of multivariate

experimental psychology. Chicago: Rand McNally, 1966. Pp. 820-840.

Bock, R. D. and Haggard, E. A. The use of multivariate analysis of vari-

ance in behavioral research. In D. K. Whitla (Ed.), Handbook of mea-

surement and assessment in behavioral sciences. Reading, Mass.: Ad-
dison-Wesley, 1968. Pp. 100-143. -

Bryan, J. G. Calibration of qualitative or quantitative variables for use

in multiple-group discriminant analygis. Scientific Report No. 2
Contract No. Af19(60h)-5207. Hartford, Conn.: The Travelers Insur-
ance Companies, January,.l96l.
Burnham, P. S. and Hewitt, B. A. Determiﬁing vocational characteristics
.. | versus predicting membership: A foliow-up of male college graduates.

Journal of Psychology, 1972, 81, T73-8L.

Cacoullos, T. (Ed.) Discriminant analysis and applications. New York:

Academic Press, 1973.

Chan, L. C. and Dunn, O. J. Treatment of missing values in discriminant

analysis - I. The sampling experiment. Journal of the American Sta-

tistical Association, 1972, 67, LT73-U7T7.

Chapin, J. R. Patterns of characteristics of successful mathematics teach-

ers and those who leave the profession: A case study. Mathematics

Teacher, 1971, 63, 159-163.
Chastian, K. Frediction of success in audio-lingusl and cognitive classes.

Langégge Learning, 1969, 19, 27-39. A -~

Cochran, W. G. On the performance of the linear discriminant function.

Technometrics, 1964, 6, 179-190.




66

|
Cochran, W. G. and Hopkins, C. E. Some classification problems with multi-

i

variate qualitative data. Biometrics, 1961, 17, 10-32. 2
—_— s

Cohen, D, Differentiating motivations underlying vocaticnal cAoice.

Journal of Educational Kesearch, 1971, 64, 229-234.

!
Collier, R. O. A note on the multiple regression technique forydeleting

variables in the discriminant function. Journal of Experimental

Education, 1963, 31, 351-353.

Cooley, W. W. and Lohnes, P. R. Multivariate data analysis. New York:
Wiley, 1971.

Cramer, E. M. ?;uivalence of two methods of computing discriminant
function coefficients. Bioratrics, 1967, 23, 153.

Cureton, E. E. Recipe for a cookbook. Psychological Bulletin, 1957, 54,

494~-497,
Darlington, R. B. Multiple regression in psychological research and

practice. Psychological Bulletin, 1968, 69, 161-182.

Dariington, R. B., Weinberg, S. L., and Walberg, H. J. ‘Canonical variate

analysis and related techniques. Review of Educational Research,
1973, 43, 433~454,
Das Gupta, S. Theories and methods in c}aSsification: A review. 1In

!

T. Cacoullos (Ed.), Discriminant analysis and applications. New York:

Academic Press, 1973. Pp. 77-137.

Dempster, A. P. Stepwise multivafiate analysis of variance based on
principal variables. Biometrics, 1963, 19, 478-490.

Désu, M. M. and Geisser, 3. Methods and appliéations of equal-mean

diserimination. In T. Cacoullos (Ed.), Discriminant analysis and

applications. New York: Academic Press, 1973. Pp. 139-159.

Dixon, W. J. (Ed.) Biomedical computer programs. Berkeley, Calif.:

University of California Press, 1973.

e



67

Dixon, W. J. and Jerich, R. I. Computer graphical analysis and discrimina-

tion. In T. Cacoullos (Ed.), Discriminant analysis and applicetions.
New York: Academic Press, 1973. Pp. 161-1T2.

Doerr, J. J. and Ferguson, J. L. The selection of vocational-technical stu-

dents. Vocational Guidance Quarterly, 1968, 17, 27-32.
: J

Draper, N. R. and Smith, H. Applied regression analysis. New York: Wiley,
1966.
Dunn, F. E. Two methods for predicting the selection of a college major.

Journal of Counseling Psychology, 1959, 6, 15-27

. Dunn, 0. J. Some expected values for probabilities of correct classification

in discriminant analysis. Technometrics, 1971, 13, 345-353.
\ ° .

Dunsmore, I. R. A Bayesian approach to classification; Journal of the Royal

 Statistical Society, Series B, 1966, 28, 568—577

Eisenbeis, R. A. and Avery, R. B. Discriminant anslysis and classification

procedures. Lexington, Mass.: Heath, 19T72.
Eisenbeis, R. A., Giloert G. G., and Avery, R. B./ Investigating the rela-
tive importance of individual variables and 4ariable subsets in dis-

/

criminant analysis. Communications in Statistics, 1973, 2, 205-219.

Elashoff, J. D., Elashoff, R. M., and Goldman#/G. E. On the choice of var-

/
/

. isbles in classification problems with dﬁchotomous variables. Biome-
. ‘ b =

trika, 1967, Sk, 668-670.

!
!

Field, T. W., et al. Identifying patterns of teacher behavior from student

evaluations. Journal of Applied Psychology, 1971, 55, h66-h69

Fix, E. and Hodges, J. L. Discriminatory analysis, non-parametric discrim-

ination: Consistency properties. Project No. 21-&9-00& Report No.

4. Randolph Air Force Bese, Texas: USAF School of Av1ation Medicine,

. February, 1951.



Fix, E. and Hodges, J. L. ULiscriminatory analysis, non-parametric discrim-

ination: Srmall sample performance. Project No. 21-49-004. Report No.

1l. Randolph Air Force Base, Texas: USAF School of Aviation Medicine,
August, 1952.

Friedman, H. P. and Rubin, J. On some invariant criteria for grouping data.

Journal of the American Statistical Association, 1967, 62, 1159-1178.

Gabriel, K. R. Simultaneous test procedures in multivariate analysis of
variance. Biometrika, 1968, 55, 489-50k.

Geisser, S. Posterior odds for multivariate normal classifications. Jour-

nal of the Royal Statistical Society, Series B, 1964, 26, 69-T6.
Geisser, S. Predictive discriminetion. In P. R. Krishnaiah (Ed.). Multi-

variate analysis. New York: Academic Press, 1966. Pp. 149-163.

Geisser, S. Discriminatory practices. In D. L. Meyer and R. 0. Collier

(Eds.),_Bayesian statistics. Itasca, I1l.: Peacock, 1970. ‘Pp. 57-T0.

Gessaman; M. E. and Gessaman, P. H. Comparison of some pmultivariate dis-

crimination procedures. Journal of the American Statistical Associa-

tion, 1972, 67, 468-4T2.

"Gilbert, E. S. On discrimination using qualitative variables. Journal of

the American Statistical Association, 1968, 63, 1399-1k12.

~Gilbert, E. S. The effect of unequal variance-covariance matrices on

Fisher's linear discriminant function. Biometrics, 1969, 25, 505-515.
Glick, N. Sample-based classification procedures derived from density es-

timators. Journal of the American Statistical Association, 1972, 67,

116-122.
Goldman, R. D. and Warren, R. Discriminant analysis of study strategies
' - connected with college grade success in different majJor fields. Jour-

nal of Educational Measurement, 1973, 10, 39-L4T.




69

N

Gregson, R. A, M., Sorting sheep from goats with one yardstick. 'Occupa-

tional Psychology, 1964, 38, 191-201.

Grimsley, G. and Summers, G, W. Selection techniques for Pakistani post-

graduate students of business. Educational and Psychélogical Mea-
surement, 1965, 25, 11_ .lk2.

Grizzle, J. E. An example of the analysis of a serigs of response curves
and an application of multivariate multiple comparisons. In R. C.

Bose, et al. (Edh.), Essays in probability and statistics. Chapel

Hill, N.C.: University of North Carolina Press, 1970. Pp. 311-326.

Hell, C. E. Three papers in multivariate analysis.,,Palo’AifBjrCalif.:

American Institute for Research, 1967.
Hall, C. E. Rotation of canonical variates in multivariate analysis of

variance. Journal of Experimental Education, 1969, 38, 31-38.

Harman, H. H. How factor analysis can be used in classification. Research

Bulletin, RB-T1-65. Princeton, N.J.: Educational Testing Service,
1971.

. \
Harris, C. W. Note on dispersion analysis. Journal of Experimental Edu-

cation, 1954, 22, 289-291.

Hays, W. L. Statistics for the social sciences. New York: Holt, Rine-

hart and Winstoﬁ, 1973.

Healy, M. J. R. Comguting a discriminant function from within-sample
dispersions. Biometrics, 1965, 21, 1011-1012.

Henschke, C, I., Kossack, C. F., and Lissitz, R. W. A generaiized classi-
fication technique using interval, ordinal, and nominal variables.

Multivariate Behavioral Research, 1974, 9, 105-118.

" Hills, M. Allocation rules and their error rates. Journal of phe Royal

Statistical Society, Series B, 1966, 28, 1-31.




70
Hills, M. Discrimination and allocation with discrete data. Applied
Statistics, 1967, 16, 237-250.

Hockersmith, F. B. Evaluation of new approaches to classification error

rates. Special Report, Project No. 6-2151, Grant No. OEG-1-7-062151-
0571, HEW, 1969.

Hodges, J. L., Discriminatory analysgis. I.ﬁ_Survex;or discriminatory analy-

sis. Report No. 1, Project No: 21-49-004. Randolph Air Force Base,
Texas: USAF School of Aviation Medicine, October, 1950.

Horst, P. The prediction of personal adJustmeht. New York: Social Sci-

ence Research Council, 1941.
Horst, P. Multiple classification by the method of least squares. Jour-

nal of Clinical Psychology, 1956a, 12, 13-16.

Horst, P. Least square multiple classification for unequal subgroups.

Journal of Clinical Psychology, 1956b, 12, 309-315.

Horst, P. Factor analysis of dat; matrices. " New York: .Holt, Rinehart
and Winston, 1965.
Horst, P. An overviéw of the essentials of multivariate analysis methods.

In R. B. Cattell (Ed.), Handbook of multivariate emriméntal psy-

choiogz. Chicago: Rand McNally, 1966. Pp. 129-152.
Horton, I. R., Russell, J. S., and Moore,‘A. W. Multiiariate-covarignce
~ and canonical analysis: A method fof selécting the most effective
discriminators in a'mu;tivariate situation. Biometrics, 1968, 25,
845-858. |
Huberty, C. J An empirical comparison of selected classification rules
in multiple group discriminant analysis. Unpublished dgctdral dig-

sertation, University of Iowa, 1969.



B!

Huberty, C. J On the variable selection problgm in multiple group discrim-
inant analysi;._wfaper presented at the Annual Meeting of the American
Educational Research Associafion, New York, February, 19Tla. |

Huberty, C. J The equivalence of two multivariate classification schemes.

Multivariate Behavioral Research, 1971b, 6, 243-246.

Huberty, C. J Multivariate indices of strength of association. Multivar-

" "iate Behavioral Research, 1972a, T, 523-526.

Huberty, C. J Regreésion analysis and 2-group discriminant analysis. Jour-~

nal of Experimental Education, 1972b, 41, 39-L1.

Huberty, C. J Use of some "discriminant analysis" computer programs. Paper
presented at the Annual Meeting of the American Educational Research
Association, Chicago, April, 19Tka.

Huberty, C. J Covariance and discriminant analysis. Paper presented at thé
Annual Meeting of the Southeastern Psyéhological Association, Holly-
wood, Florida, May, 19Thb. n

Huberty, C. J and Blommers, P. J. An eapirical compafison of three 1ndices
of variable contribution in multiple group discriminant analysis. Pa-
per presented at the Annual Meeting of the American Educational Re-.
search Association, Chicago, April, 1972.

Huberfy, C. J and Blbmmers, P. J. An empirical comparison of the accuracy

of selected multivarigte classificétioh rules. Multivariate Behavior-

al Research, 1974, §, 59-84,

Ito, K. On the effect of heteroscedasticity and nonhormality upon some
multivariate test procedures. In P. R. Krishnaiah (Ed.), Multivar-

iate analysic II. New York: Academic Press, 1969. Pp. 87-120.

Jackson, E. C. Missing values in linear multiple disc¢riminant. analysis.

Biometrics, 1968, 24, 835-8ukL.



72

James, G. S. Tests of linear hypc 1eses in univariate and multivariate
: A . g
analysis when the ratios o : population variances are unknown.
Biometrika, 1954, 41, : .

Jones, L. V. Analysis of variance in its multivariate developments. In

R. B. Cattell (Ed.), Handbook of multivariate experimental psychology.

Chiﬁsgo: Rand McNally, 1966. Pp. 24L-266.

\

Keenen, C. B. and Holmes, J. E. Predicting greduation withdrawal and fail-

ure in college by multiple discriminant analysis. Journal of Educa-

tional Measurement, 1970, 7, 91-95.

Kendall, M. G. Discriminantion and classification. In P. R. Krishnaiah

(Ed.), Multivariate analysis. New York: Academic Press, 1966. Pp.

165-185.

Kendall, M. G. A course in multivariate analysis. New York: ,Hafner,
-1968.
Kendall, M. G. The basic problems of cluster analyéis. In T. Cacoullos

(Ed.), Discriminant analysis and applications. New York: Academic

Press, 1973. Pp. 179-191.
Kirkendall, D. R. and Ismail, A. H. The ability of personality variables
in discriminating among three intellectual groups of preadolescent

boys and girls. Child Development, 1970, 431,1173-1181.

Knutsen, M. An empirical comparison of the linear discriminant function
_ ﬁnd multiple regression technigues ih the classifying of subjects
into thrge categories. Unpublished doctoral dissertation, Univer-
sity of Washington, 1955.

Kossack, C. F. On the mechanics of classification. Annals of Mhthemati-

cal Statistics, 1945, 16, 95-98.



73

Kossack, C. F. A generalized classification statistic. Technical Report

No. 16. Contract No. AFL1(609)-31L5. San Antonio, Texas: Personnel
Research Laboratory, Lackland Air Force Base, May, 1967a.

Kossack, C. F. Non-parametric statistical classification. Technical Re-

port No. 17. Contract No. AFM1(609)-3145. San Antonio, Texas: Per-
sonnel Research lLaboratory, Lackland Air Force Base, June, 1967b.

Kruglick, F. and Brewer, J. K. Application of a discrete multivariate
procedure for classifying criterion referenced test outcomes. Paéer
presented at the Annual Meeting of the Netional Council on Measure-
ment in Education, Chicago, April, 197h.

Kshirsagar, A. M. Multivariate analysis. New York: Dekker, 1972.

Kundert, K. R.. Tools of analysis for pattern recognition. 'Unpubliéhéd

doctoral dissertetion, University of Georgia, 1972.

Lachenbruch, P. A. Discriminant analysis when the initial samples are mis-

classified. Technometrics, 1966, 8, 657-662.

Lachenbruch, P. A. An almost unbiased method of obtaining confidence in-
tervals for the probability of miéclassification in discriminant
analysis. Biometrics, 1967, 23, 639-645.

Lachenbruch, P. A. On expected probabilities of misclassific&fion in dis-

- eriminant analysis, necessary sample size, and a relationvwith thé mul-
tiple correlation coefficient. .Biometrics; 1968; 24, 823-83k.

Lachenﬁrucﬁ, P. A. Some results on the multiple group‘discrimination prob-

lem. In T. Cacoullos (Ed.), Discriminant analysis and applications.

New York:'“Academic Press, 1973. Pp. 193-211.

Lachenbruch, P. A. and Mickey, M. R. Estimation of error rates in dis-

eriminant analysis. Technometries, 1968, 10, 1-11.




74

Lachenbruch, P. A., Sneeringer, C., and Revo, L. T. Robustness of the
linear and quadraetic discriminant functions to certain types of non-

normality. Communications in Statistics, 1973, 1, 39-56.

Lissitz, R. W. and Henschke-Mason, C. The selection of independent varia-
bles and prior probabilities as a factor influencing the accuracy of

classifying individuals into existing groups. Multivariate Behavioral

Research, 1972, 7, 489-497.
Lissitz, R. W. and Schoenfeldt, L. F. Moderator subgroups for the estima-
tion of educational performance: A comparison of prediction models.

American Educational Research Journal, 1974, 11, 63-T5.

Lockhart, R. S. The assumption of multivariate normality. British Journal

of Mathematical and Statistical Psycrology, 1967, 20, 63-69.

Lohnes, P. R. Test space and discriminant space classification models and

related significance tests. Educational and*Psychological Measurement,
1961, 21, 559-5Th.

Lohnes;’P. R. and Gribbons, W. D. The Markov chain as & null hypothesis in

a development survey. Journal of Educational Measurement, 1970, T,
25-32. .

' Lubin, A. Linear and non-linear discriminating functions. British Journal

of Mathematical and Statistical Psychology, 1950, 3, 90-10k.

Malkovich, J. F. and Afifi, A. A. On tests for multivariate normality.

-Journal of the American Statistical Association, 1973, 68, 176-1T79.

Mantel, N. Why stepdown procedurés in variable selection. Technometricé,
1970, 12, 621-625. -
Maw, W. H. and Magoon, A, J. The curiosity dimension of fifth-grade child-

ren: A factorial discriminant analysis. Child Development, 1971, L2,

2023-2031.



75

McCell, R. B. The use of multivariate procedures in developmental psy-
New

chology. In P. H. Mussen (Ed.), Manual of Child Psychology.

York: Wiley, 1970. Pp. 1366-1377.
McDonald, L. On the estimation of missiqg data in the multivariate lin-

ear model. Biometrics, 1971, 27, 535-543.
McHugh, R. B. and Apostolakos, P. C. Methohology for the comparions of

clinical with actuarial predictions. Psychological Bulletin, 1959,

56, 301-308.
McNeil, K. A. Semantic space as an indicator of socialization. Journal

of Educational Psychology, 1968, 59, 325-327-

McQuarrie, D. and Grotelueschen, A. Effects of verbal warning upon mis-

application of & rule of limited applicability. Journsal of Educa-

tional Psychology, 1971, 62, 432-438.
Meehl, P. E. and Rosen, A, Antecedent probability and the efficiency of

psychometrié signs, patterns or cutting scores. Psychological Bul-

letin, 1955, 52, 194-216.

Michael, W. B. and Perry, N. C. The comparability of the single discrim-

inant function and multiple regression techniques. Journal of Ex-

perimental Education, 1956, 24, 297-201.

Michaelis, J. Simulation experiments with multiple group linear and

quadratic discriminant asnalysis. In T. Cacoullos (Ed.), Discriminant

New York: Academic Press, 1973. Pp. 225-

analysis and applications.

238.

Miller, R. G. Selecting predictors for multiple discriminant analysis.

Meteorological Monographs, 1962, L4, 11-1k,

Mises, R. von. On the classification of observation data into distinct

groups. Annals of Mathematical Statistics, 1945, 16, 68-73.




76

Molnar, G. E. and Delauretis, R. J. Predicting the curriculum mobility
of engineering students: A comparison of discriminant procedures,

Journal of Coungeling Psychology, 1973, 20, 50-~59.

Moore, D. H. Evaluation of five discrimination procedures for binary

variables. Journal of the American Statistical Association, 1973,

68, 399-LokL.

Mulaik, S. A. The foundations of factor analysis. New York: McGraw-

Hill, 1972.

Neal, R. and King, P. Comparison of a multivariate and a configural analy-

sis for claséifying engineering students. Journal of Counseling Psy-
chology, 1969, 16, 563-568.

Nunnaily, J. C. Psychometric theory. New York: MeGraw-Hill, 1967.

Ottman, D. K., Ferguson, J. L., and Kaufman, M. B. A discriminatory study

for classification of Navy AN(P) school graduates into Navy class "A"

school assignments. Technical Report No. 7 for Contract No. NONR

649(00) vetween University of Missouri and Office of Naval Research,
October, 1956.

Overall, J. E. and Klett, C. J. Applied multivariate analysis. ‘New York:

 McGraw-Hill, 1972.

Porebski, 0. R. On the interrelated nature of the multivariate statistics

used in discriminatory analysis. British Journal of Matﬁematical and

Statistical Psychology, 1966a, 19, 197-21k.

Porebski, 0. R, Discriminatory and canonical analysis of technical college

data. British Journal of Mathematical and Statistical Psychology,

1966b, 19, 215-236. ‘ | X



Press, S. J. Applied multivariate msnalysis. New York: Holt, Rinehart

and Winston, 1972.
Pruzek, R, M. Methods and problems in the analysis of multivariate data.

Review of Educat’onal Research, 1971, 41, 163-190.

Raiffa, H. Statistical decision theory approach to item selection for
dichotomous test and criterion veriasbles. In H. Solomon (Ed.), Stud-

ies in item analysis and prediction. Stanford, Calif.: Stanford

University Press, 1961. Pp. 187-220.
Rao, C. R. On some problems arising out of diserimination with multiple

characters. Sankhya, 1949, 9, 343-366.

Rao, C. R. Advanced statistical methods in biometric research. New York:

Wiley, 1952.

Rao, C. R. Linear statistical inference and its app;icationsﬂ ‘New York:

Wiley, 1965.
Rock, D.A., Baird, L. L., and Linn, R. L. Interaction between college

effects and students aptitudes. American Educational Research Jour-

nal, 1972, 9, 149-161.

Rogers, G. and Iinden, J. D. Use of multiple discriminant”function analy-

sis in the evaluation of three ﬁultivariate grouping techniques. Ed-

ucational and Psychological Measurement, 1973, 33, 787-802.

Roy, €. N. and Bargmann, R. E. Tests of multiple independence and the as-

sociated confidence bourds. Annals of Mathematical Statistics, 1958,

29, 491-503.

Rozeboom, W. W. Foundations of the theory of prediction. Homewood, Ill.:

Dorsey, 1966.

77



Rubin, D. B. Missing at random - what does it mean? Kesearch Bulletin,
RB-T73-2. Princeton, N.J.: Educational Testing Service, January,
1973.

Rulon, P. J., et al. Multivariate statistics for personnel classification.

New York: Wiley, 1967.
Rulbn, P. J. and Brooks, W. D. On statistical tests of group differences.

In D. K. Whitla (Ed.), Handbook of measurement and assessment in be-

havioral sciences. Reading, Mass.: Addison-Wesley, 1968. Pp. 60-99.

Saupe, J. L. Factorial—design‘multiple discriminght analysis: A descrip-

_ /o :
tion and an illustration. American Educational Research Journal,

/

1965, 2, 175-18k. /

Schoenfeldt, L. F. Education after high school. Sociology of Education,
/ ‘ '

/
4
/

1968, k41, 350-369.
Schoenfeldt, L. F. Nontest variables-in the prediction of educational
prog&ess. Paper_presented at the Annual Meeting of the American Psy-
cological Association, Miami, September, 19T0. |
Smith, A, C., et al. Prediction of developmental outcome at seven years

from prenatal, perinatal, and postnatal events. 'Child Development:,

1972, 43, k95-507.

Smith, C. A. B. Some examples of discrimination. Annals of Eugenics,

1947, 13, 272-282.
Smith, W. B. and Zeis, C. D. On classification for incomplete multinom-

ial data. Communications in Statisties, 1973, 2,v85-93.

Solomon, H. Classification procedures based on dichotomous response vec- .

tors. In H. Solomon (Ed.), Studies in item analysis and prediction.

Stanford, Calif.: Stanford University Press, 1961. Pp. 177-186.
Sorum, M. J. Estimating the conditional probability of misclassification.

Technometrics,‘lQTL, 13, 333-343.

78

A



79

Sorum, M. J. Three probabilities of misclassification. Technometrics,

1972a, 14, 309-316.
Sorum, M. J. Estimating the expected and the optimal probebilities of

misclassificetion. Technometrics, 1972b, 1k, 935-943.

Southworth, J. A. and Morningstar, M. E. Persistende of occupational

choice and personality congruence. Journal of Counseling Psychology,
z

1970, 17, L409-412.
Spein, W. H. and D'Costa, A. G. Estimating the significance of multivar-
iate experimental effects in the presence of confounding interactions.

Paper presented at the Annual Meeting of the American Educational = :

Research Associstion, Minneapolis, March, 19T70. f////

e t

Stahmann, R. F. Predicting graduation major field froq,fréghman entrance

o

data. Journal of Counseling Psychology, 1969;/16, 109-113.

Stevens, J. P. Global measures of assoqiation in multivariate analysis

of variance. Multivariate Behavi: al Research, 1972e, T, 373-378.

Stevens, J. P. Four methods of analyzing between variation for the |k-

group MANOVA problem. Multivariate Behavioral Research, 1972b

T, 499-522. , L
Stevéns, J. P. Step-down analysis and simultaneous confidence intervals

in MANOVA. Multivariate Behavioral Research, 1973, 8, 391-402.

Stevens, J. P. and Barcikowski, R. S. A Monte Carlo study of the stabil-

ity of canonical correlations, canonical weights, and canohical var--

/
/

iate-variable corrélations. Paper presented at the Annual Meeting

’

of the Americen Educational Research Association, Chicego, April,

1974,



80

Tatsuoka, M. M. Joint probatility of membership in a group and success
BN
therein: An index which combines the information from discriminant
and regression analyses. Unpublished dcctoral dissertation, Har-

vard University, 1956.

Tatsucka, M. M. Multivariate enalysis. Review of Educational Research,

.L969 ’ 39 ’ 739"7)43 .

Tatsuoka, M. M. Discriminant analysis., Champaign, Il1l.: Institute for

Personality and Ability Testing, 1970.

Tatsuoka, M. M. Multivariate analysis. New York: Wiley, 1971.

-7

Tatsuoka, M. M. Multivariate analysis in educational research. In F. N.

Kerlinger (Ed.), Review of research in education. Itasca, Ill.:

Peacock, 1973a. Pp. 273-319.

‘Tatsuoka, M. M. An examination of the statistical properties of a multi-

variate measure of strength of relationship. Final Report, Project

No. 2-E-020, Grant No. OEG-5-72-0027(509), HEW, December, 1973b.
Tatsuoka, M. M, ang/Tiedeman, D. V. Discriminant analysis. Review of

Educational Research, 1954, 2L, L02-420.

Thorndike, R. M. and Weiss, D. J. A study of the stability of canonical

correlations and canonical components. Educational and Psychological

Measurement, 1973, 23, 123-134.

Tiedeman, D. V. The utility of the discriminant function in psychological

and guidance investigations. Harvard Educational Review, 1951, 21,
T1-95.
Timm, N. H. The estimation of variance-covariance and correlation matrices

from ircomplete data. Psychometrika, 1970, 35, 417-437.

Timm, N. H. Multivariate analysis with applications in education and psy-

chology. Belmont, Calif.: Brooks/Cole, 197L.



81

Tintner, G. Some formsl relations in multivariate analysis. Journsl of

the Royal Statistical Society, Series B, 1950, 12, 95-101.
Toms, J. G. and Brewer, J. K. A discrete discriminant analysis procedure

for vdcational rehabilitation predictions. Rehabilitation Literature,

1971, 32, 232-238.

Urbakh, V. Y. Linear discriminant analysis: Loss of discriminating power

when & variate is omitted. Biometries, 19 27, 531-53b.

/

Van de Geer, J. P. Introduction to multivariate analysis for the social

sciences. San Francisco: Freeman, 1971.

Veldman, D. J. FORTRAN programming for the behavioral sciences. New York:

Holt, Rinebart and Winston, 1967.

Ward, J. H. Hierarchical grouping to optimize an objective function. Jour-

nal of the American Statistical Association, 1963, 58, 236-2u4k.

Weiner, J. M. and Dunn, 0. J. Elimination of varlates in lingar discrimi-
nation problems. Biometrics, 1966, 22, 268-275. .

Welch, B. L. - Note on discriminant functions. Biometrika, 1939, 31, 218-
220.

Whellamss F. S. Musical abilities and sex differences in the anal&eis of

\
aural-musical capacities. Journal of Research in Music FEducation,

1973a 21, 30‘39-

Williams, W. S. A study of the use of the semantic differential by fifth

grade children from different socioeconomic groups. Journal of Psy-
chology, 1972, 81, 343-350.
Wood, D. A. Background chsracteristies and work values distinguishing

satisfaction levels among engineers. Journal of Applied Psychology,

1971, 55, 537-5k2.



LDF II

Group 5

Group 1 Group 2

Group 4
Group 3

> LDF 1

-4 Figure 1. Hypothetical Centroids in Discriminant Plane




l(h.

Linear

(13]

(14)

(15]

(16]

Quadratic

(17]

(18]

(19]

(20]

Regression

(21]

ik

ik

ik

ik

L

ik

ik

ik

Table 1

Classification Statistics

v )! c- bT3 %
(X, - %) s™h(x, - X))

- 1n|s] - % D;k + 1n p,

L n2
P, exp (-% Dik)

K

- 2
I PLs exp (% DYy t)

Kk'=1

"

K

E p| h ]

oy Tk ik

C X - F s-l(x - XoiE

[ - B st - X))
//
/

_1> 1 1 2
L 1n[skl %5(D; )¢ + 1n p,

1
-3 1 1 2
kaSkl exp [-% (D, )?]

K 1
' -2 1 [} 12
L Py 1S, 0177 exp [ (D7, )]




