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ABSTRACT

This work asserts that contrastive analysis should be
regarded as a technique of research and not limited to error
prediction and material preparation. Introductory observations are
nade on the state of the field, the domain of contrastive analysis,
contrastive analysis and transfer, and contrastive analysis and
foreign language instruction. In considering the psychological
reality of contrastive theory, the established theories of error
predictability and interference are shown to be unsuitable, because
in the learning of a foreign language, the native and foreign
grammars interact, forming a "super-grammar,'" the evidence for which
is drawn from psychology, theoretical grammar models, and linguistics
facts. To support the validity of the "super-grammar" theory, current
contrastive analysis approaches are demonstrated to be deficient
because they sceparate the components of languages in order to
contrast them, thereby ignoring the fact that 1language learning
involves the internalization of the structure of a language as a
whole., Because this kind of analysis is faulty, a new, more
comprehensive approach is necessary, one which answers the question,
"How are syntactic structures organized to convey meaning?" rather
than "How are syntactic structures organized when viewed in
isolation?" This new view considers extralinquistic factors as well
as linquistic factors. (LG)
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CHAPTYR I
DTRODUCTTION

Tnis chapter is an attempt to show that contrastive
analysis should be revarded as a technique of research and not
linited to error prediction and material preparation. A need
for a new theory and tecnniaue will also re dem-nstrated here. Al-
though the findings of a contrastive theory cnn be applied
in foreigsn language education, we should not start our rasearch
by having preconceived aims and henze set unnecessary constraints

on our analysls.

State of the fleld:

Contrastive analysis is now the subject of controversy
between zcholars who do not believe in its effectiveness (Selinker,
1971) and those who expect it to predict levels of difficulty that
learners will have in learning a foreign languace. Some linguists

clain that contrastive analysic i¢ the best basis for progran

"desizn and classroom procedure, Robert Lado (1950), for exanple,

says in his preface to Lincuistics Across Culturest

The plan of the book rests on the assunption
that we can predict and describe the patterns
that will cause,difficulty in learning, and
those that will not cause difficulty, by com-
paring systematically the languaze and culture
to be learred with the native lansuage and the
culture of the student, In our view, the pre;-
aration of up-to-date pedazorical and exper-
imental materials must be based on this kind

of comparison.
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Wilra k. Rivers (1938) says that tecachin: methods rest on the
careful scientific analysis of the contrasts between the learner's
lan~ua~e and tnhe tarret languare. Cn the other hand, hickel (1971)
has noted that contrastive analysis by itself is inadequate as a
basis for a total languaze teachiﬁg. whitman and Jackson (1972)
have the following iwo conclusions:

1. Contrastive analysis ... 1s inadequate,
theoretically and practically, to predict
tnhe interference orobleas of a language
learner;

2. Interference, or native-to-tarzet language
transfer, vlays such a small role in language
learninz verformance that no contrastive
analysis, no natter now well conceived,
could correlate hizhly with performance data,
at least on the level of syntax. (F,40 )

The scholars who reject contrastive analysis on the basls of

its inability to predict errors have not explained why contras=-
tive analysis cannot predict errors, The only piece of evidence
#iven by then is that their analysis could not correlate with
rerformance. 3ut these scholars were biased in the first place
as the tests they desisned were rade primarily to predict errors.
Such an approach has many shorticomings as it expects the perfor-
mance of the students to be in terns of thelr previous native

lan=uace hablts and that the students will be unable to unlearn

or nodify their verval tehavior.

The Dona’.n of Contrastive Analysis:

—

Contrastive analysis should first of all bte viewed as a

research technique investirsatin:: the st:iucture of lan;uaces.
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2.2.1

We gctlll need nore research in this area concerning the "psranmar" a
learner creates when he learns a new languagze. I think this "gram-
mar", as I will show later, is a "surer-grannar® whose elenents

are extracted from the native lansucge and the target lansuasge.,

Contrastive Analysis and Traasfer:

Current contrastive studies compare the native language and
the £arget lanzsuage to find out the points of transfer. This
approach has two assunptions behind it: one psycholozical and
the other linguistic.

The psycnologzical assumption is that the native language
habits are transferred into the target lanpuacze. Transfer may
ke positive or negative, Positlive transfer cccurs if the éame
forn functions similarly in the two lansuases. Interference (or
nerative transfer) occurs because the native lanzuagze forms cannot
be used in the tarret lansuare and as a result cause restructuring
in the system of the target lansuage. TFedaozically this assunes
that contrastive analysis will predict the areas of difficulty
a student will face in learning a foreign lanzuage. This is not
sound in different ways.

a, There may be other factors trat cause difficulty in using
the foreirm lanruage. In a previous study (Anwar, 1959) atout
the intexrference of the Arablic vervb systenm with the wnglish verd

system I found the followiny results:



Tyve of Interference freguency
Two~part verbs 50%

The choice of a wrong verd 47.21%
Tenses 32, 58%
The Infinitive 25.25%
The Absence of the Verd 22.99%
Auxiliaries and Mcdals 22.55%

This frequency 1s the percentage of errors due to interference
from the native language. The types of interference were set up
according to the kinds of mistakes found in 4500 compositions
written by students at Cairo University, Egypt.

To find out the percentage of interference, a test of
110 items was prepared on the basis of a representative analytical
1ist derived from the errors made by the students in their
cempositions, Four distracters were glveni one was the
correct Engllish answer, ancther was the mistake found in the
compositions and the other two distracters were forms or
constructions used neither in Arablc nor in English, As the errors
were explained to the students who wrote the compositions, it
was assumed that thls may help them score highly on the test.
In view of this, the test was administered to another group of

thirty students similar in thelr background and level of learning

English. The table of frequency given above shows that the
highest rate of interference from the native language was 50%, This

occurred in the use of two-part verdbs which do not comprise a highly



n

frequent cate~ory of the =srammar., The other 507 may be due to other
factors such as carclessness, forisetfulness, fatijue, etc. Jut there
ray be another kind of interference, i.e. interference from the target
lanquaze itself,

In unclish there are different rforms and even sentences that look
alike but thelr renmote structure as well as their syntactic character=-
i;tics may be different. Thils suverficial similarity may be the source
of interference inside the system of the tariet lansuage itself. The
student may arrive at rules that do not work and hence make mistakes,
Let us consider the»following two sentences:

(1.} They took him for a fool.
{2.) They took hin for a walk.

At the surface structure the two sentences have the words took ...

for which are followed in each case by a singular noun. The learner
‘nay seneralize the rule and use any sinsular noun instead of a fool or
a walk, He may sayi

(3} They took him for a party,
A teacher may analyze such a nistake as due to the use of for instead of
to and may assume that is a case of interference fronm the native
languaze while in fact it may be a case of wrong generalization about
the syntax of wnzlish,

Interference between the different forms of the target language
nay occur in other areas too. 1In bnslishythe adverb now which indicates
a orescnt vrogressive action is generally used with a verb that has the
suffix -inm

(4.) #e is writine now.




The learner may avnply the rule to a verb like understand giving the wrong
sentences

{5.) *ile is understanding the lesson now.
The problem of interference here may not be due to syntactic facgors
only as semantic factors may be involved too. The verb understand
belongs to a sroup of "stative' verbs that Jo not occur in the progressive
form. Such virbs cannot be used in the imperative either, While we
can say

(5.) Write this lesson.
it is ungrammatical to say:

(7.} *Understand this lesson.
The same problem of interference may be clear in morvholozy too, From
the verbs write, play, teach we can derive the nouns writer, player,
teacher by using the suffix -er. The learner nay apoly the same suffix

to oilot, boss, etc., ziving the wrong forms *plloter, *bosser,

This is also true of phonology. unglish has a rule of shifting

stress to derive nouns from ver.s, e.g.
(8.) pefmit,\permit
coatact,‘contact

The student may apply the same rule to a form like\qggﬂgﬂﬁ to get the
wrong form *coément.

Tnis type of interference is true not only of using the language
but also of understanding it. The semantic component of the language
nay be misinterpreted because of similar surface grammatical structures.,

Consider the followinz two sentences:

(9.} Do you have the time, rplease?




(10.} 2o you have a book?
At the surface structure (9) and (10) are questions, but while (10)
can be answered by yes or no, {9) can be answered by a piece of in-
formation about the time, In other words, (9) is an indirect way of
saying:v

(11,) rell me what time it is,
~ The learner must understand (9) as a polite request. iioreover, there
are cases in which the same type of senteice may have different res-
ponses in different situations. The sentence: |

{12.) Do you have anything to drink?
said by a man to his wife means that he wants her to give him something
to drink. The same question asked by a person of his friend in a party
will be answered by yes or no. 50, (12) may function as an indirect
order in one situation and as a question in another,

The indirect order may also take the forn of a statement, Consider

the followinz sentence:

{13.) It is cold in here.
This sentence, saild to a friend while thexe is a draft in the room, does
not nean to zive a statement about the weather., It is used to get the
sane effect as:

| (14.) 3hut the door, please.

50, different commands can be phrased in different ways. The learner
is supposed to learn not only the form and the idea behind the form
but the rules that can be applied to et such a form. Any contrastive

stuly that dces not include these areas cnd similar ones falls short

of fulfillims the function it addresses itself to,




b, ‘ccording to the present theory of interference, the degree
of interference will depend on the degree of difference between the
native lanzuage and the target language. The greater the difference
between languages, the higher the degree of interference. But this
may not be true because similarity between the rules of the foreign
and the native language does not mean ease of transfer. For example,
in literary Aradlc and in English the negative particle la "not"
occurs before the verb and no form can occur between the particle
and the verb, However, English-speaking students learning Literary
Arablc sometimes make the mistake of using words betwsen the
negative particle and the verb,

The above example shows that the functional similarity between
native and target grammatical rules is not enough for two reasosns,

The first is that if we want speakers to transfer a rule from one
language to another they have to bve aware of the rule and the environ=-
ment in which it applies. We know that native speakers are usually
unaware of the rules of thelir grammar. The second reason is that

the rules of the grammar are ordered with relation to vach other so
that 1f a rule applies another rule may or may not have to apply.

In other words, the learner has to be aware of how a rule can establish
a relatjonship with the rules of the target language. 1In what

follows I will glve an example from Arabic and English. The Aradble
conjunctive Zanna "that" is like the English conjunctive that as

both are followed by nouns. Some students learning Arabic may use

a verb after ?anna because word order in Arablc can be Verb, wubject, Cbject

or S V 0, For an English-speaking student to transfer his native rule .




correctly, he has to know that the rule of startinzy the Arable sentence
with the subject nust apply bvefore embedding the sentence as a conplement
of "anna 'that', rnowing this is not even enouzh., while in anglish
that does not chanze the case of the noun folloving it, in israbic the
subject following %anna 'that' is in the accusative case. This is the
scope of case marking after %enna. 3ome students, however, may change
the vhole equational sentence introduced by ?amna into the accusative
case,

Such phenomena are part of the pedazozical situation as they are
part of the competence of the 1~ . If contrastive analysis 1s used
as a research technique, we zet useful information about such as-

vects of language use that may be heloful in foreizn languasge education,

c. Since the contrastive analysis hypothesis tries to predict the
errors a student makes in learning the tarcet lanzuaze, the point of
departure for the discussion of the verification of contrastive analyses
nust begin with the constancy of these errors.

The first problem in testingz the constancy of lansuage errors is
that of collecting an adequele sample of the second lansuage usage of
learners of the lansuaze, If the investizator is able to obtain an
adequate sample of the target language usaze of informants, the problem
of the constancy of that usase raises two questionsi first, are the
errors made constant for all informants with the same amount of larget
lanzuage learnins experience, and secondly, arc the errors constant
for a certaln learner at a certain stage of learning the target language.

Lxperience has shown that in the above two cases, errors arc not constant.
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e notice that a student learnings a foreiym language may usce a certain
rule correctly i. one part of his couposition and use the same rule
incorrectly in another part of the same composition,

The other assumption hehind the contrastive theory is the lingulstic
one which says that the grammatical rules that work for one language
can work for another., This assunption is wrong in the following ways:

a. It believes that what 1s true of one lanzuage may be true
of another. Thouzh there is a tendency toward establishing a theory
of universal grammar, I believe that Ferguson (1971) is right when he
sayst

wvery lanzuage ovresents a unique structure which

must be analyzed on its own terms, This principle

nakes explicit the linauist's conviction that

within the framework of the universal character-

istics of human language there is such an enormous

anount of variation among languages that an elegant

and convineinz characterization of any rarticular

lanwuare may be inadequate or misleading if applied

to alother. (p., 141)
Universal linzuistics has not been well established. FProbably a new
lansuage to be discovered may upset the present conclusions of the theory
of universal grammar, It is a well-known fact that the vocal tract and
the linguistic innate capacity of all rpeople have basically the sanme
forin but lanruaze does not depend on these alone, Lanzuage is also

conditioned by the culture of the society in which it is used,

b, The second mistake of the linsuistic approach is this,

The facts of any language, for learning purposes, cannot be ascertalined

only throurh the study of linsuistics. Lingulstics needs language
teachins as nuch as, if not more than, lan-ui_e teaching needs

linmuistics. It is well known that rmdward Sapir arrived at the
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osycholo;rical reality of the cthoneme in a learning situation. The
theory of vhonolory has a great deal to benefit from the adaptation
of foreisn forms into the native lansuage. This is, arain, a learning
sltuation, So, a theory of contrastive analysis should not te linited
only by linmulstic Tacts.
¢. TFredictions of difficulty based solely on a linited set

of utterances divorced fron other components of the grammar are wrong,
It is hirhly doubtful that & theory of interference can be built that
is based on separate conponents and that does not properly locate each
single elenent within the totality of lanpuage design,

The rules of the 4ifferent components of the grammar are interrelated.
Sone vhonolozical rules condition the distribution of certain allonorphs.
The tast tense morphemeaiﬂi has the allenmorphs /d/, /t/, and /1d/ wnich
are phonologically conditiéned. There are also phonolo~ical rules that
operate on syntactic elerents such as the placenent of stress and
intonation, 'he sentence:

(15) This younz man saw Xary.
wlth enrchatic stress on ilary means that he saw lLary and not Uancy.

There may also be interaction btetwcen morcholosy and the other
convonents of the eramnar. The use of a certain norpheme nay change
the neanins of the word. Tals is clear in using un or dis with in-
teresiel for examnle., lorpnolozy affects syntax too, If the verbd
{s in the future foria certain adverds have to be used while others
cannog.

Syntactic orocesses may have thelr influence on phonolozy. In

the followin~ sentences the auxiliary can be used in 1is strong or
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weak forni

(16)  a, 1 \ém% ready to help you.
1
m

b, The concort?is% here tonizht,
t
s

But if an elenent is noved or deleted by a syntactic process the
phonolosical rule of auxiliary reduction is blocked:

(17) a. Ready Igzni to help you.
*In

b, lell hin vhere the concert is? tonight.
*{'s

c. He's taller t:an I(;m.

*“{ma

Contrastive Analysis and forelen Lan-uace Instruction:

As an aid to language instruction, contrastive analysis offers a
very sketchy framework wlthin which some aspects of the learner's task
ray bde considered. 3y itself, contrastive analysis cannot ve a basis
of determiring the linguistic structures to be offered in a language
prosran. aven if we were able to predict interference from the native
lariguaze, analyze the difference between the tarzet languaze and the
foreisn lanmuase, there will be no substitute for teaching the foreign

lansuaze as an entity,

Sontrastive analysis can be valid for a psycholinguistic theory
that addresses itself to the way of petting information about the
vsycholinzuistic vases of foreirsn lanruase learnins. It 1s not enough
to stress the lin—uistic criterhh used for contrastive purposes as

a certain lin~uistic frameworx may be at odds with the psycholosical
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vackrround in whlch it is applied, uWhitman (1970) says:

Presumably all contrastive lingulsts will agree

that the two descriptions of the two languages

contrasted nust be of the same formal types it

is difficult to imagine what results might be

obtained, for example, from a contrast of lin-

guistic forms one of which is deseribed trans-~

formationally and the other tagmemically. (p. 192)
In Chapter III I will zive examples from Arabic and English to show tha£
even the use of one linguistic theory of analysis cannot show the differ-
ence between two languages. The reason, as it seems to me, is because
a theory of grammar that is built on the basis of native language ac-
quisition may not be sound when it comes to a situation of foreign
language learning. I view the differences in forelgn language learning
ability not in terms of differences in innate abllity but in terms of the
way learning conmpetence is applied. The cues employed by the learner
may bte organized in relation tot

a, the naturé of the target language

b, its relatlon to the native language (or other languages
known to the learner)

c. the content of the messages or linguistic material
under consideration, all of which determine the possibility of
making messages

and d. the situation and method by which the foreign language

is taught,
In the field of first language acquisition it is necessary to operate
with basic concepts of a functional type; the child learns his native

languase in a situation of use, and the structure he builds up reflects

the functions that he internalizes. We are able to understand the

O
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structures underlying the utterances of the child to the extent that
we understand the purposes he is using language for. But in forelgn
language learning we start at the other end; we glve the learner
certain linguistic forms and hope that he will use them correctly.
The structure of language we expose the student to precedes the func-
tions it is required to serve. Although language derives from a num-
ber of innate creative forces that man has and which remain in co;stant
operation throughout his life, these forces are used in a "functional”
context, YPeople use language as a purposeful activity and this is
what makes language accessible to a child learning his f;reign language
but the classroom situation is not that ®*meaningful”. So, contrastive
analysis cannot be so effective {f it deals wich two languages whose
structures and use are not equally meaningful to the learner, (In
Chapter II I will show;g::ie extralinguistic factors have to be
incorporated into our contrastive grammar,)

3.0, From what was said above, I think a grammatical theory of con-
trastive analysis must have the following characteristicsi

3.1, Cur analyslis of any two languages has to be checked against
actual fact. This actual fact refers to the cultural and social
context in which lanzuage is used, This also means that it is not
enough to contrast sentence with a sentence; the function of the
sentence 1s also important as part of our contrastive theory, For
example, an order can be phrased in the form of a command, statement
or question:

(18) a, Shut the door, please.

b, It 1s cold in here.
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¢» {Could you please shut the dooxr?
All these sentences have the function of making somebody shut the
door, Choosing one or the other will depend on the situation and
such variables have to be included as part of ‘our contrastive
grammar, | "

We should not be satisfied with showing the difference between
languages, We have to "exriain" this difference, This is what a
student needs. In other words we have to make explicit to the student
what is to be learnear both substance and function. 3o, we have to
change the domain of contrastive analysis from "predicting" errors to
the "explanation" of lingulstic facts. Predictions of errors demand
verification at every point and, moreover, this predictive power is
as unnecessary one since we cannot be sure of the validity of our
"predictions" until we have observed thelr factual occurrences,

The alm of any contrastive study should not be limited to the
points of difference between the native language and the target
language., These points of difference may cause interference but the
target language may cause interference too. lioreover, mastery of the
points of difference does not guarantee correct performance on the part
of the learner, Any contrastive study should relate interference
from the mative language and interference from the target language,
The two types of interference may ‘¢ due to difference in rules or to
the application of the same rule but with different constraints., Some
of these constraints, in terms of structural grammar, may be phono-

lorically or morgholosically conditioned.
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30, the first step in any contrastive study should he to ex-
amine each lanuage in ord?r to relate the grammatical aspects that
have certain properties in comnon as these may be manifestations of
the same rule, The second step should be investigating the constraints
on the rule and then contrast these constralnts in the two languages.
This study will try to examine all these facrts in detail. An attemnt
will be made to show where the currect contrastive analyses fall
psychologically and linguistically. A new model will be sugxested in
Chapter IV to provide more exnlapatory adequacy to the differences
between lanpguages. This model w£11 be mor~ comvr~hensive than the
current contrastive aoproaches as it will deal with language in a
more natural setting whose "gestalt" set-up i{s more revealing than

any piecemeal formal analystis.
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TH= ¥§YCHOLOGICAL REALTTY OF  CONTPRASTIVE THIORY

1.0 All contrastive linguisis seem to agree that the two descriptions
of the tuo languages contrasted must be of the same formal type. So
far, we do not have a particular theory for contrastive analysis, The
theories of grammar used for contrastive analysis are those that have
been used by lingulsts for analyzing individual languages. When thecse
theories are used in the situation of forelgn language learning, they
seem to imply that the native and target languages are two separate
entities in the mind of the learner and hence contrastive analysls
can prediet difficulty in learning the foreign language and also
1nte;ference<from the native language. This chapter will show that
such an approach is not suitable for contrasting two languages as in
learning a forelagn language, the native and foreign grammars interact
and probably form a "super-grammar', in which case the "ideali learner
of a foreign 1énguage, and even a billingual or multilingual, will
be considered to have one grammar. Such an outlook will have as its
reference a linguistic theory that considers language within a more
comprehensive totality., This lingulstic theory distinguishes in the
structure of the speech act a mental component and a situational

component that relate language to thought and situvation respectively,

1

Ideal learner is the learner who has full mastery of the target language
and its culture,
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The sltuatlion is more or less the intention of the speech act. The
speech act is related to situation through phonomena such as "our
knowledge of the world" or *the order of things", etc. The nental
component is the relatedngss of the speech act to thought. The
intuition of the native speaker is part of the mental component which
1s systematized in ways corresponding to the particular language struc~-
ture, i.e, langue, Grammar spreads across both the mental and the
sltuational components,

Evidence for the "one-grammar" the ideal learner of a forelgn
language has will be drawn froms

a. the psychological theory wherein a new learning situation may
draw on former abilities acquired with the native language.

b, the above model of grammar where our knowledge of the world
determines the structure of syntax and the lexicon.

¢, Linguistic facts showing that the target language need not

duplicate, nor be learned independently of, the native language,

18
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Chapter III will give exampvles of contrastive lingulstic phenomena

which the current linguistic theorles cannot account for.

Psychological Facts:

Language derives from i nunbver of innate creative forces that man
has and which remain in constant operation throughout his life. These
fofces are those of "linguistic creativity" and as Jakobsen has shown

in Child Languaze, Avhasia, and Phonological Universals, the child

creates the language every time he uses it. This creativity is man-
ifested not only in the production of an infinite number of sentences
but also in the continual formation of grammatical systems. Diversity
among languages is due to the ways in which man is able .o implement
his creative forces. These ways of implementing the creative forces
are determined by the linguistic forms an individual uses. The linguis-
tic forms, in turn, derive from the culture in which a person lives,
The linguistic creative forces of a person reflect not only
individual, isolated facts, but also the general regularities, the
common properties that are contained in them, Jakobsen'’s implicational
law is a case in point. For a person knowing more than one language,
these general regularities may embrace features from the different
languages he knows. These regularities become part of the individual's
thought. As Clga Akhmanova (1971) ssys, "The rain unities, the units
of thought, in which the generalization of concrete facts is effected,
are concepts...., In order that concepts may exist and develop it
is necessary that there should be apprehended, side by side with cog-

noscence of reality, i.e. the reverberation in human consciousness of
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its facts and regularities -- the 'expression plane'! of language, the
system of sound-distinctions as specific and concrete individual facts."
(pp. 87-88)

Akhmanova addst

~--concepts may bve said to be conditloned in three
different ways:

1. They are based on reverteration of reality in
the human conscience. As elements of thought they
represent the general regularities, the General,
extracted from the endless variety of actual con-
crete facts,

2. In so far as concepts cannot exist without z
glven concrete lingulstic expression, they depend
to a certain extent on the pecullarities of the
latter, In this way an inverse derendence of
thought on language seems to be established:
although thinking first comes into being through
reverberation of reality, it is modified under

the influence of the system of sound (phonetic)
and other linguistic distinctions with which the
given set of concepts is associated.

3, Concepts are modified not only by a glven
system of outer (linguistic) distinctions, but
also because they do not exist cne by one, in
isolation, They are always part of a conceptual
system, ... A deeper penetration into reality
implies development and refinement of concepts and
is thus connected with, brings in its wake, a
transformation and development of the SYSTEM of
linguistic means, used for their expression .

(pp. 88-89)

This shows that human understanding works globally ~-nd not by
separate units., This global principle helps in effecting "regular-
ities” in the language. As language affects, and is affected by,
concepts, we expect any new grammar learned by the individual to
take part in this rezularizing process. This is due to the fact
that concepts are revealed through language. Language helps us
not only to indicate and denote the separate individual phenomena

of reality, but also to discover their general features and prop-
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erties and thus connect them with our nrevious generalized rxperience.
It may happen that foreipn language learnine introduces the learner

into a new concept of reality not already found in his knowledge. 1In

this case this new "meaning" will be incorporated into relate& "mef-

nings" in the knowledge of the learner; in otker words it will be an

"allo-concept." This may be why in teach'ng a foreign language we

have to teach the foreign culture so that the form and the right

concept can be learned together,

Perception of the foreign language is performed in terms of the
internal nodel a person has. This is why Lado (1960) says that when
a porson hears a foreisn languase, he hears his native languare.(p. 11),
This overstaterment of Lado's may mean that the learner matches the
foreign message against his native model. Halle and Stevers have a

sirilar theory (cf. Halle ard Stevens, 1944, Stevens and Halle, 1965),

They assurme that speech is perceived in terms of analysis by synthesis.

Perception takes place when the internal pattern matches the stimuluse
Halle and Stevens believe that the mechenism emvloyed in sveech percep-
tion is the same as the mechanism used in speech production., The auvd-
itory pattern derived from the ncoustic {nput undergoes a rreliminary
aenalysis., This prelirinary analysis is a spectrun analysts in which
the Incoming spectrum is matched to a spectrun produced by an internal
synthesizer which has the ability to compute spectra when given phonetie
pararmeters. On the basis of the vrelinintry analysis and eontextual
information, a hypothesis {s made concerning the abstract revresentation

of the utterance. Th~ proposed abstract representation is changed to an
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equivalent auditory pattern and compared with the pattern under

analysis, In case of agreement, the hypothesized abstract rep- "
resentation is consldered correct. The model includes also abstract
generative rules employed in speech production. These rules convert
abstract representations to instructions to the vocal tract and thus

transforming phonemes to phonetic parameters.

3.0. Communicationi

This section is an attempt to show that the learner of a foreign
1;nguage uses everyday knowledge that he acqulired in learning his
native language in encoding and decoding the foreign language. This
knowledge of the world includes the fact that any lingulstic message
needs a speaker and a listener (or listeners) and that their status
and the relation between them may determine the form and content of
the message. This relation may even condition the application of
certain transformational rules. For example, in some socletiss a
man talking to a stranger would not mention the name of his wife and
instead would use the rule of pronominalization referring to her as
she, Anong some people, a speaker may intend to conceal the name
of the doer of the action so that he may not te committed and hence
use the passive volce, All these notlons that may be derived from
the culture of the individual are important not only in formal
linguistic analysis but also in effecting explanatory adequacy in our
analysis, These extralinguistic notions have been dealt with by
philosophers under different headings such as illocutionary force,

presupposition, entailment, inference, felicity conditions, ete,
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The learner of a foreign language may draw on such notions when
using the foreign language., Such notions as I will show in Chap-

ter IV occur at a high level in the grammar.

Bvery communication has a content and a relationship aspect
between the encoder and the decoder of the message. This rela-
tionship aspect classifies the content and is therefore a meta-
communication. As language is part of human behavior, our study
should be extended to include the effects of this behavior on
others, thelr reactions to it, and the context in which all this
takes place. This means that in addition }o the study of syntax
and semantics, the pragmatics of speech héve to be part of our re-
search. To glve an example; the syntactic symbols would remain
meaningless unless speaker and hearer have agreed bteforehand on their
significance. 1In this sense, all shared information presupposes
semantic convention, lioreover, the pragmatics of speech function as var-
iabi.s in certain contexts, and hence are psychologically meéningful
only in relation to one another and in relation to the context. Our
use and understanding of sentences depend a great deal on the degres

of determinateness and indeterminateness among the possible choices,

For example, if in answering a question we can use yes or no, then

buth these words possess equal information, However, if we were
to answer always by saying no, then the word no would have no in-
formation at all since the answer will be predictable and there

will be no room for uncertainty.
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The knowledge an individual has about the world is used by the
speaker and the hearer at the time of communication, Feedback, which
is part of communication, derives from this functional relationship,
Presupposition, inference, and entailment -- linguistic phenorena
which are not expressed explicitly in the sentence -- follow from
this too, These phenomena depend on feedtack as feedback is the
1link that binds the message and the response to the message.

There are many cases in which the speaker does not encode
everything in his message. He expects the listener to draw on his
knowledge in order to understand the message. For example, if I
run out of gas and need to go to a nearby station to buy gas,

I just ask any persont |

(1) 1Is there a gas station nearby here?
{f he directs me to a gas station that is closed, then he misun-
derstood me because I did not want to see the site of a gas
station, as his answer would imply. In the same manner, in teaching
a forelgn language, we expect the foreign learner to respond cor-
rectly to the above quéétion.i In our program we do not teach hinm
that cars use gas and if they zun out of gas the driver goes to a
gas statlon to fi1ll the tank ub. Although this knowledge is needed
to understand the message, we do not teach it in the classroom. We
expect the learner to be adble to understand such information al-
though it may not be explicitly stated in the sentence.

This argument points to the fact that surface sentences may

need prior information so that their meaning can be clear. This
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prior information may have the same lingulstic effect as elements
present explicitly in the sentence, Such prior information may
be understood from the situation iﬁ which a person may be. For
exanple, the seéntence:

(2) Put the butter in the refrigerator and get the milk out,
1s understood asi

(3) Put the butter in the refrigerator and get the milk

out (of the refrigerator).

The prepositional phrase of the refriserator at the end of the

sentence is deleted under identity with elements that occur earlier
in the sentencé. The situation in which the sentence is used may
have the same lingulstic effect of deletion. If a person is stan-
ding beside the refrigerator having the door open in his hand, we
can say to him:

(#) Put the butter in and get the milk out.
This sentence is understqod ast

(5) Put the butter in (the refrigerator) and get the milk

out (of the refrigerator), ’
The phrases in parentheses are deleted as they can be

understood from the situation. Here the context has the same linguis-

tic effect as the explicit lingulstic elements in sentence (2) above.

The extralingulstic knowledge of the world may even condition
the cholce among sentences that are nearly paraphrases, For example,
the idea of asking somebody to enter a certain place may be expressed

in any of the following sentencesi
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(5) a. Cone in, won't you,

b, Please come in.

c, Come in,

4. Come in, will you,

e, Get the hell in herel
The relationship between the speaker and the hearer determines which
sentence is to be used., Obviously a speaker cannot use (&) except
in a "Jjovial®" manner with a close friend., If the addressee is at
the speaker's door and is a friend, the speaker will use (c). Sentences
(a) and (b) can be used by a receptionist at the doctor's offices
between friends, these two sentences may give the impression of a
forced hospitality.

1.2.3. These extralinguistic concepts of politeness and the relation
between speaker and hearer also condltlion the choice of certain
linguistic forms. This is clear in the verbs of saying used in
reported speech such as tell, beg and order. The verd tell assumes a
relationship of equality or a situation in which there are no direct
orders from a person of a higher éuthority. The verbdb order, cn the
other hand, assumes that the speaker is higher in position than the
addressee; beg s a verd which is used by a person lower in rank or
who expects to get something from a person who has authority to do
S0,

Similar notlons are true of conversation in general., Gordon
and Lakoff (1971) have dealt in detail with what they called

“"conversational postulates', In a normal conversation, the par=-

ticlpants will make the followlng assunptions, among others, about
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the discourse:

Rule I, What is being communicated is true.

Rule II. It s necessary to state what is being said
as it is not known to other participants, or utterly
obvious, Further, everything necessary for the hearer
to understand the communication is present.

Rule III. Therefore, in case of statements, the speaker
assumes that the hearer will belicve what he says (due
to Rule I),

Rule IV. With questions, the speaker assumes that he will
get a reply.

Rule V, With orders, he assunmes that coﬁmand will be
obeyed,

All these presuppositions and many others about the nature of
the world may be criteria against which the well- or ill-formedness
of a sentence can be judged. This knowledge of the world must be
considered part of a person's linguistic knowledge. As Lakoff (1971)
says in "Presupposition and relatlve well~formedness": ",.. the
general principles by which a speaker pairs a sentence with those
presuppositions required for it to be well-formed are part of his
linguistic knowledge" (p, 329). Some of these presuppositions may
be arbitraray and conditioned by convention in the culture in which
a language is used, For example, in Arablic non-human plurals
behave syntactically like feminine singular nouns., They take
feminine singular subject markers, pronouns, and adjectives, This

may be so even in the cases where these nonhuman plurals have the
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feminine plural marker -- at used with human feminine plurals. For
example, in the sentencey
(7) ~almudarrisatu wasalna
*the teachers (f.) have arrived,'
the morpheme --at(u) is used as a plural rarker. ({-u is the nonm-
1native’case marker), This morpheme may be used with a nonhuman
plural noun as alxitabatu 'the letters’. But we cannot sayj
(8) *Mlxitabatu wasalna.
'the letters have arrived’.
because wa§alna 'arrived' ends in -na which is the femininc marker
used with human plural subjects. We have to use -at as a subject
marker with the verb; this morpheme is also used with fcainine
singular nouns:
(9) ~alxitabatu wasalat,
‘the letters have arrived',
The same is true of adjectives and pronouns used in the case of the
above nounst
(10) a. ~almudarrisatu kabirat,
'the teachers (f.) (are) big (f.pl.)

b, “alxitabitu % kabrat !
_kablrah

'the letters (are) *jbig (f.pl.)7
‘big (f. s.)j

(11),, *alnudarrisitu’ huna.,

\

*hunna
J

*lhiya
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the teachers (f.)

4 they (f, pl.) (are) here,
L*she'

b, °a1xi§5b&tu.3

1
1
s

> *hunna huna.

———

L hiya

{ the letters
*they (f. pl.) (are) here,

'
she (= they’non-human)

/"‘\/‘\_A’

In the above examples, the morpheme ~at 1s used with both the human
and the non-human plurals, However, this morphological similarity
is not enough to determine the selectional restrictions in the above
sentences, Selectional restrictions, in this case, depend on our
knowledge of what is ﬁuman and what is non-human., This shows that
George (1972) is right in saying that "Grammars cannot be the basis
of a sound syllabus" (b. s}, In addition to grammar we have to
draw on the learners knowledge of the world. Tﬁis knowledge may
not be part of our course of instruction but is part of the learning
situation,

English has a phenomenon similar to the above Arabic one, The

use of forms like who vs. which, sink vs. drown depends on whether

the noun is animate or inanimate:

’

(12) a. The ship' * who ) was in London |
/.

)* drowned.?
l\which L sank - g
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b, The man  who ‘yas in London - drowned.?
&which[ | *#sank. g

30by Some transformational rules, conjunction for example, may be
conditioned by our ex‘ralingulstic knowledge of the world, Consider:
“13) a. Mary is a dilrty nurse and she doesn't take
baths elther,
b, *Mary is a clean nurse and she doesn't take
baths elther.,

The construction, A and not B either, carries with it the presup-

vosition that one might expect A Lo entail not B, In (13,a,) such
a presupposition is consistent with our cultural values, while in
(13.b,) 1t would not be. Hence the ill-formedness of (13.b.)

The use of a certain tense may be also conditioned by ocur
knowledge of the world, =:f a speaker wants to show an action that
started in the past and still holds true in the preseit, he uses have
+ past participle, Consider:

(14) I have bought a new coat.
This sentence implies that the person still owns the coat, But sup-
pose the coat was stolen yesterday, it would be ungrammatical to sayi
{15) *I have bought a new coat which was stolen yesterday.

This sentence is ungrammatical as the speaker does not own the
coat any more, He has to use a verb form that indicates that the
action of buying is not related to the present, However, sentence
(15) can be used in a situation where the coat was stolen from
somebody yesterday and the speaker bought it from the person who

stole 1t. In such a case, the act of buying is related to the present,
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The same tense can be also used in a situation where the covat is not
in the immediate use of the speaker but is still belleved to be owned
by him, Considert

{16) I have bought a new coat which my brother borrowed

to go to the party yesterday.

In the subordinate clause of (16), yesterday, an adverb that shows an
action not related to the present, is used while the matrlx sentence
is in the present perfect tense. However, there is no contradiction
and the sentence 1s grammatical because our knowledge of the world tells
us that the coat is still owned by the speaker. Compare sentence (16)
with the following sentence

(3.7) *I have been to France in 1970,
This sentence 1s ungrammatical because the present perfect tense
cannot occur with a time adverd that refers the same action to a
point in the past unrelated to the present. However, this sentence
becomes grammatical if the adverb of time 1s deleted:

(18) 1 have been to France.

Qur knowledge of the world may be also a decisive factor in the

interaction between syntactic and semantic rules. Negation is a
case in point. For example, the sentencei

(19) I have a car,
entalls that the car has a color. So, we can say:

(20) I have a carj the car is blue,

But suppose sentence (19) is negated:

(21) I don't have a car,
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In this case, it is ungrammatical to say:

(22) *I don't have a car; the car is blue,
because our knowledge of the world tells us that not having a car
does not imply that the car has a color. In other words, negating
a sentence does not mean the negation of its entailment, It will be
a contradictlicen in terms of formal logic to have p*>=-p. S0, neg-
ating the subordinate clause of sentence (22) would not make the
sentence grammaticals

(23} *I don't have a carj the car is not blue.

This is because the color of a car presupposes the existence
of the car and the non-exlistence of the car implies the non-existence
of a color, However, the negative particle not changes a thing
into its contrary: blue vs. not blue. In sentence (23) there is
not a car of color whose contrary can be stated.

Some rules of delection may also depend on our knowledge of
the werld, For example, in the sentence:

(24) The Buckeyes will jlay touorrow,
we can delcte will if we are sure about the schedule of the game:s
(25) The Buckeyes play tomorrow,
But 1f the sentence deals with the manner in which the Buckeyes
will play as in:
(26) The Buckeyes will play fast tomorrow.
we cannot delete will,
(27) *The Buckeyes play well tomorrow,
This sentence is ungrannatical because will 1s deleted; this

future partlcle cannot be deleted In cases about which the
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speaker cannot be certain, in this case the manner in which the players
will perform in a future game.

This idea of presupposition and nature of things in the world
may even determine the order of words at the surface structure of

»

a sentence, Bxamples of these are: ¥illiam and Co,, Sam and son,

John and his wife, etc. Reversing the order of these words will

yleld unacceptable pharses: *Co, and William,*son and Sam,*his wife

and John (in the above sense). It seems that there is a rule in
English that what is more domlnant has to occur first, For example,

in Willian and Co. we know that Willianm may have more power in the

company and so his partners have a subordinate role., These partners
have to be mentioned after William,
The same is also true in apposition., While it is grammatical

to says

(28) Elizabeth, the Queen of knglamd, rides a white horse,
it is ungrammatical to say:

(29) *The Queen of England, Elizabeth, rides a white horse.
For Elizabeth to be a queen, she has first to exlst as a person,
So, the title, which is usually acquired later on in life, has to

be mentioned after the name which is acquired after birth,

3. 5. The above argument has shown that knowledge of the world is
part of the grammar., The person gets that knowledge in the follow-
ing way. He hears his native language, then internalizes the con-
cept the word refers to,'Men he is called upon to use the language,

he uses those concepts, In foreign language education we do not
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teach thcse concepts, We expect the learner to use those concepts
that he learned with his native language when he uses the foreign
language., In other words, these concepts form a unity with the
foreign érammar. In case those concepts are different we teach the
foreign culture in order to help the learner produce and understand
the language agains£ the right presupposition, This is because,

as Lakoff (1971) says,

A granmar can be viewed as generating palrs
(PR, S), consisting of a sentence, S, which

i1s gramnatical only relative to the presup-
position of PR, This pairtng is relatively
constant from speaker to speaker and does

not vary directly with his factual knowledge,
cultural background, etc, However, if a
speaker is called upoir to make a judgment

as to whether or not S is 'deviant', then

his extralinguistic knowledge enters the
victure, Suppcse the pair (PR, S) is
generated by the grammar of his language.

Part of his lingulstic knowledge will bve

that S is well-formed only given PR, If

the speaker's factual knowledge contradicts PR,
then he may judge S to be 'deviant'. (p. 336)

This also shows that presupposition is established by non-linguistic
contexts, Moreover, the well-formedness of sentences cannot be

deternined solely on formal or syntactic grounds,

Linguistic Phenonenas

There is linguistic evidence that the learner of a foreign
language does not duplicate the segments or rules he has in his
native grammar and that these elements are used in learning the
foreign language. He combines those elements with the target

grammar to form u ‘super-grammar".
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At one point, borders between language groups are not bérders
that can be marked by a line on the map. wmach language overlaps into
the area of the other. It is indeed hard to establish isoglosses.

At the other point, marrlage between the grammars of two languages
may glve birth to a new grammar as it is the case with pidgin and
creole, This phenomenon of combining different linguistic forms is
operative not only between forms derived from different languages
but also inside individual languages. Jakobson's implicational law
is a case in point. This law suggests many things pertinent to
forelign language learning:

a. The appearance of a certain segment presupposes the
existence of another. For example, affricates ﬁresuppose the exis-
tence of stops and fricatives, So, if a learner has stops and fric-
atives in his native language and is confronted with a target language
which, in addition to stous and fricatives, has affricates, this learner
#ill learn the new sounds by combining features from segments already
avalilable to him, The same is also true of homorganic segments.

For example /mb/ and /ng/ are comdbinations of /m/ and /v/, /n/ and
/d/ respectively, So, if a learner is learning a foreign language
that has homorganic consonants that are not used in his native
language, he may combine segments he already has. He may have to
produce these segments homorganically without any juncture,

b, The same may be also true of segments not found in thé
native system. A native speaker of Arabic whose stops are:

t k

o

d g
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has to learn /p/ so as to raster the English stop‘system. Ve would
not like to say that the reed to learn /p/ reans the reed to create
a new systenm since

p t k

b d g
Is alrrady a system learned by Enrlish.sceaing children,

This points to two things. Tirst, psycholorically, a systen
which can be learned b* a certain person may be learned by another.
Second, the combination of linguistic asegrents irto ones un'fied Y8
tem ic easy to achieve since, in the orove example, the appearance
of /t/ implies that the learrer can produce /v/. The learner may
not have /p/ in his adult system, but the inherent features of such
a phoneme may be easily maniculated from other segments. He ean
combine bilebizlity from the /b’ sound with the voicelessness used
with other stops to vroduce /p/. There ray even be a possibility
that he has |p yas an allophone in his native languagre, Even if the
combination of such features is not availzble already in the native
language, the new combiration of such f-atures does ndt imoly the
creation of a new systen: For example, if an Fneiish-gpeakirg child
wants to learn Sindhi, ho has to learn zsnirastes:

ph th kh

g A
: - h
The 50unds\Ph ), \}h*] ,Kﬁ ]occur as allovhones in ¥nrlish, This
learner will have to learn how to rroduce voiced asriretes,

Let us dral with another case. Sucrrose that the foreign

learner of Enplish, is 2 suveaker of Sirdh’ whose stop syster includes:
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p t Kk
b 4 g
58 4 ¢
ph th kh
o gh g

The nglish stop system will be part of the system that this learner
has, We cannot say that this learner has o /P/ for Sindhi and
another /P/ for English since the phonetlc description of both /P/'s
will be nearly the same whether we define them in terms of point and
manner of articulation, distinctive feqtﬁres or by acoustic analysis.

This does not mean thai learning the foreign language will be
so easy as the sequence of segments and tl.e phonologlcal interactlon
between the vhonological rules may vary from language to 1angu;ge.

Historlcal evidence supports the above argument that the learner
may combine segments or allophones fram his native system to form
a '"super-grammar,"” It was mentioned above that an allophone in the
native language may be used as a phoneme in the target language.
Watkin's law says nearly the same thing, I.,e, languages move toward
allophonic minimization, In 0ld znglish for example[jﬁ} Was an
allophone used intervocalically and in [{iddle £ngléih it became a
phoneme after the loss of final /3/.

Moresver, it seems to be the general tendency of languages to
move toward symmetry and a filling-in of the gaps so that language
learning can be made easier. In the same manner, the native speaker
of Arabic who adds /P/ to his stop system is making hils “super-grammar"

nore symmetrical and economical.




38

The development of languages into different families 1s another
case in point which shows that the idea of building a "super-grammar"
is easy to achleve, Proto-Indo-kuropean which developed into so many
languages with different grammars was spoken at a certain pcint by in-
dividual speakers. The grammar of those people included rules and
systems that have been split into so many grammars., TIhe ldea of a
super-grammar is parallel to language develorment but in the opposite
dirsction, l.e. instead of splitting the grammar into different
grammars, the learner is putting different graamars into one "super=-
grammar”, It may mean some complication of the grammar but it is
a logical requirement of communication. If a person wants to be
understood by more people, he may have to add rules to hils grammar,

If he wants %o limit hils language to a certain dlalect, this may

mean a simplification of his grammar., This may lead to the appearance
of new languages, lLatin was once an "international language" over the
continent of kBurope and parts of North Africa and the Middle mast.
When there was ﬁo need for latin as an international means of commu-
nication, people began to use reglonal dialects which were more
economical in effort.

The above argument that the learner may comblne some phonologlcal
segments or rules from the native language with those of the target
language to form a "super-grammar" has a parallel in morphology.

The morpvhological rules of the forelgn language or languages learned
nay maké use of the same features §f the native language but with

some constraint or change in order. For example, let us compare the

definite article in Arabic, wngllish, and Remanian which are three
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unrelated lancuages:
Arablc:
Definite Article|+ noun

as a prefix __

®al 'the' + walad 'boy'

”alwalad 'the boy’

Noun +\Indefinite Article
L + suffix

walad 'boy’' + un 'a’

waladun 'a boy'

gngllshs
Definite Article + Noun
the boy

Indefinite Article + Noun

a boy
Rananiani
Noun +! Definite Articld: pon ‘'tree' + ul 'the' (m,s.)
jas a suffix pomul ‘'the tree'
stea + UA

'star + 'the' (f.s.)

stealUA 'the star'
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\ Indefinite Article!+ Noun

+ Independent

Un *a' (m.s.) + pom 'tree'

un pom 'a tree'

‘a' {(f.s.) + stea 'star'
d stea 'a star’

If a native speaker of Arabic is learning knglish and Romanian; he
will make use of rules which he has alrsady. He will be elther ex-
panding the environment in which a certain rule applies or changing
that environment. For example, in learning the place of the english
article he will be expanding the use of the definite article in
Arabic., He will have a rule saying: Use the article before the
noun in Znglish, Then he will add another rule to the effect of
using the article as a free morpheme. However, the Arablc rule of
attaching the article to a following form will be applied in learning
E¥nglish forms such as another where an is added as a prefix to other,

In learning Romanian, he will reverse the order .n ...lch the
article and the noun occur. The indefinite article will occur before
the noun and the definite article will occur after the noun. Instead
of usinz these two articles aa bound morphemes as it is the case in
Arable, 11 use the indefinite article as a free morpheme and

the definite article as a suffix,

5.0, This approach which suggests that the learner of a foreign
language tries to form a "super-grammar" in order to avoid duplicating

his native grammar is quite consistent with the view that grammar is an
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apraratus that generates the sentences of the language. Such a genera-
tive device makes use of few elements to generate an endless number

of sentences, In learning a foreign language, the learner is apply-
ing a similar strategy of economy: he is making the input to the rules
more general and herice economizing in the number of rules appiied.
There is psychological evidence that this is true as the mistakes

made by forelgn learners may be made by native speakers, bkxanples

of such errors are the use of altocether for all togzether, all ready

for already, the slips of the tongue in cases of the absence of agree=-
ment between verd and subject as in he go for he goes, the nasalization
of vowels in the environment of nasals and the use of the marked form

as ini Scmebody left their book here, etc., Some of these uses, like

the last one, may even te characteristic of certain regional dialects,
This shows that the native learner and the foreign learner iry to
economize and use a "short-cut" in their production, Instead of learning

two forms all right and alrisht, one form can do, In the same manner,

when a person i{s learning-a foreign language, he will tend to make
use of what he has already. “oreover , the learning of a
foreign language is similar to the learning of another dialect of the
native language.

The change in conversation from one dialect to another, or from
one register to another, is not different from the change from one
language to another. Some tribes in Australia (cf. Steinberg &
Jakotovits, 1971) use a certain languase when speaking among them-
selves and usc "another lanpguage that is ccmpletely different when

speaking to a person who is a :aboo." (p. 435) The same is also true



L2

of diglossia which is not different from bilingualisnm,
Martinet (1950) says:

The idea that bilingualism implies two
languages of equal status is so wide-
spread and so well established that
linguists have proposed the term 'dig-
lossia' to designate a situation where
a community uses, according to clr-
cumstances, both a more colloquial
idiom of less prestige and another of
more learned and refined s'tatus. This
implies that 'bllingualism® is found
only with individuvals, whereas 'diglossia‘
is a phenomenon of whole communities.

(p. 139)
The last sentence implies that in the mind of one person diglossia
and bilingualism are simlilar in having one grammar each. The only
difference is only in terms of "social" usey diglossia (cf. Ferguson,
1972} is characteristic of the whole society while bilingualism is

a characteristic of one person,

5,0, What is the motivation behind the idea of ‘“suver-crammar”?

When a person learns a second language, he may have to learn
a new grammatical system. Such a new system may complicate his
repertolre. To effect economy in his new grammar, he avoids du-
plicating the rules he may have acquired tefore. 3inilar ideas have
been dealt with by many lingulsts and psychologists., Zipf dealt
in many of nis articles with the speaker's need to‘effect communic~
ation with minimum differentiation of features, This may conflict
with the listener's need to understand with minimum effort, that is,
the need for maximum differentiation of features. The speaker wants
his message to be formed with minimal redundancy while the listener

may need the redundant features so that comprehension can be easy.
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Between such conflicting interests a language adjusts to the mul-

tiple pressures of shifting compromises. Hence the development of

a language may not be solely a matter of adjustments by native

speakers. All users of ilhe l:nguage native or forelgn speakers, con-
tribute by their use of the language to this development, Mogéover,
some of the strategles used in learning a foreign language may be
similar to those used in acquiring the native language. Cne of these
processes is the combination of elements to generate larger units.

This process may be so general that elements borrowed from different
languages into the native language may be combined toéether. This

is the case in English where words borrowed from various languages

are used with affixes bvorrowed from Latin or Greek, Th's leads to
another point, i,e. the features avallable to the person learning a
forelen language may be used in such a way so as to produce the required
feature or features. For example, an English-speaking person learning
Sindhi voiced aspirated plosives will learn these new segments by
combining the features voice and aspiration used in English with plosion,
Such a strategy will effect economy in effort which is the main
motivation behind 'super-grammar”., In the meantime, there may be opposite
forces at work. Simplification on one dimension can lead to complic-
ation on another, For example, the use of voiced aspirated plosives

by a person who has volceless &ipirated plosives will require him to

set a constraint on the environment in which each 1s used. te has

to be aware .. the différence between both categorles and how to use

each,
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Contrastive analysis has to take the idea of "super-grammar"
into consideration because it will be economical in analysis.
Moreover, it will help in relating the different components of the
"grammar’” with each other. More important than this is the fact that
linguistic description has to explain the facts it deals with,”
It 1s not enough to deal with forms or configurations of formsj; our
analysis has also to effect explanatory adequacy and comprehenslvencss

of description, Chapter IV will deal with this in detall.
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LINGUISTIC DIWICIVICITS A7 C1WRT™ CONTRAATIUD APrROinHTa

It was mentionad in the precedine chapter that the eurvent
contrastiva aoproaches assune that the learner saparatas the natfve
and target prammars in his mind, Tt was showm that this poes awainst
the principle ofyleast rasistence and the movement nf lanminpes
towurd comrlete discreteress in usine their forms.

Some contrastivists, Dingwall (19644), “or examole, eali for "the
most highly valued grammar” (n. 152) from each lanmirce to be used in
contrastive analysis., It was men*tioned in Chavter T that eurrent
contrastive analyses carnot account for attested exnrassion oroblems,
This chanter will pive examples of how the current linemistic theories
hay not be able to ~ccount for many linmiistic fanrts in the lanruaces

contrasted,

Current linguistic theories are interasted in syntactie,
phonological, and semantic cemponents. This sevaration of comvonents
is wrong becaure in first lanegisge sequisition and also in foreign
language learning, the structure of lansuase is intornalized as a
whole along with its functions The formalism of these theories misses
a great deal because of the geparation of the different components
of the grammar that affect each others The interrelatedness
between the different levels of th» grammar is clear in the migtakes
rade b’ the learners of the foreign lanmuage, Yor example, the

student who makes pauses at wronc vositions as ‘n the sentencet

5=
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(1) The new /7 teacher from / Ungland / is teaching
tnglish in / this school.
has the syntactic problen of not knowing the immediate constituents of
the sentrnce ~lthough his mistake is clear at the rhonolosical
levels The present linpuistic theories think that linguistic
interference haprens at a single level only; for instsnce, the
vowel system of the native lanpuare influences the vroduction of
the target vowels. But, in the neantime, different lavels of the
grammar may also interfere with one another in the rrocess of
lanpunage learning. The distinctions between the different levels
of the grammar may, sometires, obscure as much as they reveal, We
may miss a great deal if we ricidly separate errors into "rhonolog-
iecal", syntactic", ete. For examrle, the student who uses the plural
morpheme with student may te faced with the phonolorical problem
of consornant clusters 4t the end of the word and as a result may
add an epenthetic vorel pronouncinz the word as Kétudint+§} + The
gare may even bte true in the interaction between the svntex and the
serantics of the sentence where the svnt-ctic error of the student
may bte due to his sermantic intention of deleting the rediindant
elements in the sentence, For axzarple, the student who writes:
(2) He go to his office by bus every day.

where the vert does not show amrcement with the subject, hrs con-
veyed a complete ressape as the adverb of time at th~ erd of the
sentence can show the tirme of action in the sentence and hence
adding ~5 to the verb wonld be redundant.

Lakoff (1971) has teecn aware of such shortconings in the

O current theory of trensformational analysis and this is whv he
ERIC - ‘ -

IToxt Provided by ERI
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suggested the ildea of global rules in the grammar., Such rules trace
the history of derivation btetween non-adjacent tress., But such a
hypothesis rests on the assumption that rules are ordered. However,
recent research (Koustoudes, 1972) has shown that it would be more
econonical if we do away with the notlon of rule ordering and’consider

rales to be applicable in case their structural description is net,

Cne of the basic assunptions of transformational generative
granmar (Chomsky, 1965) and the generative semantics approach
(McCawley, 1971) is that the rules of any descriptive analysis
match the natural rules of language. It is also assumed that these
rules are universal for the speakers of the languages under inves-
tigation. These two assumptions are dubious because they obscure
ithe difference between description through formal generation and human
production of messages, The use of these approaches for the purpose
of contrastive analysis (ef, Di Pietro, 1972) may imply that the
problems of all the learncrs of a certain target language vwill be
the same. Although there may be some “common" errors among
learners who speak different languages, yet each learner may make
his own mistakes,

These theories also imply that contrastive analysls can 'apriorl
predict the errors of a learner aud the problems he will confroent in
learning the target language by contrasting the structure of that
language and the structure of hig nalive language. As I have shown in
Chapter I, this approach is wrongi it also fails to relate interference

from the native language to interference from the target language.



48

1,0, There are many linguistic phenomena which the above lingulstic
theories. cannot explain, 1In this section I will glve examples from
Arabic and English that the structural, transformational, and gen-

erative semantics approaches cannot account for,

1.1.0, The celebrated structural approach used in contrastive analysis
is that of Lado (1950), This approach depends on form, meaning, and
distribution applied to the languages that are to be contrasted,

This approach has the following shortcomingsi

1.1.1. It is atomistic. At the same time, the three criteria of form,
neaning, and distribution are not enough. They do not tell us "how"
the form, meaning or distribution is there or "why'it is there., 1In
other words, they do not have any explonatory adequacy. loreover, the
relationship between form, meaning, and distribution is not clear.
These three criteria are variables but the rules under which these
variables operate whould have priority of investigation. If a student
makes a mistake, the result is clear in the wrong form, meaning, or
distrivution. But thls mistake is due, in the first place, to the ‘
application of a wrong rule., So, contrastive analysis should begin
by investigating the semantic category and the rules that map it

into linguistic forms.

1.1.2. Lado deals with form, meaning, and-distribution in a linear
order, This may result in looking at things from the wrong direction.
For an exanmple, let us deal with the following two sentencesi

(3) The sheep is hungry.
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(4) The sheep are hungry,

To Lado, sheep 1s singular in (3) because it occurs with is
and 1t 1s plural in (4) because are occurs after it. But this is
not a good explanation because is and are were chosen after the speaker
intended to use sheep in the singular or plural form, In other words,
it is not is or are that nakes sheep singular or plural, It is better
to look at the semantic component that makes this difference clearer
because there may be cases in which this difficulty cannot be resolved
otherwise, For example, in British knglish there is a group of nouns
which can be used as singular or plural in different contexts such

as governnent, club, board, etc. Although the context can show whethor

the word is singular or plural, Lado's criteria cannot do that, In the
followlng sentence the number of the subject is neutrallzed between
the singular and the plural:
(5) The government discussed the matter yesterday.
This may mean that the government discussed the matter as a unit with

somebody else or discussed it among: themselves,

3.1.3, Form, meaning, and distribution are not binding criteria, Therse

may be a form that does not have a meaning as do in

(6) Do you need this?
Koreover, the same meaning may be rendered by different forms. wnphatic
stress in (?) can be also rendered by the form do which attracts stress
as in (8).

(7) I 'know.

(8) 1 ho know.
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Lado's approach will group torfether sentences tha£ are. semantically
different, This is because to him "Crammatical structure as matters of
form,,,correlate with matters of meaning" (p. 52), 3But this correla-
tion 1s not true in every case, The following three sentences have
nearly the same surface structure but they are semantically different,

(9) He criticized a book.

(10) He wrote a book.

(11) He is playing the radio upstairs.
These sentences have the surfaco structure S V 0, btut in (9) the book
was there before he criticized it, In (10) the book came into being
as a result of his writing. In (11), on the other hand, what is
playinz is the radio and not the person. (12) will be wrongly put
in the same category with (11),

(12) He is playing football ocutside.
On the other hand, lado's approach is not economidal as it will put
under different categories sentences that should be put under one
category. For exanple, he will not group together (13) and (14).

(13) He seated the children.

(14) He made the children sit down,
Although (13) and (14) have different surface structures they should be
grouped under one heading: “Causative", 3Both sentences mean:

(15) He caused the children to sit down.

From what was caid in the abvove section, it is clear that the
same meaning may be rendered by different forms (cf, (13) and (14)).

However the same form may be used to convey different semantic
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conceptions., For example, a statement may be used to give information
or to convey an indirect commandi

{17) It is nice in here,

(18) It is cold in here,
Both are statements with nearly the same stress pattern, but (18) can
be used as an indirect way of asking somebody to shut the door, This
problem can be dealt with as part of "usage'" and any contrastive
study that dces not deal with such a problem Legs the question, It
1s the fault of Lado that lLe purposely leaves "usage" out of his study.
Lado (1%60) says:

The usaze point of view dces not give us criteria

to decide which matters of usage are significant

in communication and which are not: it does not

tell us how to locate those elements that are part

of the signaling structure of the language, that

signal its structural meanings, The usage point

of view results in "problems" that require the

student to decide if this or that turn of phrase

is the best one, regardle- ; of whether or not the

difference 1s structurally important in communie-

ation, (p. 52)
Any successful contrastive study should deal with "usage" because
this is one of the areas that learners find to be difficult, A
learner who responds to (19) using yes or no misses the main point
and does not understand what he is supposed to do,

719) Could you open the door, please?
Such a questlon presupposes that the hearer has the ability to open
the door. As a result, he is not supposed to use yes or no, He
1s supposed to perform an action., Lado's problem is that he confuses

usage and structural meanings., Usage wlll not cause any problem if

structure is not the only criterion used to decipher meaning. The
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serantic component of the grammar is very important and if this is
ineluded as an area of contrastive analysis, the study can account
for interference from the native language as well as interference
fron the target language itself.

Neglecting the study of "usage" means putting unneeded constraints
on the criteria of analysis. Lado may be interested in the systen
as a whole, He 1s aware of different media in different languages,
e,g, word order in one language versus inflection in the other; or
function word in one language versus inflection in the other. But
this supexrficial difference is not a difference in rules, The
difference is only in the way of showing a certain rule, A linguist
should be interested in the rules themselves and how these rules
interact to forir a system. This requires a study of language behavior,
Ferguson (1971, p. 139) is right when he says ".,, that language
behavior can be studlied systematically to discover its structure,
is nore than simply the linguist's re¥erence for language, since it
has led to a number of discoveries about universal characteristics

of language,"

1,1,6. Lado's criterta will create difficulties for con.rastive studies.
As an illustration, it 1s very difflcult to contrast the "infinitive"
in Bnglish and Egyptian Collogquial Arabic by applying these criteria.
Let us consider the following sentences:

(20) He wants to go.

(21) huwwa Sawiz yuruh,
he wants he goes. .
“le wants to go."

E[{i(j By applying Lado's criteria. we may conclude that Arabic does not

IToxt Provided by ERI
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have the equivalent of the inglish infinitive as the verd xgggg
"g0" can show number and gender:
(22) hiyya 9awza turuh,
she wants she goes,
"She wants to go,"
(23) humma 9awzin yuruhu,
they want they go,
"They want to go,"
Or we may be satisfied, according to lLado's criteria, by saying that the
Arabic infinitive shows numbter and gender. But this is not true as I
w11l show hereafter,

The remote structure of sentence (20) above is (24),
(24)

//////S .

NP VP
| /// \\\\\\
PRON v NP
| | /N
he want 1t ///‘S_
NP \\\\\VP

\ \
he go
By applying for ...to complementizer the tree will look like:

(25) S

}‘ e \\\\\\
f ///VP

PRON v \j\\\\\up
| \ e

he want it
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By it-replacenment, equi-NP deletion (deleting EEE) and by deleting for
we get the intermediate structure:

(25) He want to go.

3y applying the rule of subject-verb agreement, the output will

be1

(27) He wants to go,
In thls sentence, the agreement is between he and wants only but go
does not change its form because it in now in the verb phrase comple-
ment and does not have a subject to agree with., The Arabic so-called
infinltive shows number and gender because these are the markers of
agrecment between the subject and the verb, The rule of equi-noun
phrase deletion is applied to English but not to Aradie. So, when we
say that the Arabic infinitive shows number and gender we are confusing
the issue and we are not able to explain the facts correctly. The only
difference betveen Arabic and English in this case is in applying a
certain rule, i.,e, Equi-Noun Phrase deletion. Lado's criteria do not
even mention this rule., His analysis will make it impossible to

contrast the Arabic and the knglish infinitlives,

-

1.1.7. lado's criteria do not account for related syntactic phenomena
in the language contrasted. They deal only with "parts" of what
should be contrasted, As an illustration, let us contrast the fol-
lowing two sentences of knglish and Egyptlan Colloquial Arabic:

(28) He is in class.
(29) huwwa filfasl

"He is in class."
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At the surface structure, the only contrast here is that Arabic does
not have the verb be in the present tense., But the case is more com-
plicated than this, (29) has another variety where the participle
mawsud 'present' is used:
(30) huwwa mawgud filfasl,
"he (is) present in class."
Lado may conpare sentences (29) and {30) saying that the participle
can be deleted in certain positions and ray add that the verbd be is
deleted in the present, as in (29). 2ut this is missing the issue.
As I will show later, the present tense in Arabic is the unmarked
tense which need not be shown; the particple is derived from an
underlying verb to show this unmarked tense, To prove this point,
this underlying verb has to bte used if sentence (29) is embedded in
7 ana %awzu 'I want him to':
(31) 7ana gawzu yitwigid filfasl,
'I want him to be present in class,
Lado's analysis cahnot eaccount either for deriving the participle
and using it as in (30) or for deleting it as in (29). In other
» words, it is not economical because it will require many forms,
meanings, and distributions wWithout wusing few rules to explain the

related syntactic phenomena in the languazes contrasted,

1,1.8, Form, neaning, and distribution, as variables, cannot make up
a grannar. The aim sbould be to recognize and account for all those
places in the two languares contrasted where there can be a possibility
of meaninzful choice and to state the range of possibillities at each

place. In some instances we face a cholce among a very small number
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of possibilities. This happens for instance when we have to choose
between this and that, or tetween singular and plural, or between past,
present, and future, or between positive and negative. The range of
choice may be also exhaustive. For example, here “positive” can be
chosen, “"negative" is the only possible alternative. There are other
places, however, where we can choose from a very large nunter of
possibilities and where the forms do not belong to one class. In

(32) He was sitting ___ .

we can choose from among there, here, alone, unhappily, near the door,

ete, lany other cholices are perfectly possible, and probably no

two people would agree on the many items that can be used here,

Form, meaning, %nd distribution are not mutually exclusive criteria.

Form is part of meaning, not opposed to it. Moreover, meaning cannc*

be limited to form because the neaning of the sentence is not equiv=-
alent to the total meaning of its words, Ieaning may even go beyond

the words of the sentence as in cases of presupposition and entailment.
This approach does not differentiate between grammatical meaning such

as -s in boys vs. boy and the semantic meaning. The natures of grammar
and lexis are such that any statement made 1n grammar can account for

a larger nunber of events than a statement made in lexis,
Transformational Grammar

Transfornmational-generative grammar is interested in “competence™:
the ideal speaker-hearer in a homogeneous sltuation. We know that

the speech of a soclety if far from homogenecous., Although it may be
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sald that a sclentific analysis of language has to separate the theory

of langunge {lancue or competence) from the theory of the use of

tanguage (parole or performance), this separation may help in theoret-

ical investigation and not in a pedagogical situation, This is
because In a pedagogical situation we are interested mailnly in perfor-
mance or the actual uss of language.

Transformational grammarians separate competence from performance
because of their interest in the formal structure of the spoken language.
Any inclusion of variables from performance would, according to them,
render impossible the representation of elther the systematic character
of language or the systematic character of speech behavior, Even'when
they relate sentences to each other, they do so only in terms of formal
structure, The same 1is true of investigating the stiuctural description
of a sentence which is viewed as a string of formal units. This approach
neglects a great deal about the scmantics of the sentence, its function,
and the context in which 1t can be used. Although scientific inves-~
tigation is not required to include all facts about speech, what
transformational analysis leaves out is of paramount significance to

the learner of a forelgn language.

1.2.2. The theory of transformational grammar cannot account for the con-
text in which a certain sentence can be used or the way it will be
understood by the hearer if extralinguistic factors have to be taken
into consideration. For examble, if one is christening a ship, we
expect the bittle to dbreak. The sentenceq

(33) I hereby call this ship Queen Mary.
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is void if the bottle fails to break., Transformational grammarians
and generative semanticists cannot incorporate sucn notions into their
formal analysis. In tecaching a foreign language, we would not like
to teach i1t without making the learner know if the sentence is void
or felicitious. This does not mean that the theory of gramma; has to
include everything from the everyday situation., This will be very
simplistic, For example, we need not incorporate into our grammar
the notion that fire burns things so that the learner can understand
correctly the sentencei

(33) If you put paper on fire it burnms.
as such knowledge has no bear{ng on the content of such a sentence,
But the entcilment and presupposition of sentences may be conditioned
by the culture in which a language is spoken. Chomsky's theory does
not account for the acquisition of this everyday knowledge. Such a
knowledge should be added as a paraneter in the grammar because the
intention of the speaker may vary from situation to situation,
Csgood (1971) has shown that such extralingeistic factors determine
the formation of sentences. He carried out the followiﬁg experinents
with his graduate students. He used a plastic ring (orange), a
ball ( small and black) and two plastic cups (one red and one green),
He told the thirty students that he would ask them to close their
eyes when he gave the number of each of five little demonstrations,
then to open then when he sald "oren" and to close them again when he
said "close" -- and then they were sinply to describe, in a single
sentence that a hypothetical six-year-old voy outside the door would

understand, what they observed during the eyes-oren period., The five

7’
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experiments were as follows:
1. He placed the orange ring in the middle of the table.
2. He stood holding the ball., They were Instructed to refer to
him as the man,
3. He placed the black ball in the middle of the table,
4, He stood holding the red plastic cup in his hand,
5. He placed the green plastic cup in the middle of the table,
Everytime he placed a new item on the table, he removed the other one,
Demonstrations 1,3, and 5 were identical except for the particular
object which was in the middle of the otherwise bare table, an orange
ring, a black ball, or a green cup. Yet the types of sentences the
students produced varied markedly.
The sentences produced by #1 were typically either:
(34) An orange ring is on the table, or
(35) There is an orange ring on the tables,
Sentences with the definite article:
(35) The ring on the table is orange.
or sentences making expliclt the adjectival transformation

(37) A ring is on the table and it is orange,

almost never occurred, On the other hand, after seeing #2 (usually

deseridbed as the man is holding a small black ball), #3 did regularly

yleld sentences with the definite article along with adjectival
pronominalization:
(38) The black ball is o¢n the table,

Demonstration #5, following the man is holding a red cup, did

typically produce
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(39) The cup on the table is green,

Cszood's experiments show that non-linguistic, perceptual antec-
edents can create, as he says, "cognitive presuppositions" in the
same way that previously heard or uttered sentences do. These. pre-
suppositions influence the form sentences take, The speaker forms
his sentences in a way that can be informative to i.is listener. So,
what the llstener 1s aware of should not be repeated; only the new
idea or thing has to be mentioned, For example, Lf a speaker has
already seen a particular black ball, and assumes that his listener
is familiar with it also, then it is absurd for him to say the ball

on the table i{s black because the size or coler is not informativej

it is its new location which is informative now. This shows, to
quote Osgood, "Neither the syntactic bhone nor the lexical flesh of
sentences created by real speakers is independent of the non-linguistic
contexts in which they occur. ...the form as well as the content of
sentences can be influenced by manipulating the perceptual context
in which they are produced." (p. 498) This also shows that the
so~called underlying structure is not purely lingulstic. As Csgood
saysi

The implication of the very recent work on

presuppositions, as well as of my 1little

denonstrations, would seem to be that what is

"transformed" into a surface sentence is not

another 'sentence' ... but rather a momentary

cognitive state which is not lingulstic at all
yet has its own complex semantic structure.

(p. 519)
This nomentary cornitive state, mentioned by Csgood, is where

sentences "cone from and go to". This is deeper than the deep
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structure posited by Chomsky and the generative semanticistis,

Transformational grammar has been used for the purposes of

contrastive analysis by Di Pietro in his book Language Structures in
Contrast. Di Pletro siys in this book: ‘

To make a contrastive analysis operational,

contrasts would have to be expressed as a

serles of conversions performed on the source

language in order to produce the forms of the

goal language. (p. 18)
This has the dangerous assumption that the target rules or trans-
formations -- called "conversions” by Di Pletro -~ will operate
on the native language to produce the target language. This
means two things:

a. The deep structure of the native language is not different
from that of the target language; hence the rules of the target
language will have the input on which they operate provided by
the native language. Thls may be the general assumptlion of the
current theory of transformational grammar which posits the phrase
structure rule

S ——-y NP ~{ VP
as an underlying remote structure. But this remote structure is
not enough for rules to apply because certain grammatical rules may
be constralned by subcategorization features peculiaf to every
language. An exanmple of £hat was given in Chapter II about
nonhuman plurals in Arabic which take the feminlne singular
subject marker, adjectives, and pronouns, LForeovexr, the equivalent

¢

forms in the target lanpguage may have different grammatical character-
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istics, For exanple, in knglish, the verb runor 1s always used in
the passive voice while the Arablc equivalent ?aSEQa may be used
in the active or passive volce:

(40) a, huwwa ?a.S 39a 7anna Talwazira fuzil.

Lit.: 'he rumored that the minlster was fired.’
b. ?u%f?a ?anna alwazira fusil.
'It was rumored that the minister was fired.®*
This characteristic cannot bte explained by the semantic connotations
of the verb that the person started the rumor may not be known
because the same idea can be stated in the active voice:
(41) I know it is John who set that rumor after Kary.
This peculiar grammatical behavior may be due to historical change
in usage as the verdb runour was used in the active voice by
Shakespeare; this verdb also gave the active participle rumovrer which
was used to mean “one who rumors a thing."
foreover, conclusions drawn only on the basis of the formal
application of rules may be wrong. For example, transformational
analysis considers as an NP the node that can bte moved by passive
to the front of the sentence as ini
(42) Structural Description: NP, Aux VP NP

1 2

Structural Change: NP2 e V + en by NP

1
But there are many sentences in zZnglish that meet thls structural
description but cannot be passivized:

(43) a. Sam possessed a Cow.
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b, * A cow was possessed by 3Sam,

¢. I wanted a new book,

d, * A new book was wanted by me,
However, no transformationalist would like to say that the coastit-
uent occurring after possess or want in the above rnglish

sentences is not an NP as it does not undergo the passive rule,

b, Di Pletro assumes that the learner would not be able to
internalize the target grammar as part of his competence., We have,
according to Di Pletro's assumption, to teach the student how to
apply rules only., However, Di TFletro adds a conflicting note as
he says: "Whatever is postulated for the syntactic base, the
purposes of contrasting languages are best served by keeping deep
syntax as uninvolved as possible" (p. 53). loreover, if the
gramnar used in the classroom is interested in rules, this will
mean that we will be talking about language while we should be
interested in the actual use of lanzuage. Students nmay learn the
rules, but they may apply them wrongly. This way of instruction
nay be also unnatural as in first language acquisition, the
child arrives at the rules himself, HKe abstracts the rule
after hearing different forms used around him, Morcover, trans-
formational rules with the different constraints on them are too

abstract to be effective in a pedagogical situation,

The application of transformational grammar in contrastive

analysis nay not "explain" certain linguistic phenomena simply
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because of the separation of the different components of the grammar,
This is clear in cases where the motivation behind a syntactic rule
is semantic. Yor example, a contrastive study of Arabic and knglish
will be confronted by the fact that in Arabie there are two types of
sentences: sentences with verbs and sentences without verbs or equa-
tional sentences., A transformationalist may say that there is one
underlying sentence in Arabic and that the verb be is deleted in the
present and added in the past and future tenses, Another trans-
formationalist may say that equational sentences are derived from
verbal sentences, Within the formal framework of transformational
granmar no explanation for the motivation behind the rule or its
actual use in conversation can be advanced. Such an explanation
will have to make use of the .actual semantics of the sentence. In
Arablc, equational sentences are used to denote an unmarked present
situation contemporaneous with the act of speech ungoverned by
what comes before or after it. (cf, my l4.A, theslis, Chio State
University, 1972).

The alm should be to show that linguistic analysis, and in
the same manner the process of acquiring language, must involve
a3 much more conmplex analysis procedure than that offered by mere
listing of rules and the relationship among rules, Cut of many
sentences that the student hears -- elliptical, hesitatlional,
semi-grammatical and grammatical -- he has the abllity to abstract
the rules for himself and find out the relatlonshlp betw2en them.

The idea of conmbining syntax, semantics, and situational

factors into our analysis is very important especilally in cases
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where the semantic notion is built into the form and where the
situational response is not conditioned by the syntactic form of
the message., In what follows I will give examples of these two
notions, For example, in Literary Arabic, the idea of "causation"
is tuilt into the nmorpheme, Th's causation has different semantic
levels that are rendered by different internal changes of the word:

a, action caused by a higher source is rendered by doubling
the second radical: Kkattabs to cause someone to write something.

b, acticn happening by chance or initlated by the doer only
without the expectation of the experiencer of actiont this notion
is rendered by using the vowel é after the first radical as an
infix: sdadar to cause somcbody to be able to do scmething,

c., action that has to be done by one person only is rendered
by using the prefix %a --1 Jarsala: to cause something to be sent.

¢, Reciprocal action is rendered by using the prefix ta and
and infix a: tarasala “to correspond with",

d., Spontaneous and inchoative actions are rendered by using

the prefix 2?in: ?inkasara “brcke*, ?intaha “ended", etc.

The syntactlic form of the message alone .may not determine
the response; the content may also be a decisive factor, 1In
Egyptian Colloquial Arabic, the answer to a question may depend on
1ts form (whether it is positive or negative), content, or a
conbination of both, For example, the answer toi
(44) sahih huwwa magiS?

"Is it tyue that he didn'*t come?
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nay bes
(45) a., ?aywa, huwwa magi\g.

Lit,: yes, he didn't (come).

b, la?, huwwa ga.

Lit. No,’he did (come).

c. 7aywa, huwwa ga.

Lit. Yes, he did (come).

d. 1la?, huwwa mag&S.

No, he didn't {come),
We find here that a) and b) are different from English in that the
form or the content may be responded to, ¢) and d) are sinmilar

to English,
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CHAFTHR IV .

A YT AFPROACH

It was shown in Chanters Il and ITI that the current linmiistie
theories carnot serve the rurrose of contrastive analysis as they cannot
account for certain psycholesricd, communicational, and linguistic
pheriomena, This chapter will show that what is needed i1s a theory
based uron and represernting the full structural and semantie com-
plezity of nmtural lanpuare, not one which limits itself to the
arbitrarily chosen artificial lanpguage that has a relatively simple
structure, The rroblem is not that current theories vield wrong
enswers to the questions they ask; it is that they are asking the
wron#t nuestions. Yhat we reed is an aprrosch that deals mean*nrfully
with the quastion, "How 1s langmarse organired to c-nvey meansinp?"
rather than "How are syntectic structures organized when viewed in
isolation?" This aprroach will draw on the functions of langunge:
intrirgie functions, i.es the use of lanmunrge, and extrinsic functions,
i.e. the relation between lansuspe and culture. Such functi&ns have the
vourr of constrairts that filter the lirzuistic forms and rules.

This functional =pproach will be rmore corrrehensive than the
current linmuistic theories. Lanpgusce will be corsidered to be more
than a set of sertences or a svstem of hablts. The native srvesker
~ay have abilities beyond those vosited by formal transforrtational

grarrar, for exarple, abilities to judpe the prammrticality,

67
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acceptability, deviancy, synonymy of sentences, etc. Psycholinguistic
data, functional use, situational requirements as well as generatlive
ability are theoretically relevant and can lead us to select, in a
systematic way, certain gramnatical formulations over others,‘thereby
achieving explanatory adequacy., This analysis will be shown to be
more valued in terms of yule generality and simplicity metric than

the current analyses. The main motivatinn behind such an approach is
that 1i our grammar is going to deal with a natural language, such a
natural language must be a member of the set of all possible languages,
and 1t must also be of such a nature and structure that it can be
learnable and usable by human beings.

This approach, as will te shown hereafter, can effect economy
in our analyslis of languages becausei

a, Extralinguistic factors such as the status of speaker and
hearer may determine the choice of certain fornms,

b, Lingulstic components are not watertight compartments; for
exanple, a question may be used as an indirect order or request while
a statement can be used for the same purpose.

c. Acceptability of sentences depends on the native speaker's
knowledze of the world and the function of language as he sees it.

d. Ambiguity derives from knowledge of the world as well as
the application of grammatical rules, For enample, the sentencei

(1) John and Mary are married.
is ambisuous betweeni |
(2) John and Mary are husband and wife.

and (3) John is married and Mary is married but they are not
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hushand and wife,
Sentence (1) may be sald to te ambiguous as a result of applying
the rule of conjunction reduction to the remote structure which is:
(4) John is married and Mary is married.
The same rule of conjunction reduction can be said to have applled to:
(5) John and William are married.
But while sentence (1) is ambiguous, sentence (5) is not because our
knowledge of the world tells us tl.at two men cannot be married to each
other., This shows that formal application of rules alocne cannot
account for amiblguity in all its aspects.

e, Rules can be accounted for semantically as well as situation=-
ally, For exanple, implicative verdbs (cf, Karttunen, 1971) presuppose
the truth of thelr complement while nen-inplicative verbs do not,

.8,
{6) John managed to solve the problenm,
implies the truth of:
(7) John solved the problem,
Cn the other hand, the sentence:
(8) John hoped to solve the problem,
does not imply the truth of (9
(9) John solved the problem,
This fact shows why (10) is a centradiction, and (11) is not:
(10) *John managed to solve the problem, but he didn't
) solve it,

(11) John hoped to solve the problem, but he didn't zolve

1t,
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These verbs involve certain presuppositicns and hence the speaker of
(A) 1s committed to the truth of the complement sentence but the

speaker of (8) is not,

f. This approach will be econonical in dictionary entries. The
morpheme will be entered according to its "core" meaning since any
change resulting in polysemy'or homonymy is similar to the change that
results in restriction or limitation im meaning. These changes are

due to situational shifts in the use of forms,

Functional Aopproach:

This functional approach differentiates between internal function
and external function. Internal function means that the meaning of
a sentiance 1s the resultant of the meanings of all its constituent
units and constructions. However, a sentence with the "same"
constituents may have very different functional effects in different
situations. 350, it may be safe to say that two occurrences of the
“samé' sentence may be said to have different "external" meanings.
The sentence:

(12, The train is here,
may cause different responses if sald by some person to a friend at
a rallway station or 1f the friend is standing on the rails. The
"internal" meanings of the two occurrences of the sentence are the
sane, the external meanings are different, In thls chapter, the
"functions" of lanruage are used as synonymous with the "uses" of
lansuage, Sich "uses" are not different levels of the grammar but

they have to be rart of the grammar as they determine the system of
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the language, Language serves a varlety of different ends in different
cultural situations; the potentlial meaning of language can be understood
only as relating to those ends, The classical functional theories of
Malinowski, Huhler, and Firth deal with the extrinsic functions of
language that are investigated from an ethnographic or a psychological
viewpoint, In what follows, the intrinsic study of language deals
with how the functional diversity of language is reflected in the
language system, and the relationship between grammatical structures
and the "use'" of language, Following is an illustration. The
sentencet

(13) John has arrived.
expresses a certain concept about the speaker's experience of the real
world, This is one aspect of the "ideational" function of language,
We could also modify the content of (13) in a systematic way, e.g.

(14) John has arrived with Mary.

{15) John has arrived in the new car,
and so on.

Secondly, sentence (13) expresses a role relationship between
speaker and hearer. In uttering sentence (13), the speaker is taking
upon himself the role of communicating certaln facts to the hearer.

It is an "invitation" to the hearer to take another role which is
that of believing what the speaker says, Here the contrast is with:
(15) Did John arrive?

Finally, the speaker selvcts the desired Torm of the message that

can effectively represent an experience in a way understandable to the

hearer. If instead of {13) we had:
(17} The one who arrived is John.
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This would be the “textual" function of language. All these functions,
ideational, interpersonal, and textual, are, in fact, normally present
in adult utterances. An utterance enbodies an idea or content,
speaker and hearer, and a message of a certain form or text, _Even a
sinple sentence like (13) expresses all these elements simultaneously,
This functional approach is clear in the areas of language
acquisition and recent descriptions of languages. Learning the mother
tongue ig in effect, learning the functions of language, which in turn
provide the context for and give significance to its structures and
systems. Theories of code and register, of speech acts, of context
of situation and the like all relate lingulstic featuras to the

functions which language serves.

lanzuage Acquisition:

The child's experience of what language “"means" is not restricted
to its ldeational meaning or *content'; function is a very decisive
factor for him. Every person uses the language ha acquires at a
certain stage to fulfill all the functicas that correspond to his
needs, Aage Salling (1353) observed that when a child has a twenty-
word vocabulary in his mother tongue, this amcunt of vocabulary should
not te considered just as part of an eventual acguisition, These
twenty words constlitute at that early s.age, as Salling puts it, a
"1ittle language", that is, a conplete operating lanrcuare fulfilling
2ll the functions which correspond to the child's neceds. The twonty-
word 1ittle lansuage becones a forty-word little lancuare as the needs

thenselves expand in rance and precision and as ability to express them
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develops. The same iIs true of foreign language learning. For a
foreign learner, the language which is presented up to any glven
stage, the first month, the first term, and so on, should 11ke;ise
form a complete functioning littie language, within the learner's
competence,

The type, amount, and use of vocabulary learned are conditioned
by the presence of soclety. People of the world speak different
languages because of the societles in which they are born, A
person speaks the language he hears in his society, This is
because speech is an acquired “cultural" function which is processed
through innate mentallistic abilities, Language does not exist apart
from the culture of the society in which it is used. As Sapir (1949)
says, "language is a particular how of thought" (p. 218), while
culture is what a soclety does and thinks. In th's respect, the
flow of language parallels that of the inner content of consciousness.,
The content of consclousness has to be the first level of contrastive
analysis, So, when we contrast the semantic content of vocabulary
items or sentences we may be looking at '"what" a person is thinking
of, Here, again, culture may be a determining factor. Sometimes
we may find that one semantic conten%zpovered by‘one word in cne
language and by two words in-another. For example, while English

uses the two words watch and observe to mean different things, Arabic

uses 15hé§a to convey the two semantic contents covered by these
anhava

two English words. Cn the other hand, a language may not have

a word ttat can be used to designate a new concept oy thing adopted

by that ‘tanguage. 014 Znglish, for example, which did not have a
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word for priest translated it into "the iearned one", In the same
way, 1f a society has no knowledge about a thing, it need not have

a word for it., On the other hand, languages may expand the meaning
of the words they have in order to designate new ideas or things.

when the bicycles were first used in the north of the Sudan, they were

referred to as an iron donkey., A similar phenomenon is clear in

child language. Ohe of the children I observed, a child of three

Years learning Egyptian Arabic,used to convey all hls needs by using

the word g§95n 'hungry', e.g. 7ana gadan QES" "I am hungry bread (= I

need bread"), ?ana efa9an mama, 'I am hungry mother (= I want mumny), and

so on, PRemnants of such constructions are still used in adult language

anong friends, An adult may say 7ana ga9an non "I an hungry sleep

(=1 need some sleep)". The same is also true of a verb like kal 'to
eat'! whose use is extended in such sentences as kal 1l?ig5r, Lit.1

‘he ate the rent (= he did not pay the rent)".

1.2, Linculstic Descriotion:

Many lingulst’c descriptions incorporated into thelr analyses
the "functions” of language. lMalinowski considered that the
structure of language mirrors the real categories derived from the
attitudes of the child and the "primitive" maan to the surrounding
world. Later, llalinowski discarded the notions "primitive man" and
"primitive language," and generalized his functional approach to
all languages.

Sone transformational grammarians used the functional approach

to effect econony in their analysts. Katz and Postal (19%54) relate
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questions and inperatives to statements by having the abstract markers
9 and Inp in the underlying structures of questions and imperatives
respectively., They dve semantic and syntactic justifications for
their abstract markers. First, for the sake of economy in thelr
thoory, they wanted to eliminate all meaning-changing transformations,
Up to 1954, the general belief among transformationalists was that
transformaticns preser&e meaning, In crder to elimlnate the meaning-
changing rules, it was necessary for Katz and Postal to build some
structural difference into the syntactic structures which underlie
declarative, imperative, and interrogative sentences., Then rules
vhich nmatched semantic structures with syntactic structures could
make e of the underlying difference between the various sentence
tyres and would not need to take into account the application op
lack of application of the sentence-type transformations, Such a
treatment was able to point out the relationship amcig the tnree
sentence types: declarative, interrogative, and imperative. When
Katz and Postal did that, it seems they had in mind what a <entence
is "used"” for: whether to state, ask a question, or order somebody
to do something.

These underlying pragmatic markers posited by Katz and Postal
can explain why sentences liket

(18) a, You will close the door.
(19) b. You can 1lift the box.

are anbliguous between assertion and order, and assertion and permission
respectively. Sentece (13. a.) may mean

(19) a. I order you to close the door.
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or b. I am asserting the fact that you intend to
close the door,
sentence (18, b.) may mean:
(20) a. You have my permission to 1ift that box.
or b, You have the adllity to 1ift that box,
The prosence of the undevlying markers @ and Imp specify the
structural description to which the rules can apply. Thus two
distinct underlying structures, one containing the imperative
marker and one lacking it, would underlie the same surface
structure and account for its ambiguity,
Fillmore (1966) also used contextual factors to account for
the semantics of come. For example in his footnote #1, he says:
There are, of course, contexts in which a sentence
like I'LL GC HER: is not inappropriate {e.g., when
pointing on a map), but there are contexts in which
it would be just as appropriate to say I'LL GO
THERw, that is, they are contexts in which the
denonstrative value of the words HrRe and THRRE
is brought into play, but in which the opposition
between HiRE and THwR: is neutralized. Similarly,
when identifying oneself in a group photograph, one

may say THBERz'S 1Z, but HeRE'S b would be just
as appropriate.(p. 219)

Such situational notions do not only hdp us understand sentences
but also relate sentences to each other through what Fillmore calls
"suppesition rules." Fillmore saysi

3y means of a supposition rule, semantic features
associated with certain morrhemes in sentencos of
certaln structure are interpreted by constructing
new sentences fron the original sentencesi the claim
is made that our understanding of the original sen-
tences includes the senantic interpretation of the
newly created senicnces among their ‘suppositions’.
(pp. 222-223.)
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P1lnore departs from the current analyses of amblgulty and says that
anbimuity is equivalent to the different situatinns in which a
sentence <can be usedi

... & sentence like He CAME TO THe BANK RARLY
supposes anbliguously that 1 am at the bank
now, that you are at the bank now, that I was
at the bank when he came, or that you were

at the bank when he came., And there are, it
would seem to me, the situations in which the
sentences would te avprooviate (Italics mine,
p. 226).

Moreover, the semantic application of rules may be determined

by extrallngulstic factors. For example, the sense in which sen-
tences can be called analytic, meaningful, synthetlc, etc. is
different from the sense in which delctics can be. In a sentence like:

(21) Triangles have corners,
the proposition is analytic. But the sentence:

(22) 1 an here,
is not analytic since it can be used in everyday situation by a
person to tell another person that he is present or to tell him

about hils place,

2.0, Avplication:

The functional model can be used to account for the relation
between words, The idiosyncratic components or uses of a certain
form can be related to other components or uses. The semantic
components may be also conplex as they may be required to charactertze
events or situatlions that are also complex but semantic description
has to deal with events in time, space, kind and identify them in

the cultural and physical universe in which human belngs live.
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Such an analysls can effect econony in dictionary entry and
hence in our contrast of the lexis, For example, the different
uses of £a2an 'nungry' and Aal 'ate' should be registered in the same
lexical entry as the different uses reflect a general pattern.in the
structure of the languace, There are also similar situations in
which a word that is basically a noun can be alsoc used as a verb,
For example, the verbd pilot should be related to the noun pilot.
If the noun is defined in part as one who flies an alrplane, the
dictionary must relate this meaning to the related meaning of the
assoclated verb, This aspect of relation tetween different words
may work differently in different languages. Our analysis has to
deal with that as a result of scmantic differences that are con- |
ditioned by differences in culture. Hence, the renotest level

of contrast snould be:

(23) Language I Language II
Idea Idea
dord | Word Word

wnere the idea may be represented by one word in Language II and by
two words in Language I, To make our model sharp encugh, ideas have
to be linited clearly and hence the cultural conditioning factors
should be the variables which contrast deals with. This can be

demonstrated as followst

N
1
1

(2) Situation
3 4
Language Il ranguage I
) v
Culture II Culture 1
~ 4
Idea¢ Idea
word8 wordb worvda
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At this level we may have to include deep structure constraint and
the source of constraint which is culture. So, the type of word
that ‘surfaces at the end of the above model is conditioned by the
situation and the idea that represents it. In other words, evexy
step 1n the abvove m;del filters the next step., To glve an exanmple,
Arablc modals can be divided into two categories: those that show
person, nunber and gender and those that do not: yumkinuka "you
(m. s.) can" vs, yunkin ‘can' or ‘may', tagdiru ‘you {m. s.) can®

vs., nina lmumkini 'you can, probably,' etc. The use of one or the

other is conditioned by the source of volition, If permission is
given by the speaker, the nodal doés not show numbver, person or
gender but if cholice is left to the hearer to carry out the message
or not, then the nodal shows numnber, person, and gender, For ex-
anple, the modal in sentence (23) does not show number, person or
gender because permission may be glven by the speaker or the speaker
nay be conveylng to the hearer the permiscion given by another person,
(26), on the other hand, leaves the choice to the hearer and so
the modal shows person, number and gender.

(25) nin almumkini ?an ta%hab.

possible that you (m., s.) go.
'vou can go'
(26) yunmkinuka ?an taShab
'you (m. s.) can go.'

Please also notice that the modal in (26) is derived from the same
root as the modal in (25) and hence the derivational morphological

process is deternined by the source of volition. In other words,
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the morpheme appearing at the end of the above model tends to reflect
the situation which determines the ldea that is conveyed. 3uch notions
can be incorporated into the above model to show the difference between

xnglish and Arable modals:

; Situation }
(27) l i
3 knglish J Arablc 1
b . -l
- ~ ; . “.l -
Amerlcan Culture; iArabic Culture
o e e e e e e —— . VP |
Idea § ~ Idea ;
(i.e., Permission):  (i.e. Permission) |
Source . Sogrce
e b | e N
speaker hearer speaker heirer
j t
Word Word Word Wo
+ Modal +Modal + Modal + llodal
-Number -Number' -Nunber +Nunbver
~Gender ~Gender -Gender +Gender
~Ferson ~Person -Person +Person

At this stage, the movement from one level to the other can be
viewed as a filtering process that allows the word pertinent te

the idea to be used, After this, intrinsic functions came into
play., Selectional restrictlons appear also o this level. reatures

like human, non-human, etc, detexnine which words occur with each
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other, For example, the verb sleep can occur with animate or non-
animate subjects:

(28) John sleeps in this roon,

(29) This room sleeps five men.
Although the verdb sleep, in its basic sense, refers to an activity
of an animate bveing in a particular place, when the focus is on the
place and at issue is the number of different beings that can sleep
in that place, the verb permits the place.noun phrase to appear as
subject as in (29), This is allowable in unglish but not in Arabic.
The verb nam "sleep" does not have these selectional restrictions.
In Arabic we can say:

(30) Yunkinu ?an yanama xamsatun £i hifihi ilhujrah.

'*five people can sleep in this room.' .

But we cannot say:

(31) *ha$ihi 1lhwrah tunayyimu xamsah.

*this room can sleep five people.'

3ut the problem is not a difference in selecéional restrictions,
{31) is not grammatical in Arabic because the verdb tunayyim ®*sleeps" has
causative sense in it, It means'to cause some people to have a room or
chance to sleep'. Such causation 1s limited to human beings and this
is why a noun phrase referring to a place cannot be used as a subject,
In English this is allowable., The only way to express the idea behind

(31) is to use a verd like yasa9 'hold’, xakff 'suffice, is enough

' ? A g
_for', ete.: IR ¢ ; .

3

{32) hapihi ilhu¥rah tasa%u xamsah,
'"This roon (can) hold (= sleep) five (persons).’

L4

(KR
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However, there is nore to this rule than the idea of causatlion. The
application of this rule of using a place noun tphrase as a subject
is conditioned by the explicit presence in the sentence of two noun
vhrasest one referring to a place and the other referring to human
beings, Cur contrastive analysis has to make all that expliclt.
Such an approach can also account for the use of idioms, per-
sonification, polyseny, and in general, the functional shift of words.
Compare the following sentences:
(33) a, 7albuytu waqa9,
'the house fell,'
b, 7Talwaladu waqa9.
*the boy fell (down).'
This functional shift seems to have developed in the following way.
Where one kind of activity is related to a similar kind of activity,
the word which identifies the former activity may have among its
properties certain semantic and syntactic properties of the word that
ldentifies the second activity. This is clear, for example, in the
use of the following adjectives:
(34) a. a dead persen,

b, a dead plant.

¢, a dead match,

d. a dead story. etc.
It is also true in the use of sone verbs:

P (35). as John went to sleep.’ i o
N . [}
.S :
b, Ny leg went to sleep. !

».

The verb kill refers to an activity that leads to a certain result,
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i.e, putting an end to somebody or something:
(%) a. The man killed the thief.
b. The man killed an animal,
¢. You can walt here, if you can kill three hours.
The verb tie also refers to an activity of manipulating string-like
objects., It is granmatical to say:
(37) a. She tled her shoestrings.
b, JShe tied the knot,
The act of tylng things can lead to fastening things, and so an
extensicn of the verb tle is:
(38) She tied her shoes.
(38) is acceptable althcugh shoes are not in themselves the objects
that one manipulates when tying knots,
These functional shifts may allow other forms to occur in the

sentence. So, the adverbs that can bte used with (37) can be used

with (38)
(39) a. She tled her shcestrings f quickly.'j
b. She tied the knot !'fast.
¢ firmly.

¢. She tied her shoes :
ke herec etc' )

But if the rule has certain constrainson it (cf. sentences (28)
and (29)), this nay entail certain constraints on the other forms that
can be used in the sentence. The previcus examples of sleep is
a ?ase in point., ¥hile it is gramnmatical to say:
(40) Ten people can sleep comfortably in this room,

it 1s acceptable in "rglish to say:
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(41} This roonm can sleep ten reople comfortably,
But in Arabic the equivalent of this sentence is unacceptable,
Sich phenorena may po tevond co-occurrence restrictions to the
aprlication of certain gremmatical rules. In Trpglish the sentence:

(42) T tried to find it.
is derived from:

(43) I tried I fird it,
In (43) there is a deep structure constraint thot the lower subject
nust be coreferential to tha higher subiects There is 2lso anothar
rule that follows from that, i,e. deleting the lower subject to
derive the surface structure, Because of this, it is ungrarmatical
to say:

(42) #1 tried for her to come.
In Arabic, these cnnstraints are not applicables, Hence, the equivalent
of (44) is accentable in Arabic:

(45) ?ana hAwaltu %an ya?ti.

Lite: "I tried for him to come.”

This sentence s acceptable in Arabic because the verb hiwal 'try!
implies that 2 person can exrend ~n effort the rasult of which may
enable somebody else to perform an actions VYhile this seems to be
general in Arablc, it is lirited to few "nglish verbs only such as

convince, rersuada, ialk srmecne into ... ote.

“ 4(46) a. I persuaded him to come.

i b, 1 convincad him to come.
H

!
?
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In the same manner, the functional mecdel of analysls can account
for redundancy in language, Redundancy may be defined here as the
presence of more than one grammatical form conveying the same idea
or function., Ior ekample. in the bngzlish sentence:

(47) e rides a new car,
the presence of the suffix -s with the verb is redundant, Languages
differ in the amournt of redundancy they allow in a sentence. In such
a simllar construction, Arabic allows the presence of the subject
narker and would delete the subject itself:

(48) (huwa) yarkabu sayyaratan Jadlda,

*(he) rides a new car,'

The above notion of extrinsic function can be built into our model

which would now look as follows:

[ Situation J
(59) oo

1 Intrinsic Function _Extrinsic Function |

-—— te i 4 ma \{ .. . ™, - P e
Srammatical Rules Culture !
i v \ |
\ . -!-_4_--———-—‘«—1

~ o
A

* Morphemes |

’

|

Y N

v

Cima e e iy

sentences
l
{ o e

E ] ¢

There is no directionnality implied in th's model as linguistic strdc-
ture has to be viewed as a Qg§£§}§. Moreover, some of the conmponents

may be present at different positions in the pirccess of forming any
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message, In addition to that, the same rule may have to apply more

than once in a manner similar to the transformational cycle,
The above model has the following advantages:

It caves us the troudble of setting up more than one linguistic
nodel for the different uses of languare. Some people differentiate
between levels of usage such assylistics, register, idioms, ete,
This model makes all the different uses of language originate through
the sane apparatus. loreover, a. it is a cognitive medel, it is also
the model used in perceotion. {In Chapter V I will explain how it

is cosnitive and at the same time draws from situation or environment),
»

It answers the following question which generative semanticists
cannot answer:
"Where does the semantic deep structure come from?"
Generative senanticists, for exanmple lcCa wly in "Where Do Noun
Fhrases Come Fron?',b2lisve thdt

vv« indices exist: inthe mind of the speaker
rather than in the real world ... and .., the
noun phrases which speakers use fulfill a
function conmparable to that of postulates and
definitions in mathematicsi they-state prop-
erties which the speaker assumes to be possessed
by the conceptual entities involved in what he
is saying, (p. 218)

3ut this does not show how what people say is related to what

they know. Generative sepmanticists are trying to bulld a

self-contained “sramnmar" that has nothing to do with the. external

world, but this is linpuistically wrong as sentences (1) and (5)

above show. loreover, when a person speaks, he has avallable to
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hin a larre fund of semantic resources from which he has to choose.

Generative semanticlsts deal with choice enly in terms of
“"selectional restrictions”" but they have not becn able so far to
got into the level of messapes or discourses, Cf course they have
dealt with the relationship between sentences as far as presuppositioen,
entailnent, inference, etc, are concerned but they have not been able
to look at language as a "gestalt" and\not nerely as a group of
sentcnees,

Moreover, any secnantic descriotion nmust account for lingulstic
variabllity among persons. It has also to account for the variabillity
of an individual's linguistic use at different points in time. This
kind of variation thx:ugh time takes place within the confines of a

discourse, 2.

This approach is more natuvral than s;me of the arbltrary analyses
that try to take function into consideration, ratz and Postal, as
mentioned above, tried to relate questions and imperatives to statements
by positing the arvltrary markers IiiP and 3 in the underlying structure
of those sentences. This is very arbitrary and artificial, The only
notivation behind it is to make deep structure have a configuration that
does not contain the meaning of the sentence directly. Wwhat should be
done is this. The nreaning of the inmperative construction in a
sentence like:

(47) Write this,
nust be glven in terms of speaker, addressee and a sentence describing

the action to be performed.
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Generative serarticlists now posit a lorleal s*ructurr as an
underlying samantic strueture, But this is not convincing hecause
the underlying logieal structure ‘s wronr 3n the followine wavs:

First, it assumag to be an nderlvine atructur-~, bhut, 4n‘fact,
it works from surface to deep stricture, srecifyvinz the rules,
~eaning rostulates, and references.

Second, it has tha view that larrusge has th» onlv function
of stating truths, This view neglects the infinitely larse variety
of uses to vhich lanpuape can b vut.

Third, their aim behind constructing artificinl lanplages is
to eliminnte anbiguity, vacueress, and irprecision of terms. This
view is based on the wrong assurption that lanpuape diseuises thought.

Fourth, the rules of a logistic system are context-free while in
the functionzl model expogsed atove rules were shown to he context-
sensitive, Gererstive serunticists rmay answer this bv saving
that natural languages are irregular but this is implausible as
children learn their native language in a very short time simply
because what is learred is highly syvstematic and regnular,

Fifth, formal analysis which limits itself to a formal “svstenm"
cannot arswer the following questions:

--vhen is a sentence significant?

~<Yhen are two exvresslons synonymous?

--%hen is an object referred to b» an exvression?

Sueh formalism does not take into account the cornitive fact that

individuals differ in their perception and use of languspe. The

I

-

e
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investirator, in accounting for various uses of a forn may, for the
sake of econony, avold unnecesssry polyseny, homonymy, functicnal
shift, etc., by concentrating on the core frequent meanings. But

such an analysis occurs at an abstract level ihose resulting
deseription may or nay not be congruent with the set of rules actually

arrived at bty a native speaker,

ERIC

Aruitoxt provided by Eic:



CONCLUSTON

0.0. The preqeding chapters have attenpted to look at contrastive
analysis in a new perspective, Instead of limiting contrastive
analysis to prediction of errors as the current approach has been,
the attempt was made here to deal with contraétive analysis within
the meaningful "gestalt" organism of language as related to
thought aud use. This is necessary as language learning should
have in view the structure of language as well as the purposeful
activity it is used for. Noreover, this is nearly what happens in
the situation of foreign language learning. Professor Cadora
(personal communication) has told me that Arabic-speaking students
learning wnglish draw on their native language hablts in different
ways determined by the skill they are practicing in the foreign
lenpuage,  'When those students speak knglish they draw on their
spoken dlialectal variety of Arabic. When they write cnglish, they
may draw on written literary Arabic which is different from spoken
Arabic. This means that it is not enough to contrast segment
with sesrnent, norphene with morpheme or sentence with sentence.

It may be even necessary to contrast language skill with language
skill, We may even need to go beyond that and relate each language
to the culture of the soclety and the situation in which it is used,

As every variety of language may be determined by certain socio-

-90-
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lorical and linrulstice factors (cf. Cadora, 1970), we have to extend
the scope of contrastive analysls so as to include all these variables,
In addition to that we have to explain why one variety of language

has to te contrasted with another,

It has also been shown in the preceding chapters that any
contrastive aporoach should be a research technique using a compre-
hensive grammar capable of relating the different ccmponents of the
lanpuage. This can help a great deal in foreign language education
which has to be based on a sound granmatical theory. Such a theory
can help in drawing the guidelines for program planning, lessen
techniques and teaching methods, In partlicular, the functional
approach delineated here can have contributions tos

a, Theory of linguistic description,

b, Theory of learning.

and ¢, lMethods of Teaching.

1.0, Theory of Linzuistic Description:

It would be more revealing if language is dealt with on its
own merits. Language, in the fifst place, is a purposeful activity
and our analysis has to deal with such an activity within the
framevork of what motivates thls activity and the purpose for
which this activity is used. We have also to deal with language
as a code and not merely as a group of sentences. Current trang-
formational theory is interested in grammar as an apparatus that
generates sentences., 3Sut this is not enough because the relationship
anong sentences may not be formal. Of course there is a relationship

anong the followlng sentencest
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(1) a. John is sick.
b, John 1s not slck,
¢, who is sick? etc.
But there is also relationship tetween (a) and (v) in (2) although
the verb in (2. a.) is not used in (2, b.) and the word volci in
(2. ©,) is not used in (2, a.)»
(2) a, mirez ia fenetre.
b, Voici la fenétre.
Formal transformational grammar would have us btelleve the answer
to {2. a,) is:

(3) *Je mcntre  la fenetre.

Theory of Learning

The functional arproach has also contributions to the tneory
of learning, The mentalistic theory which underlies native language
acquisition cannot be applied without modification to second language
learning. While the mentalistic theory of first language acquisition
does not place the burden on the environment but on the mentalistic
effort of the child, in second lanruaze learning, great stress should
be ;siven to the environment as 1t will provide the learner with the
"raw" materials from which he builds up a gramnmar in the forelgn
language. This will help us show.that Jakoboviis (1358) is wrong
in arsuing tnat imitation, practice, reinforcement, and generalization

are no longer considgred theoretically pr?ductive concepts in language
] .

learning,
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When we talk of foreipn languarge teaching we reduce language
to those elements that can be reproduced in classroom techniques.
Drills and dialngues can teach very little of lansuage structure
and use that .cannot be equated with, or lead to, language as
behavior. We are in need of natural language activities, Now
drills and dialogues are tased on lingulstic investigation of the
language while first language acquisition is based on natural
conditions of communication., It is very hard to have "reallstic
conmunication'" in the classroon where tle teacher and the students
have nothing of significance to communicate to each other,

Forelen language learning cannot follow the same lines of
first language acquisition, In acquiring his native language, a
child is exposed to natural situations where the languige is used,
He hears different people sreak to him and to ecach other, Those
people may sveak to him in his "baby" talk. He is corrected
sometimes and is gratified other Himes., dut foreién language is
learmed in different circumstances, The learner is no more the
child to whom his hearers can respond using his "aporoximate" use
of the language. The learner can be encouraged or discouraged by
the responses he gets from his teacher and classmates. All these
factors have to bte taken into consideration., This shows also that
the burden falls on the learner as well as the environment.
Jakobovits (1958) is not right in saying:

on the child with relatively minor importance

attached to the environment¥ as a reinforcing
agency. Frurthermore, the ‘cognitive approach

. TR
*... the burden of acqulsiti;h is now placed



ol

mininizes the relations contained in the

surface of language, attributing the

significant information to be acquired to

the underlying structure of language which

{8 not contained in the surface input,

(p. 91)
In forelgn language learning, the surface input should be given
much inportance as this is the '"raw" material from which the learnsr
derives his rules, Great care should be given to the selection of
the subject matter, its grading and use becausg any fallure to do
so nay lead the learner into wrong generalizations about the target
language. loreover, our material in the foreign language should be
chosen with reference to the linguistlc background of the learner
as any new linguistic development of the child is greatly determined
by his previous competence, Thls is also true of native language
acquisition, Any new grammatical rule has to establish a relation=-
ship with the previoﬁs rules of the grammar that the child had
acquired. Jakobovits would not agree with that, In discussing
cases where a child would move from the correct form came that he
acquired first to ggggg vhen he hears forms with -ed, Jakobovits
sayst "This kind of discontinulty shows that the practice model
1s not applicable here; rules that the child discovers are more
important and carry greater weight than practice," (pp. 100-101)
But this is not true hecausoi

a, There is no discontinulty here, What 1s golng on here

is a reanalysis of the past tense morpheme and the child uses a
new allemorph which belongs to the same morpheme. The child's
‘anhalysls is quite rightkbecause he realizes that cdme 1is made up’

; 6f‘a roo£ plus'a‘pasi tense morpheme, The child may be wrong only
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in choosing a wrong alletorph, I would not call that a discontinuityy
probably a better term would be "misrepresentation”". HKowever, at a
higher lovel of analysis the child is qulite right in his analysis

as he does not apply the rule twice saying camed. Koreover, in this
case it seens that the new rule 1s not learned perfectly, It seems
that the mistake is not in the understanding or analysis of the old
form but in the use of the new form or rule., The child learned the
-gg rule imperfectly., He started to know that -ed is used as a past
tense marker but he has not learned yet the constraints on this rule,
He has not learned that -ed is not used with verbs like com2. So,

the deficiency is in the learning of the new rule, Another explanation
can be provided by looking at the relationship between the two parts
of the rule: forming the past tense of certain verbs by ablaut

and attaching -ed to other forms, These are two manifestations of
the same rule and the child has not learned yet the environment in
wnich each is to be used,

b, Thls problem has nothing to do with "practice" as we
understand it in forelgn language education, We use the term
"practice" to refer to teaching the students a new rﬁle, the
different nanifestations of a certain rule, the rolation between
two rules, etc. When the child uses comed instead of came, he has
to practice came vs., a verb that takes -ed as a past tense marker,
This is what happens if he is corrected.

¢, Jakobovits's explanation would mean that the language of
the child will be in full fluctuation with only the 1ast rule learnt

~ having the most appliqat;oh. This is not true as the form used first
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reemerges. This may be due to the fact that the environment makes
the chlild use came agaln whether because he is corrected or tecause
he imitates others. This shows two facts:

1, The effect of the envircnment, ]

2. Althougﬁ the child’s rules will be general in applying
-ed to all verbs, establishing the "exceptions" to thils rule will
come from external factors, In other words, the child will bve

provided with data that help him establish the correct use.

The above argument shows that second language learning is
dlfferent from native language acquisition and hence grammars built
along the lines of first language acquisition may not be suitable for
contrastive analysis, When the child learns a second language, he
is exposed to new materials which help him form new rules, So, the
granmar of the new language may be internalized against the linguistic
background the learner has. This means that the grammar of the new
language is incorporated into the native "code" with the result that
the learner does not separate that "code" from the foreign "code" but

creates a new expanded "super-code,"”

‘ethods of Teaching

The functlonal approach as demonstrated in the preceding chapters
shows the importance of relating different situations to each other
instead of relating surface syntactic forms alone., Analogous surface
syntactic structures may miss the point of lingulstic creativity which
every person has, MHoreover, the learning of syntax Snould be more

than generalizations of thé ordinal positlons in,which,linguLStic units.
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appear as pattern practice tries to achleve., The process of acquiring
language involves a much more complex analysis than that offered by

such surface relations of sentences as order of elements and word
associations, The child abstracts his rules out of many sentences that
are elliptical, hesitﬁtional. seni-grammatical and grammatical, Because
of this, pattern practice may be deficient in different respects:

Flrst: Pattern practice depends on surface syntactic regularities
at the expense of the semantic relationship among different pa‘“terns,
The person who has learned a language has acquired a system of rules
that relates the phonetic shapes of sentences to their meaning
enabling hin to understand utterances and produce ones that others
can understand. Now ﬁattern practice teaches phonetic shapes without
the rules that can relate those phonetic shapes to meaning, As the
learner teaches himself, he will try tc relate these phonetic shapes by
applying his "native" rules and Ltnis is where interference from the
native language occursi Or he may use the previous'rules he learned in
the forelgn language and this is where interference from the target
language occurs,

Second, pattern practice depends on a "discovery procedure" used
taxonomically at the sentence level, It lacks a semantic background
and it does not help the learner get a "referential" component or
a "use" component in his grammar of the target language,

Pattern practice uses a stimulus and expects a responée from
the student. As the stimulus and response are merely structural
vold of any meaning, mentalish does not play its game, Thekprobability"

on thelpart of the student later, to prbduce a glven new sentenceyisf’
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nearly nil, We have to remember that it is the freedem fron stimulus
control that makes natural languages suitable for expressing the
products of creative thought, Cf course there are many immediate
situations that "condition" the utterances of a person like one
who has Just broken his arm and 1is asking for help but such céses
are extremoly rare and highly atypical, 1In the classroom we have to
emphasize the fact that language should serve as a venlicle for
comnunicating whatever might come into the nind of the speaker. We
should be aware of the fact that one 1dea can be mapped into lingulstic
forms in different ways according to the situation. For example, the
"idea" of asking somebody about his address can be expressed in
different waysi
(3) a. Where do you live?

b, What is your address?

¢. Do you live nearby here?

d. Could you give me your address? .

Third, pattern practice fails because it is interested in the
code alone while the lingulst should view the process of linguistiec
conmunication as one in which the mental mechanisms operate to encode
and decode verbal messages. We should include in our theory the
fact that linguistic communication is the behavioral consequence
of those mental mechanisms, In other words, pattern practice fails
to answer this question: How is lingulstic knowledge put into
operation to achieve communication?
Fourth, Pattern practice is an application of the structural

notion of 1mmedlate constituents, Immediate condituents'as wellyas
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phrase structure rules cannot account for the semantic difference
between forms that are phonetically similar and can fill the same
slot. In the following two sentences, or is used as a conjunctive:
(4) a, You may have coffee or you may have tea,
b, Applicants for the assistance must be orphans
or must have a physical ability.
In (4, a,) or has an exclusive meaning but in (4., b.) it is inclusive
where it is intended that applications would also be accepted from
those who had suffered both misfortunes.
foreover, pattern practice as well as phrase structure rules
fail to account for the semantic interaction among constituents,
Consider the following two sentences:
(5) a., He fought with his brother,
b, He fought with his brother against thelr neighbdor,
In (a) above the verb fouzht means he attacked and was attacked by
his brother but in (b) it means that the fighting was directed against
the neighbor, The verb used in (b) has a meaning different from that

in (a) because the constituent against their neighbor changes the meaning

of the verb, This means that syntax is more than putting words tomather.

Consider also the following two sentences:
(6) a. You must be careful,
b, You must be careless.,
‘The word must in (6, a.) has a meaning different from the same word
in (6, b,) simply because of what follows on in the sentence, In

(6. a.) it 1s an order to somebody to be careful while in (6, b.) 1t
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it is used in~a deductive sense,

We must take account not only of the positions of the words in
strings, but also of the syntactic classes to which the words belong
and the distinctive features of those words, This is due 'to the fact
that the types of expressions that can appear in a given position are
extremely heterogeneous, The problem with pattern practice is that
it does not have an autonomy of its own, The learning of language
involves more than surface relations of constituents in sentences,
Moreover, the meaning of a sentmence is generally not equivalent to

the meaning of its words,

Foreign language methodology can benefit a great deal if the
systematic organization of language is viewed in a functional pers-
pective, [Function helps to relate the linguistic form to the situa-
tion in which 1t is used, These prasgmatic factors can facilitate
learning and make 1t meaningful. Sometimes the sentence may convey
1deas that are not explicit in the meaning of its individual words,
For example, the sentence

(?) If they had come here first, they would have been
able to fix this table,
does not tell the foreign learner if they had come here or not, or
1f they had fixed the table or not, Such notions are understood by
native speakers easily., But this sentence does notfgg§aformal
clue about that to the foreign learner. To a native speaker, this
sentence piesupposes that they did not gome here first and entalls

that they did not fix the table. To make these "implicit" ideas clear
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to the foreign learner, we can provide him with a context:
(8) (They were late) If they had come here first, they
would have been able to fix this table, (They may

have to try again,)
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