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AGSTRACT:The paper examines and criticises [akoff’s notlons of a
ratural logic and of a genermstlve semantics described In tarms of
fogle, | argue that the relationship of these notlons to loglec as
narrally uncerstood |s uUnclear, but -l suggest:,in-the course of the
naber,a number of possible Interpretations of his thesls of
gererative semantics, | argue further that on these Interpretatlions
the thesis (uf Generatlve Semartics) is false, unliess It be taken as
a mere notationa! variant of Chomskyan theory, I argue , too, that
Lakoff’s work may provide a service In that it constlitutes a reductlo
ad abstrdqum of tne derlvational paradigm of modern |ingulstics; and
shows , inadvertent|y, that only a system wWith the abfllty to
reccnsicer its own inferences can do the Job that Lakoff sets up for
Ilrguistic enaulry=-=<-that I's to say, . only - an rartificlal
intel|fgance" system,
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I)INTRODUCTION

In this paper [ want to examline George Lakoff‘s discussion of natural

loglec In some detall, and then to examine his, closely conmected,
thesls of Generative Semantics [GS), He wrltes: :

"Generative semantics clalms that the underiying grammatical

structure of a sentence Is the |oglcal form of that sentence, and
consequent]y that the rules relating Joglcal form to surface form are
exact|y the rules of grammar,"(16, p., 1813

It will be ons of the orinclpal tasks of th!s paper to argue that

this claim Is false , at lcast {f Its words have anything |lke thelr
normd| reanlngs, )

Two imredlate comments are approprlate about this deneral theslis:
(a) about Its consequences; and, (b) about fts originallty. The
corseqUences of . the thesls, if it Is true, seem to me .not to have
be‘n sufficlent|y appreciated, For thls thesls of Lakoff’s [s In: a
senseé a reductlo ad absurdum of modern |Ingulstics;in that |t would
be reduced to a mere handmaiden of |ogle or worse, whose only
resjdual ‘'role wWou|d be tc provide the detail!s of the translatlan of
sentences fnto loglca| form, which woul|d them be <the real!, or
prirary, structure of language, If Lakoff is right in thls matter
thern Chomsky’s wholeg enterprise of the iast 15 years, to construct a
forral |linguistics jndependent of Joglc, has been a radlcally
risguided one from the start, Some of us could contempiate that
posslbl ity perhaps, but not the other consequence of GS that thare

- cannot be any other, non-Chomskyan, iingulstics Independent of loglc

either,

As to the origlnality of Lakoft’s thesls, |t seems to ma Interesting

to polnrt out that i1t js not as nove| or strlklng as |s sometimes
assumed: |t conslsts In taking serlousiy an ldea fioated by BarHIl[|el
in 1954{4], and to which Chomsky replied In one of hls earllest,
least Known, and best papers([7],%% ~

In order to make this polnt (et me sketch brizsfly what seeams to me
the flow of energies from Jogic to Jlnouistics In thls scentury, That
there are differences between the analyses that Qrammarians and
lo9iclans provide of the same sentences has bheen remarked on for
mitlenla, And much of what, Ir regent yearS, "as bsen calied the
differéence between deep. and surface structures 1s no more than a
ralabel|Ing of that difference, The distinction took a sharper form
when Russe!! and Whitehead provided a notation In wWhigh to make
polnts such as that "John |oves" and "John exlsts"” have the sams
grarmatical forms, in some sense of those words, but different
ilgglcal forms: fn <that "|oves" <could be renpresented by some
predicate in the predicate calcuius, while "exists" could not,

¥$ | am Indebted to Prof,Jullus Moravesik for bringlng thle paper to

-mry potlce,
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It |s not necessary to agree wlth that particular point of Russall
and Whltehead’s to accept that the high polnt of that whole way of
thinklngeew-e~that |oglz was "deeper" than grammar---- was Carnap’s
Loglcal Syntax of Lanmguage, where ha wrote [6]:

"gy the loglcal gsyntax of a language we mean the formal theory of the

fingulistic forms of that |afguage ==-=---the systematic statement of
the formal rules whigh govern |t, together with the deveiopment of.
the consequences which fojlow from these rules, , , . The dlfferance
between syntactlical rules In the narrower sense and the |ogical rujes
of geduction !s only the dlfference between FORMATION RULES and
TRANSFORMATION RULES, both of which are compietely formulable in
syntactical! terms, Thus we are Justified In designating as "l|ogical
syntax" the system Whigch comprlises the rules of formatlon and
transformatlion", :

For Carnap the formation rules of the loglcal syntax of a LOGICAL

langua%e were to be the rules that oproduced all and only the
wel|=formed formulas of the system, The best contemporary vexamnle
was the provision by Jaskowskl [14]) of a set of phrase struocture
rules producling the formulas of the propositional calcU|us, In the
case Of a NATURAL language Carnap thought of the formation rules as
an extenslon of linguistic syntax (as THAT was then thought to be)iin
Carnap’s Vview |ingulstic syntax would prohiblt the string "Caesar Is
and" whereas LGGICAL syntax would prohibit "Caesar is trijangular",
while produclng "Caesar is brave",

1t was Bar=Hlllel who, In the paper | mentioned, reminded |inguists
of this largely forgotten work of Carnap. Bar Hillel argued that
soreone, a |lnguist presuUmably, should extend Carnap’s wWork in
detal |+ and moreover that he shouid go further and use the Carneplan
notion of transformgtion %o bring much of conventional |oglc withlin

lfnguistics, Bar=-H}l|e|] wWrote! "There ex|Ssts a concept of syntax,.
gye to Carnap, thay (S purely formal(sStructural)and adequate (n a
sense that the concept prevalent among American structural |inguists

s not, This conception entails a certain fusion betwean grammar and
loglec , with grammar treating approximately the formatlonai part of
syntax and loglg 1{ts transformational part, The relation of
COMMUTABILITY may be a sufficient basis for formational analysls, but
other relatlons, sudch as that of formal CONSEQUENCE , must be added
for transformational analysls", [4]

The maln point Bar Hillel was making that concerns us here .S - hls
clai™ that the notion of logical <conssquence has a proper Dlaoe
within linguistlcs, 1t was Chomsky #ho replied to thls paper of
Barnillel’s, pointing out that tne notionms of {inference and
consequence have nothing at al|l to do wWith that of syntax or
wel|=formedness, except In Carnap’s own rather trivia| sense of
syntax as covering any formal operations whatever, Severa|
Importamt and close|y related historical polnts should be noted here!
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1) wWhen he repligd to Rar=H||le| Chomsky had not produszed his now
wgl | khown theory of grammar, HoweVer, when he dld so, maklng use of
‘two wWell worn opnilosophical metaphors (Carnap’s of formatlon vs,
trarsformation; and Wittgensteln’s of surface vs, deep grammar) Bar
Hille|l took Chomsky %o have been following up his own su090§t|on.
For inoesd Chomsky had made use of the WORD "transformatlon" Just as
Bar-Hillal wanted, What Chomsky had NOT done was to make use of ¢the
worg’s content, for Chomsky’s transformatjons(just |lke those of
Harrls cefore him) had only the form of Carnaplan ones!that !s to say
the passage from ong string to another, yhe passage was not <0 be
interpreted as one from truth to truth for the reasons Chomsky s8t
out In his original reply to Bar-Hl|lel, '

2)This is not Inconsistent With the fact that c¢ertain vestiges of
carnapian transformatijonal CONTENT did remain tn  chomsky'’s
transformations=-=-the relation betwsen Chomsky’s paradigm cases "John
loves Mary" and "mary |s loved by John" WAS that of valid [nference
(Carnabplan transformation), Chamsky also hankered after the
establlshment of some relation betyeen his kerne|s and |oglcal forms
(6, p, 1621, However, thase &s | sald were vestiges, and need not
haVe been there, . (Though It must be admltted that at various
subsequent tIimes , Chomsky hes claimed that transformatlons ARE
meaninG-praserving, and thus are rujes of valld Inferange, ) Wlth the
construction of his own system, ChomskyY was genulnely extending the

work of Carnap, though not In the way BarHi|lel called for, As
will be seen from Carnap’s example that 1 quoted, the relJectlon as
Improper of "CaeSar is triangujar"”, this was Just the sort of task

-that Chomsky’s transformations were to carry out

3)So» | sha|l argue that Lakoff’s GS is, In a sense, a return to Bar
Hillel’s 1954 suggestlion, rejected at the time by Chomsky, and in no
way to be found In Carnap himsel|f, For Carnap, generational
differences In the formation rules of a |ogical syntax were
categoria| (that is to say, phrase structure )matters , and had no
obvious relatlionship to Qquestions of logical form as Lakoff thinks
they do, For example, |{n the triangular/brave case , the dlfference
would be expressed by Carnap wlith the ald of categorles~-==-=for boeth
these sentences wou|d be related to a loglical form P(c), or 3x, (x=zc,
P(c)), The difference between them wWould |le simply in the fagt that
1f ¢ was Caesar then P could be Bravery but not Triangularlty,

My pelnts so far have not been {ntended to defend Chomsky In any

particUlar. way, but only to point out that ,with his thesis of
GS,Lakoff Is clalmlng what Carnap never considered, what BSar HI|lef
adumbrated and Chomsky reJected, nearl|y twenty years age, Moreover,
that controversy of 1954 In no way sald the |ast word on the
difflcult questlons involved, partlcularly because the starting polnt
of BarHl||el’s argument was the now largely lrrelevant questlion of
distributional analysis, In addltion, it Wwill take some argument on
my part In the body of this paper to establish my assumption that
Lakoff’s GS not on|y considers |oglcal forms to be |lngulstically
O rasic,; but also considers the derivations from them ¢that establiish
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syrface structures in a natura! janguage to have Inferentlial| content,
And S0 that when Lakoff wrote of grammatical! rules as "relatlng
loglcal form - to surface form" he dld not mean sSimply rules of
transiatlion, | shal| have no dlfficulty In establlshing thls from the
exarpies Lakoff uses, hence GS |s a theslis that does bring the notlon
of consequence Into |inguistlecs, and in an even stronger form than
Bar H!|lel looked for, For, in the paper ! referred to, Bar Hillel
thought that consequence 'Wwould probably not be necessary for what he
called "formatlonal analysls",

1 shali argue, then, that the notlons of Infarence with which Lakoff
is concerned are of no partlcular jIngulstic Interest, Moreover, In
that many of the inferences with which he concerns himsel|f are What
would normally be called Inductive |Inferences, they are of no
carticular joglcal {nterest either,

By that | intend to refer to the whole area of Inferences that humans

make on the basls of what they see, hear, know, and ramember, but
which are not VYALIC Inferences, In that they may well turm out to be
wron®, For example, {f we hear someone say "Please sit down", wae may
infer, as a matter of social hablt, such things as that there Is a
chalf In the presence of the speakerjthat whatever Is spoken to s
huran; that in obeylng the request, |f he does so, the hearer wlll
move downwards (though he may already be lying down), Any or all of
these inferences may be true, and may moreover be .usuall|ly true, but
may also be false on any pafticular occasion , These .Ilnferences are
all Inductlve, habltual, ampirical, but have no interestling loglcal
content, however, because thesy are not valld Inferences,

1f, and | shall show this below, the infersnces Lakoff deals In are
of this sort, then his system cannot be any sort of logic, other than
a probabilistic logie, which is not In question hare, Howevaer, |t
seers to me that In brlnalng lingulistic attention back to the subJact
of general Inference(whlich I take to Include Induetlve
Inference)Lakoff may be declng a service, For the enterpr]se that IS
concerned wlth such i{nferences Is nelther |oglc, nor lingulistles as
tragltionally understood, but artiflicial Intejligence[A]l], Al s mueh
concerned wlth the <construgtion of a humane}ike reasoning and
understanding system, and that Is no small| or unworthy task,

My View Is that such Inductive ruies can on|y be a usefu| part of a
mechanism which |s able t® FOLLOW UP these, possibly mistaken,
Inferences to see whether or not they are Justified by the
informatlion reaching the system later, and hence |s able to abandon
erronedus inference where possible, No sSuch procedure Is poessible
within the conventicnal paradigms of joglc or linguistics; certalnly
not wlthin Indugtive jogic in the probabliistic form in which those
words are normally taken, only within some such context as -
artificial Intellidence, then, does |t make much sense. to discuss the
sort of dubjous inference ! am referring to, such as whether or not a-
chalr Was present in the "Plcase slt down" eXampie | gave garller,
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Mow, there should be nothing astonishing 1In c¢lalming that, If
Lakoff’s work has a proper place it Is within Al, for most modern
ITnguistics has been fundamental|ly concarned wlth the constructlion of
a posslhle mechanism, even |f In a |ass clear way than Lakoff’s work
is, ano even though the |inguists In questlon might utterly reject my
description of what they have bsan up to all this time,

Chorsky’s se|f-imposed task, 1t WwWil|- be remembered, was the
descr!ption of a posslble mechanlsm that wou|d genarate al| and only
the language: strings satlsfylng some ¢riterion of correctnass, = That
raralns the fundamental description of what Chomsky was aimlng at,
even though It !s now called "weak generative capaclty",and the
crlterion of correctness Itself has wobbled a blt over the ysars, and
even though Chomsky nas given other desiderata that the meghanism
also -hac to satlsfy; such as belng a sclentific description of data,
reducing them to order;describing a poszibje mechanism by whlch
hurans [N FACY produce |anguagejformalising the structure that humans
THINK thel, langyage hag, and go on,

There segems tc be a contlinulng confusion in current |linguistliecs on
thls point, In that, in thelr sagernesss to disclalim any intention to
model the mlnd or brain or other processes of an actual speaker, some
lirguists have gone too far and disavowed the original gospe| of
sertence production as well, The task of +the fingulst s then
thought to be to assign descriptions to Individuai sentences, but by
methods which must remaln wholly mysterious |f he has afready
reJecteg all speclfic analytic or productive [1 9] alaorlthms, As |
sha|l show, Lakoff himself |Is |In ~danger of falling {into this
particular procedural | Imbe, Chomsky’'s original description [810f
his own enterprise was undouhtedly productlive, and even When he came
later to clarlfy the notlon of "generation”" he contlnued to draw the
ganalogy wlth Post dsrlivations in loglec [9, p, 91 which are

paradiars of directed mechanical| sentence production,

Parhaps | have set ratﬁer a wide and extensive scene for the detgi[ad
discusSlon that fol|ows, but then Lakoff himself does conslidar his
own contributlons to be fundamental, and not merely peripheral, to
Ilnguistics, 1 must now westablish three polnts by detaij|ed
reference to Lakoff’s text, |In order to Just!fy the rather largs
gengral clalms of this introductlion, They are (1)that the thesis of
GS Uses consequence to estabflsh lingulstlc well formedness}(2)The
netion of conseguence used is frequent iy inductive
consequence; (3)That the theslis of GS , wunless it 1Is merely a
notaticnal varfant of existlng |lnguistic theory, Is false whether or
not |t rests on a notion of conseguence,

In the <two sections that follow I first examine the npotion of a
natural loglc and them proceed to the central thesls of GS,




Q

110 THE NOTJON OF A NATURAL LOGIC

It Is proper to ask flrst what Lakoff means by a natural| Joglc, Ke
wplites (16, p, S54):

"(iv) We want a logle In which ‘ail the oonoepts expressible In
ratural language can be expressed unamblgusus|y, that.  !s, |n  whloh -
all nonesynonymous sentences ===-=~== have glfferent loglca| forms,

(v) We want a loglc which is capabl|e of accounting for ajl correot

inferences made In nutural language and which rules out Inoorrect
ones, ~ We W!]|| cail any loglec meeting the go&ls (above) a "natural
logle"",

Agaln (lbld, , p, 58)¢

"1rn natyral lcgle + + 4 o logloal equivalences could not Just be
arbltrarl|y set. aown; rather.they would be Just those necessary to

characterize the notlon "valld {nference" for natural Ianguage
arguments", y

And agaln (lbid, , p, 126Y):

"natural loglc, taken together wlth |Inguistics, Is the emoirleal
stuagy of the nature of human language and human reasoning",

Thls ail sounds a Very nlce ldea, and general|ly a good thlng, but
what does |t rea|ly come to? These aquotations, for example, taken
togsether, express a curlous amblvalence towards forma| |ogio that
runs rlght through Lakoff’s paper, Lakoff wrltes of a natural logle
'n terms of the general study of human reasoning, but the fact s
that most real human resasoning |s of a sort that |s of interest to no

one but psycho|oglsts,and sometimes psychlat:lists, Real| people
argue much of the time along the |Ines of "That man has a saulnt,
therefore he probab|y wants to mug mev, And, of ocourse, sometimes

they are rlght In such Inferences, The notlion of Inferencs, as sugh,
has'no rea! |ogloal oontentt: Irferences are Just ths inferences that
feople aotual|ly make, Phijosophers from Moore [20] to Lakoif tipbld

o, 9J)have crlticlsed the baslo connegtlive naw, mutorfal
Impiication, In the Propositlional Caleu|us, on the qrounds that It In
no way expressed the natural usage of "[f, , , , then" |n ordlnary
fangua®e, beocause It aljows any statement to Imply any other, a8 long

~as the flrst Is not true while the segond |Is false, In  the

Proposlitional Caiculus one oould properly say that "The Aoollo spnce
craft !s nearing the moon" Implles "] have a head=ache coml nT on"
c

Indeed ] do, and that has a|ways seemad to me quite a falpr plcture of
how reople aoturl|Y reason In real |Ifs, But more serfousl|y, Lakoff
a|so refers, In the passages ! quoted, to "valld" and "corregct"
Inference when setting out what a natural loglc Is to be,
"yal|ld" ls a reagsonably woll-understood term and ocovers such
Iinferencas as "al| f’s are g and all g’s are |, therefore all ¢'s

are |", as wel| as those |lke "John |8 a younger 8son, therefore John



has a brother",

We can easlly constryct & sense of '"coprect" Inference, too,
different from <that of "valild Inferenge” but stlil| of Interest to
logic For example, and to use an old |oglcal favorite, we can I(nfer
from '"This Is a creature wlth a heart" that "This Is & greature wlith
a |lvern, We can do this because the missing premise |s unlversa|ly
true, sinmnce all ecreatures wWlth haarts do as & matter of fact have
livers, though It does not depend on the meanings of Words as does
the "younger Son" casae, But such Inferences wii| be correct In some
elear senge in that they wll| (whhlo the world stays roughiy the same
6s NOW) always leag from true premises to true conclusions, amnd se a
"natural Joglec" should probably be concerned with them, But, and
this Is my polnt, what does Lakoff think loglecians, tradltlonal and
modern, have been up to, |f not the discussion and Investligatlicn of
sych va|ld, and sometimes, correct |nferences?

To be preclse, does Lakoff presant any valld or correct |nferences In

hle paper, as part of a proposed natural |oglg, that have not baen
extensivejy discussed by loglclans - In the normal course of thelr Job?
] would think not, and thls leaves me puzzled as t0 what Lakoff
Intends the distinctlve contributlien of his naturai lo@ic to be,

There are, in his paper, a conslderable number of rejationshlps
estab]isghed of the sort that have constityted one of Lakoff'’s
contributlions to0 |ingulstics; such as that we can go from "Last night
Sar smoked pot" (ibid , p 4] to "Sam smoked pot last nlght", but
not necessarlly froh "LASt night | reallzed Sam smoked pot" to "I

rea|lzed Sam smoked pot last nlght". All of whleh Is perfectly true,
but the flrst example {s not, | should have thought, what a be|lever
In 2 natural logic would went to call a valld Inferencelln that
Infarring a trlvial svnonym from another Is the sort of thing that
logiclans do, and Lakoft complains of, rather than a real! |{]lfe

natural Inference, For who would actua|ly gsay "Sam smoked pot lest
night, therefore last nlght Sam smoked pot"? :

Now there are Indeed {nferences to be found In Lakoff’s paper , that
are rea| world Inferenoes, out would not be found in a |ogle book,
Howsver, they also have the drawback mentlioned earller, that they are
not valld, or even gorrect, In the sense deflned above,

Lakoff writes (lbid, , p, 421

"(34)a, Nixon refused to try to shut Agnew up, » + + o+ i (34a)
entalis (35a), + . , , (35)a, Nixon dldn’t try to shut Agnew up",

If Lakoff is usling "ental|" In Its normal sense to cover valld
Inferences, those where the consequent must be true |f the antecadent
is+ then what he claims Is Just not so, To refuss to do somethlng
Is to declline, to nerform a verbal| act, and |s so desgrlbed |In both.
American and Brltish dlictionarlies, It |s perfectlyY possible to
refuss to do X and then to do It, even though as a matter of faot It
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may be usua| not to do x once you’'ve refused to,

Agaln [ibld, , po, 8-10] Lakoff argues at !ength that the sentence
" ne more beer, and 11| |esave" |s der!ved from a sentenge ¢contalnlng
"if" sucgh as "If | 4rink One more beer then 1’11 leave"; and the
force of the examp|s |s that there Is a relatlion of gonseauence
between the two sentences !N the derlvatlon (of one from the other),
In whl¢ch case he Is gaylins that "I1f | have one more besr then I’|I

feave" entalls "One more baep and 1'1] jeave", But that again s
not so, for | mjght nelther have another beer nor leava, in which
case "lIf | have another beer then J¢IIl leaver |s stl|| true, but
"1]}1 have one morg beer and ]‘I{ leave" (a natura! meaning of ¢the

consequenty |Is false, and sO there ¢an be no entaliment, slnee the
antecedent with "{f* |s true, and the consequent Is falise,

Ngw, | may have Interpreted “he who|e notlon of GS wrong|y (see below
oart J11) In that the derfvation rejation heres Is not Intended to be

conseguential, But IF IT IS then here agaln [s a very shaky form
of inference at the hgart o!f the system, and one which, as | argued
in the flrst saction, wiil Just not flt inte the standargd l10glca!l or

linguistlic derivatlonag! paradigms, but onjy Intoc one that has the
capacity to find out that !t has Inferred wrongly and to try agaln,

Whije polnting out that modern logic |s stl|| concerned wlth vajld
Inferences, It must al|so be admlitted that much of Lakoff’s ¢crlticism
of Its preoccupations Is true, His demonstrations of the ways In
which loglecal calcull fail to capture the awkward . proilferations of
languade are fami|lar to readers of Moore, Wittgenstein and Austin,
but nevertheless va|uagb|e as reminders, In that the arrogance of
loglclans avbout language blossoms again In avery gereration as [f It
had never been trimmed, Again, much of the preoccupation of
logicians with the axlomatlsation of logle is hard to understand for
those congcerned with the problems of |anguage, and Indeed Kneajle [45]
has polnted ouUt that there ic something rather odd about wanting to
axlomatise Joglc itse|f (whlech |s where muech Jloglcal energy has gone
fn thls |ast flfty years): axlomatisations a|ways used to be of Some
area of subject matter, such as geometry, using the technliques of
logic,

But here again, things are not as bad as they mlght saem, and even
the rost foundationa! logicians are aware that their forma| systems
must respect the valid Inferences of some area of disgourse, - The
trouble Is, from thg polnt of view of those Interested |n [anguage,
that tne area of discourse that many or al!| foundatlional loglclans
are Interested In is mathematics, not natura! |anguage,

But some of these +“oundatlicnal concerns should be of uitimate concern
to Lakoff-In tha construetion of a natural Jogle, supposlng he were
able to co what appears t0 be his alm; to put together am enormous
nurher of postulates or rules of (nference for natural| language
argument, [t wou|d surely ba important to Kknow {f +they Ware
conslstent: for the fact that speakers fe|t sure about sach of them
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Indlvidya|ly would not guarantee that conslstency at al], At one
polnt, though, [lbld, , p, 94) Lakoff does refer In passing to one of
his postulates as a theorem, and theorems are der|ved from axloms, so
perhaps he does have In m|ind some u|timate axlomatisatlion and test of
conslstency. However, there are other more [mmedlate barrlers |In
the way of such an assemblage of postulates, When ! wrote above of
Lakoff’s amblvalence towards loglcsy | had 'n mind hls switeh from,
often Justlifled, c¢riticlisms of formal -Jogle <to am sxtraordinmary
dedree of acceptance, one form of It In this paper is an assumption
that one can assemble an aggregate of postulates by pickling and
choosing from different areeas of |oglc,

The overnil format of Lakoff’s paper I8 In fact a gent|e meander

through different areas of loglcy aquant!ifiers, meaning postulates,
modal logle, mode| theory, But there |3 no system sugdested at any
point, only an aspiration and a new notation with every subsection,
It Is not at all| selfwevident that all these notlons can be usefully
corblned In one system, Meaning postulates and mode| thecry, for
exarple, represent very differant ways of golng abeut dolng loglec,

Another form of Lakoff’s oversconfidence In |oglc Is hls apparent

assumption that a number of -loglcal concepts offer firm toc|s for the
Job he has In mind, One such 1s enta!iment, whigh Lakoff somewhat
misynderstands as We saw, The baslc notion of entailment Is falfly
clear, but It cannct be pressed too far or |t sllps <through the
fingers,Some ophllosophers wou|d cartainly argue that the so=called
"paradoxes of ental |ment” have this effect,and,from ancther polnt of
view, 2Juine [23) has glven mueh time to arguing that the notion be
dgropped, though 1f gne d1d so |t |s not easy to see how we Would
continue to describe many of what seem to be perfectiy clear valld
Inferences In natura) language, Another case Js that of
presupposition, which 1|Is an extreme|y diffioult notlcn partly
becaus® the usual definltion of 1t, such as Strawson’s, in torms
of entaliment: {27] "S presupposes S’ [f and only If "S |8 truth
valued" entalls S¢ This |3 a vepy dlfflcult notlon to apply to real
language examples, and most of the |ogiclans who have made use of a
forra| notlon of presuppos!ition have kept |t safely withlm caloull,
But Lakoff uses [t pllthely whare ental|ment wWou|d seem mare
approOpriate, He te|ls us [ibld, , p, 51) that "Sam rea|lzes that
Harery I8 a fink" presupposes that "Harry |s a fInk", whieh sounds
ajright In an evaryday sense of presuppose but If Harry Is not a fInk
do We raally want to  say that "Sam rea|lzes 8tc, " has no %ruth
Valye? |t seems tg me muUch more astralghtforward to say that [t s
NOT TRUE In that case that Sam reallzes etc, , beoause he only thinks
he reallzes ete, and |t 1t is not true then we do not have a
presupposition, but something more |lke an entaliment,

4 footnote ([lbld,, »p, 133] sugyests that Lakoff! |s aware of
definitions of "presupposition” |lke the one of sStrawson’s Qquoted
above, and that there |s some need to beware of confus|ng the twe,
Morsover, he @eXplores tha notlon of the transit{vity of
dresuppos|tion with some care, and contrasts Its fallure

Q :

n eertaln
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cases wWith the transltlvity of aental|ment{though that |85 dlsputed
too, of course, but let Us lgnore that), But then come such reveallng
footnotes as [17, p,235n,] where he says that some philosobhers
might oprefer to wyse "pragmatlc Imollestion" for what he caljs
presupposition, ] ¢think perhaps Lakoff |s right, and that {ndeed Is
very much what | wrote earjler when ! ascused him of confusing
entaliment wlth mere {nductlve Inferance, And, as ‘I argued there,
that Is a very damaglng crlticlsm of Lakoff’s wlho|les case about
loglic-+=even |{f |t comes as an admission from hls own hand, For
melther |Iingulsttics nor logic proper can really handle an |nductive
loglc that may Infer wrong|y at any proint,And,aven |f thare could be
an Inductive loglg adequate to such a task,|t would be an odd ¢lalm
that mastery of Eng|lsh a!so required mastery of that logle,

So then, ] do not sea why Lakoff cllngs so strongly to the notlon of
prasupposition In his |lnguiatlc description and to cialms such as

Cibid, p, 52) "An account of the joglca| form of a sentence must
Inctude an account of the presuppositions of that sentence"jand

Cibld,y p, 511 "Then we wlli say that the surfaoe form S1 can be
related_gp the loglica| form L1 ONLY IF (my capltals) the relation,
) v --holds petween L1 and L2, , , , v , ", For thess claims Just

cannot be Justified |n terms of the notlon of presupposition as
norrally understood;even though In certain ceses, sugch as Russel|i’s
Theory of Deflinlte Desoriptions, there are well known arguments for
" Incorporatling certain exlstence assumptions into a logleal form,yet
thos® cannot be ca|led presuppositions In Strawson’s ¢cr Lakoff’s
senses of course, because for Russe|i, If there is ne Klng of
France,then the statement that the nresent King of France is bald Is

FALSE,not Just wlithout truth velue,And,as Is wel| knoWn of course,
Strawson’s notlon of presupposition was specifliecaily directed aginst
that doctrine of Russell’s, But ([f Strawson has some other

clear,non=RuUsse||lan,notatlon for tncorporat|ng presupposlitions into
loglcal forms he does not really set it out,What he glves us Is a
notation for presupposltions due to Horn(see 25] wWhich cialms to be a
formajlzation of a notlon of Austin’s,and Is5 |In any casa dlfferent
from the Strawsonjan dsf ‘tion that Lekoff sometimas seems to
embrace [[,e,Ibld,,p,131],

On Horn's vi|ew presupposition and enteliment are to be dlstinguished
ag follows: '

If (S+57) and (=S=5/) then S presupposes S',
[f (S457) and (=5’+ =3) then S entalis S’,

This Is dlfferent from Strawson’s definition «~=«<in that It iIs not a
definition of presupposition in terms of ental||ment,and [t does not-
make Use o0f the notfon 0f belng truth valuede====pbut |lke |t »1t Is
Inconsistent wlith the Theory of Descriptlions[ses 2513, However, |ts
weak pPolnt Is the unexplained "=" ,for what is thls to be?lt cannot
be even as strong as materlal Implication,for f{f S’ 1Isg false we

gannot Infer ~S (as we can with $2S’) |f we are to preserve a notion
LS.
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of presupposition di{fferent from that of entalIment on the basls of
those two deflnltlions, For If S’ allows us to Infer -5 then the two
motjons,by the definltion of wentaliment given above,cannot be
distlnct, | would ther argue that, K weaker than material:
Impjicattion, Lakoff/s and Horn's "=»" can only b8 our oid Inductlive:
Inference agaln,with ajl tha tro 38 for a derlvatlonal |ingulstics
that | have mentlioned already,

As a gepaera| thesis about the trans|ation of sentences [nto Joglecal
form Lakoff’s ciaim about oprésuppos|{tion, gquoted above, |s surely
unaccentable, Fo, example, the,e lg the p.oblem of the .ecaggion of
presuppositions In qulte Stralghtforwargd Ssnteneesz should every
sentence about & physical obJect , such as "The boy threw the stonen
have @ presupposition “Something  ex{sts" embedded {n Jts |ogical
form? (And the preflix 3x does not qulte do that), | do not see how
Lakoff can avold doing thls without resSort to an arbltrary cut=off of
presuppositional |eve|,

But of course there |s no need for any such nonsense, for all| that
Lakoff desgribes as presupposlitions can be handled perfectiy well by
'nductlve Inferences wlthout any embeddings In LF’s, and he admits as
mych JIn the footnote | Quoted, The onmiy trouble from hls polnt of
view ls that the handiIng must be as part of an artlflclae;
Intelllgence systam,

Note that | am not saying for 2 moment that ! am shedding any |lght
on these difflcult notlons, such as presupposition ang entaliment,
but only pointing out that they are difficuit and uneclear, have vexed
logicians and phijosophers, and are not nice clean tools that Lakoff,
or any other |lIngulst, can Just plck up and get to work with, They
need a2 lot of conceptual cleantng up themselves, and Lakoff shows no
sign of belng prepared to de¢ that,  Anmother term In this category Is
the central one of {oQical form, Lakoff uses tha term freely all
the way up to (lbid, , p, 53] before he admits that "it makes sense
to speak of |ogloal forms of sentences onl|y with respect to some
system of |oglc",

The 1o8ical form (LF) of a Sentenca Is the form It requires to take
part In deductive rejatlons, Some |oglclans would also hold that
the LF is In additlon the real meaning, or structure, of a ssntenge,
Thls one could call the "batkhone®" view of |F, Lakoff |ig temptad by
both thase points of view and, since he Is a |ingulist not a ?loian.
this leaves an important ambigulty In what GS mesans (See Sectlon I1I
below),

The very flrst example fn Lakoff’s leng paper falls to notice the
fundamental reletion of LF to deduction, He writes [lbld, , p, 13

"(1)The members of the roval faml|y are visiting dlgnitaries,

'°)vls¥tlng dlgnutarlss can be bow!nG.




12
.« 1+ o+ 2 corresponding to each of these grammatical analyses (of 1) we
fing a pattern of dedyctlon",

But that |s Just not so, We cannot deduce two conclusions from the
above santances, dependind on the preferred grammatica! anaiysis of
{1}, because we cannot deduce anyihing untli the sentences are In
some recognizabie |F, : And that LF does not have to be
syrpojle, indaed, oneg ¢ould say that the heart of Aristotelean logie
conslsts In trylpg to squeeze sentences Into arlatot|e’s rebarbat|ve
prealcate form, all of whioh wes Wwho|ly exprassed In the natural
langua%e of “"terms"™, Only When somathing equivalant to that has been
done can We begln to talk of deductlon, But, of gcourse, In ?olng it
the grammatical amplguity Lakoff’s example raequires have
disappeared,

Lakoff warns us that LF only makes sanse with respect to a particular

iogle, but themn, wlthout warning, settles for a modifled Predicate
CalgUlus for expressing sentence structures : cne With pregicates and

arguments that <can themselives be predlicates, He thenm uses thls
format, when !t is appropriate to the system he |[s dlscussing, but
axpressgd In tree form, There |s no reason why a |lnguist should
not ¢xpress predicate formulas by trees rather than strimngs {|f he
wishest a{l that mekes thls 0dd is that Lakoff also makes use at
other polnts [ibld, - , pp, 14, 15 for exampie] of standard phrase
structUre treas, and wWrltes of them as LF’S, which |eaves ore In
conslderable doubt as to what Lakoff thinks a |oglical form |u, He

has not plnned down the Predicate Cajculus format he seems to have
agopted closeiy enoygh for one %o know whather or not It Js capable
of exprassing the [ingulstlic varlety that he, espsclally, would want
to get Into 1%,

In the matter of —quantiflers, too, one’s falth {in  the
cormonsensicallty of (akoff’s nmatural loglc 1s not inersased by his
inftial battery of examples whilch starts withsflibld, , p. 121

"(1) The arohgeologist dlscovered nine tablets",

This: Lakoff cfaims, is ambiguous because " 1t can mean alther that

the archaeologlst djscovered a group of nine tabiets or that the
nurber of tablets he glscovered altegether totalled #nine, though thay
rayY not have »sen ln a group",

But, o©one I8 ‘tempted %o reply, 1t might Just as usefully be argued
that the sentence |s ambiguous depending on whether or noct the
archaeo|oglst Is an offlclally certiflicated onetWhat Lakoff has dons
here i3 to take a distlinction fundamental In mathematics and logle,
that between a set and its members, and to clalm that it has
emplrical slgniflicance in a natural |anguage, But that 1{s an
extraordinary bprocedure , and doubly so for an advocate of a NATURAL
logic, one free from the preoccupations of mathematically orlented
toalclanseemefor What normal speaker could Serlously consider the
o''1oted sentence ambiguous?

ERIC
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1t 18 Important to be clear here that Lakoff’s polnt Is aulte
different from a racurring one of Qulne’s ;that we understand certaln
grammatical structures and distlnctions better by seeling them

llluminated by logical description (see for example 23, b, 443
Qulne assumes, In order to make thls polnt, pre=existing gremmatical
dist!nctlons to beg I{|luminated, and does not envisage a SEARCH for

mathematica| dlst:nct?cns ln_tha operation of natural| language,

But some advances are present In Lakoff’s treatment of quantlflers:
It wasS becom!'ng well Known that standard transformatiena! theory
could not handle the notlons of varlable and quantifler, In
particular, so as to gjve two readings to such old loQical chestnuts
as "Everybody loves somaone”, Mcst people can be got to see that
this sentence can be Interpreted to mean two aqulite different things,
that cou|ld be assoclated wltih <the Predlicate calculus formulas
(3x)Cy)tLyx) and. (x)(3y)(Lxy}) respeztlvel|y, evaen though they would
rot norma|ly express the two messages invo;ved by means of that one
sentance | f they wanted to be understood, Now Lakoff dlisgusses thls
particular example, and dlspiays two (conventional phrase=strugture )
trees for the sentence, but (and this seems to me the vita] polnt) he
gjves No bottommwigve]| rules that show how one could take the sentence
ahd derive two reag!ngs for It, That Is the serlous test In thls
case, and the trlck we all want to see done, Walle Lakoff s
discovering loglc Moraveslk and Gabbay have provided a strong Set-
theoretlic loglec with grammar rules{12821]that does do Just that,
Sangewa)l [24]) and Simmons(26] have also provided modl/fled Predicate
Calculus notatlions that deal wlth such examples In a procedurally
determlnate mannear,

Lakoff’s fallure to provide any sort of system of rules, however
minfaturised in scope, |s an important one, as ] argued eariler, For
it leaves an Important doubt as to Juat what a natural| logic, or
ladeed a generat!va samantlcs, |s Intandsd to accomplish with regard
to some body of santences In a natural language, and, 1t !s not
possible for Lakoff te = take refuge here in some
corpetence~-performancas distinction and to say that of course he |s
not attempting to model a speaker’s perfcrmange etc, etc, , preclisely
becaus® that |s not what he is belng e2ccused of, The request for
determinateness and precision Is In no way to he g¢onfused with a
demand for psychologlical Imltattion,

1t Is perfectly ¢true, of course, that loglclans Import structures
into their work ang Iinform their readers that those structures
represent certaln natural language sentenges, wlthout ever glving &
hint of a determinate translatl!on procedure that would take us from
the sentences to the structures, But ]| do not think that Lakoff could
take shelter with the .oglelans here, for thera 1is an Important
gifferenca between the J{ogiclans’ enterprise and hls own, The
loglcian |s congcerngd absve all with the forma| refations between the
structUres he derlvas ithe exact relation batween the structures and
the natural langua9e theY "hook onto" Is segcondaryY even though
vitally Important, But Lakoff, on the other hand, descrlbes hls task
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in terT™s of the proguctjon or generation of sarmtences ajong wlth

thelr structures, So, for him, the mlissing determ!inatenass Is, angd
must be, central,

I mray we!l| not have done Justice to the weal|th of Lakoff’s examples -

.In this papsr, But it should be sald that there are gertain aulte
gratultous difficulties in the way of doing so,In particujar Lakoff'’s
curl&us treatment of ths status of |ingu!stlc exampl!es, |t has been

re%jk-c in detail elsewhere by L!ndsay(38] how blzarre <the "«
noZafijon" Is When USeq tC mark sentengeS conSidered |lnguistically
||Ia@|t| mate, Let q@ add twg 9lgss8s tg these crlticlams to

ulyustrate the adqditional difficulties present In the work oOf-:
Lakoff’s under discussion,

In the present paper Lakoff also uses the "#" to mark LOGICAL Items

that hs conslders false, or logligally false, For examplie, the
asterisk is attached to PERMIT(X,» Y, gl) 2 pEQulgE(Xx, Yy gi) C[ibld, ,
p, 755 to tngicate 3n $nference that 40es not tn general! legd to true
concglbsions, But the statement canm hard|y be called ungrammatlcal
in any sensa, unless that hardworked word Is to carry an evan heavler
load!

Lakoff also displays an opposite technigue In this paperfopposite
that S to the arbitrary exciusjon of exampl|es, For it amounts to the
arocltrary accebtance of examples, TWwo gquotations from footnotes
speuld give saz filavyr of thae Jawnadi

"Thg aSsignmant of aster!s<s i1 *hs follnwing axXamnies corresponds to

the author’s snescgh, Readsrs whose idiolects dlsagree with these
exarp|es can easlly construct simliiar exampies In their own gpeech, "

"sentences 1ixe (1) are not normal in standard Engllish, and are

restricted to certain dialects, These are meat common {n urban
centers In whlch there are, Or were, 2 |large number of Yiddlsh
speakers, Again, the facts glven here are from the author’s native
dial|ect and the argument is based on the exlstence 0f a diaisct In
whlch sueh facts hold" [ibld, , pp, 130-131]

1t's hara to know what to say to thils, except that he must surely see
that !f nhls examp|es depsnd on the partlicular dlalect and gannot be
reproduced In standard Engllish, then It throws considerable doubt on
what he is arquling for, ] myse|f cannot "easily" reproduce hls
exanbles in my dialect and, moreover, See no reason. why | should,
since has is wrlting the paper and It Is his job to convince ms, On
the ot¢her hand, 1f the axamples can be reproduced easily in standard
Engllish, then 1t s sheer perversity, in a paper apparently IN
standard Englisn, for the authop not to do soO, 1 referred to his
mrethod as the arbitrary acceptance of examples (anaiogous to the
arbltrary exelusion with "«") because, |f one does not understand the
aythor’s dlalect, one feals that there are Ao holids barred and that
an author could make any arbitrary point about English in this way,
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In the end | feel a sense of dlsappolntment about Lakoff’s dlscussion
of ratura| loglc, partly because | do not get the feeling that behind
the ragbag of bits and pleces there Is a real hard system of analysls
eoring into belng, and partiy because there |s so much of real
(non=-formal=loglc) argumentation In natural language that _akoff does
not even ogonslder, ‘He consliders on|y the structure of simple
sentances and Simpje {nferences, whereas the real stpructure of
Informal| argument seems to me to take over a much larger soale, And
here 1 am thinking f the considerable work of Austin (2] and
Barbrough [31 to opin down the notlon of |nformal argument} Hesse's
(13] efforts to glve a formal definltion of analogical
argument;passmore’s (221 analyses of basic forms of argument In
philosOphy and orglnary discourse that 3sem to alude conventlonal
formal description~-=>syoh as the Reductlo ad Absurdum;Colby’s
{11] computer=construction of discourses and Inferences appropriate
to certaln forms of mental disorderjAnderson and Belnap’s[1]) effo;ts
to formalize enthymatic, or Incomplete, arguments;as we|| as my own
efforts [38] to trace ,formall|y,the sense shifts |n argument, based
on some |mportant |ldeas of Bosanquet {5 3, All these seem to me to
deserve some consideration In the comtext of a real matural| jogles to
suPplement merely wandering through what the conventlonal formal
loglicians have to offer as Lakoff has done,

111 GENERATIVE SEMANTICS

Lakoff’s thesls of GS can bae discussed separately from natural| loalc

because natural logic is clearly about the explieclt Infersnces peopnle
make, for better or worse, when they reason, GS, on the other hand,

Is about tha more standard Iingulstic task of plinning down the
production of we|l formed Sentences , or, |f one prefers to speak In
a psychological mode, about Imp|icit Inferences made in the

generation process for sentencses,

GS car be discussed bplefly here because heavywelght analysis would
be out of pjlace unt}| Lakoff says more ciearly what he meams by 1t,
As | quoted ear|lgr, he writes that "the rules rfelating the Joglcal
form tO the surface form are exactly the rules of grammar", | thlnk
we can take the "exactly" as having only rhetorical force here, since.
any such perfect coingldence would almost certainly have been notiged
before the year of our Lord 1972,

It may wel| be the case that certaln of the rules to which Lakoff has
drawn attention !'n this paper do have a part.to play in any gensral
language~to~{oglc translatlon AND In any reasonably genera| grammar,
of whatever sort, But that is a far cry, of course, from the burden
of oroo¥ requlred by the "exactly" in the last quotation, If |t Is
replled that the quotation expresses only a conjeoture,then |t seems
clear|iy a faiss one, since It Is not hard to flnd ===efor two such
prima facle different tasks as grammatical production and transiation
to 108ice-=== oxamples 0f rules that will certalnly function in une
enterprise and equa|ly certalnly not In the other, | do not belleve,
“or eXample, that the grammaticallty, In any sense of that word, of
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sentences contalning "possibly" can reauire a rule relating that werd
to some primitive sympol|l expressing the concept of certalnty, Yot

transiation of such sentences Into modal loglie¢ wl|i reaulre some such
rule ====or the complement of It, where "certain" replaces '"possib|e"
mutatls mutandls, Sure|y Lakoff’s conJecture=assertlon about rule

identity excludes thls posslbillty?

Agalin, Lakoff’s defense of GS at this point involves some vary odd

forms 0f argument indeed., The following seems to be assentlalbto his
Justiflcatlon,Clbid, , p, 11]

"1t should be noted that the above conclusions [that Is, GS] depend
upon a form of argumentation wuoon which Just about all of the
lingulistics of the past decade and a half depends, namely, that if a
given theory necessari!y requires that the same rule be stated twlice
then tkat theory |s Wwrong, Not Just inelegant, but empirleally
lncorrect, "

Wells If that !s true, then perhaps so much the worse for regent

linguisties, For that form of argument, If correct, would put
linguistigs in a unique theoretlcal position among the sclences and
hurgne disgipllines, There are very complex dliscussions in the

contemborary phllosophy of Science about what exactly it means to say
that one theory s more economjcal than another, |n terms of
excludling more alternative possinilities and so being more testable
in somg defined sense, paradigms of sueh argument concern, for
exampb|e, whether the hypothesis that the planets have circular orblits
s more or less economical than the alternative In terms of
elliptlical orblits, But no one, to my know|edge, has ~suggested the
emb|oyment of the principle referred to by Lakoff § <that a -|ess
economlc theory, in any sense, Is not Just |ess eoonomle (wlth
respéct to the same data) but Is ergo EMPIRICALLY WRONG}

With GS,) as with al| such theses, there ae two ways of |ooking at
them: one is to take the wWords as meaning What they appear to meant
the other is to assume that they mean something qulite d[ffgrent. The
first approach glves ys what | shal| c¢all the TRANSLATION view or the
CONSEQUENCE view depending on how we take the word "relate" In that

last avotatlon, The second approach would glve what | sould call
the RENAMING Vview, By that | mean that when Lakoff speaks of
logical form he doesn’t mean that In any standard sense, but as Some
linguistic structure, either fam||far or of his own devising, In

either case, on the renaming view, GS would not realiy be ABOUT foglc
at all, and disputes about It would be wholly an Interna| matter for
lingulstics, When Chomsky [12] writes of GS as "notatlona| varlant®
of hils own work he is taklng the renaming view,

The consequence view {s the most obvious possiblllty, namely that the
"relates" Is by inference, valld or otherwiss, and that the well]
formedness of sentences |s sett|ed by whether or not thay can be
Iinferred from logical forms, MY polints In the Introduction about
Barklllg| assumed that thls was Lakoff’s view, Much of the evidence
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for thls assumption i{s ¢clrcumstantial because [akoff rarely actually
disgcusses GS In general terms, But it Is reinforced by his
Introductlion of rules of Inference wlth "1t Is clear that there s
more to representing meanlings than simply providing logleal forms of
sentences" [Ib!d, , o, 751, That guotatlon seems to me to rule out

the translation Vview! that |oglca}l forms are the meaning , or
"hbackbone", of sentenges and can be related to them by mere rujes of
transiation, The transjation view also becomes less plauslble when

one remembers how muyeh of the paper |s about Inference I ¥ GS were
really about trans|at!lon Into |oglcal form then Inference would have
no place at all in a dlscussion of nmatura) logle, Se then, the
ccnsequence view must he Lakoff’s view |f he has a firm view, Two
clear and simple consjderations te]| against it

(1) There is Just nc clear notlon avallable of |nference going from
loglcal forms tO0 sentences, Rules that ecross the logleal
forn-sentenpe boundgry are rules of translation,

(2) Thera “ls the oproblem of "reverse dlrectlon"i how could we
analyse sentences with reverse inference rules to produce jodGlecal
forrs? Reversling Inferencs rules Is to produce false,hood, as In "if
thls is not colored then f% Is not red," What possible interoretation
could Wwe attach to such a procedure In the context of GS?

In add!tion there |s the general Implauslblllity of belleving that the
form or meaning of what we say |s determined In any way by operations
Involving the notion of truth, Thls is a separate and detal|ed
phllosephleal matter, of course, one Inapproprlate for dlscusslon
here, but which should,] believe,by now be considered settled In
favor of the commgn sgnse position,The guestions Invojved have been
mych discussed,but Strawson’ sCZBJls an excellent recent restatement
of that oosltnon.

The possible analyses of GS ! have offered, ~and the knockdown
arguments | have produced against |t when so |Interpreted, may be
criticlsed as cavajler and lnadequate, That I= true, ] am sure, but-
1 a0 not see how Justice can be done wuntil L(akofft producas
conslderable clarification of GS, at the top level, If | may use that
phrase, 1t shouid a|so be added, In falrness, that | have nmot
mentioned the many fundamental points, such as the primacy of
serant!cs and the ‘importance of what |Is Tnow called "lexlecal
gecomposition", on which [, |like many unreconstructed Pre=Chomskyans,
warmly applaud Lakoff’s recent poslitions,
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