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AESTRACT

A computer-based Statistical Program to Assist in
Teaching Statistics (SPATS) has been successfully developed to aid
the teaching of statistics to undergraduates with business and
economics majors., SPATS simplifies the problem of experimentally
creating and analyzing a variety of populations and of selecting and
analyzing different kinds of random samples, together with individual
data and summary statistics. SPATS is also used by students to carry
out statistical experiments to prove theorems, similar to experiments
used in chemistry to prove Boyle's and Charles' laws. Although
experience with :his application of computers is limited, results to
date indicate that computer assisted statistical experiment$ will be
a major breakthrough in the process of providing students with a real
understanding of basic statistical principles and theorems. Research
is continuing on the problem of sharpening and testing the tools of
SPATS so as to make them more feasible for undergraduate classroom
use. (Author/PR)
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Students taking courses in statistics (theogy and/or methods) typically have 1ifficulty
1sarnirg the details of *the methods for describing and analyzing guantitative data. They
haye more ifficulty understanding the theory tehind the methods.

Jrfor*unately this ‘condition 1leads to the use of rote memory and generates little

_enthusiasm for the-— potential of statistical wmethods ¢to. supply useful information and
“facilivatec decision making. In the pre-compu+er era, we used a variety of visual aids in the
classroom - * generate 2nthusiasm and interes* among the students. For example, "2 X 2" or
5am  proijector slidas and Vu-Graph transparencies vere created to show the student some of
+he basic ideas in time series analysis, correlation and regression, and probability. 1In an
at<eppt to clarify the problems of variati»n, sampling errors, and inference, populations of
various coclore? beads and wooden sampling paddles were used by instructors for classroom
1emons*ration. With some ingenuity a teacher could use the bead population and samples for
shediing f-~ ther 1igh® on.the cause of the basic problem in statistics--variation(within and
among powm at’icns, within and among sampi»s, »nd between sample statistics and ropulation
parameters) . - ‘For 2xample, the cigar boxes nf beads and the paddle were used to gen<rate real
“ipe sampling da*a from known pnpulations. The data were used fcr problems inve’ving chi-
squar2, analysis of:variance, and correlation and regressiocn. Although bhetter -ran using
puraly static data, these methods were »hviously inflexible (f.g., +ize and parameters of
populatiorn, and =ize of sample were not dasily chiﬁbed). In addi+ion, it was ne* wise to
permi* hundreis offlundergraduate students +o "play" with the beads of controlled populations
b2caus2 of the 1 lihood of the populatisns qetting cnt of control. Another major
limi*a+ion of pre®omputer teachina aids was that they provided no relief from the frequently
1iffizult, moho*ons ns, and time consuming tesk of data analysis. Fish bowls, cigar boxes of
beads, and wooden paddles could help in generating dynamic type data, but the necessity for
manual processina of data greatly limi*ed th~> opportunity to experiment with and analyze
diffsr2nt kinds anil sizes of populations and different sizes and types of samples.

ihen ele~tronic computers became available on the campus thz” writer began to experiment

with *he problem of creating populations of various kirds, selecting random samples (with or
without replacem=nt), and analyzing awd summarizing the results of thousands of samples. A
basic "toAl" nsaded is a random number generator, (uniformly distributed ¥from zero to onej{1)
from which a variety of differ-nt kinds of ranira numbers {continucus and iiscrete) can be
generated. .Th- 1r-at potential of the elec*ronic computer for dynamic creation and analysis
of da*a from populitions and samples bacame appar~nt.

In 1960 the writer had “he oppor+unity *to use a medium size electronic computer (the

UNIVAZ SSBO at *he Uriversity of Alabama) fnr classroom instruction. At that time he was
teachirg both uniergraduate courses in busin‘ss statistics and a course in statistical

quality contrcl. TIn the quality control course, the computer was used to simulate the
classizal fish howi experiments of Walter Shevhar+t(2). With +he aid of the computer and a

randor number generator, all of Shewhart's finite populations {normal, triangular, and

> rectasgular} were created and thousands of random samples cf various sizes were selected and
analyzed to varify ths validity of the guality cortrol charts (and ‘the uriderlying central

limit theorem). This was the real beginning of the writer's interest in having students use

. the alactronic computer for coaducting experiments to verify concepts, to prove theorems, and

to explore relationships not previously exn»'sined by theorems. |

2

In 1967 +he writer had the opportuni+y to develop i1 saster computer program to be used
easily by students for generating and aralyzing various kinds of populations and samples.
This program is called SPATS (Statistical Program to Assist in Teaching Statistics) and has /
been used by both graduate and undergraduats students. Briefly, SPATS consists of a series
of PIRTRAN subroutines which p~rmit the user to create, analyze, organize, and present ‘the
data far a variety of different kindec of populations (continuous and discrete} and random
samplas (with or without replacement). The number and size of populations one can create and
stor2 is dependent upon the specific hardware used; originally SPATS was written din FORTRAN
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I¥ for +the IBN 360,40, and ©provided for the creation and storage of up to 10 Aifferent
populations of 1000 items.or l2ss, and up to 6 different randoms samples of 500 items or less.
The analyst can sSed o printout of the individual population or sample items by indicating
that choice in the arqument list. One of ¢the wmost powerful features of SPATS is that
nusersus random . samples (vith or without replacement) can easily be selected, analyzed,
sugharized, and prasented for inspection.

*

™ 1illustrate the simplicity of using SPATS for creating various kinds of populations

and s2lecting and analyZing random samples of various sizes from each of these populations,
the folloving short FORTRAN program is submitted. This program is sufficient to re-create
(and improve upon) [3] the clissical experiments of Shewhart in which he created two
populations (normal, and rectangular) and selected 1000 random samples (with replacement) of
four items each. The power of this sort of program for producing information is indicated by

“ - the axtent of the analysis obtained from statements number 30 and 40. In addition, with a

~." few modifications the Shewhart experiment can be greatly' expanded to 1include wmany sore
differant kinds and sizes of populations and samples.

STATENENT NUBBER PORTRAN_STATEMENT
10 CALL MVPOPJ (3, 0., 1., 998, 1)
20 CALL mBPOPJ (1, -3., 3., 998, 2)
30 CALL SAMPLE (1, 998, 4, 2, 1, 1000)
u0 CALL SAMPL® (2, 998, 4, 2, 1, 1000)
50 STOP .
60 END

T

1. Statemen* number 10 creates and stores a normal population of 998
items with 2 mean of 0. and a standard deviation of 1,

2. Statemen* nuaber 20 creates a rectangular population of 998 items
ranging from -3. to +3.

3. sStatement number 30 selects 1000 random samples of size 4, with
replacemant, from the ncrmal population and analyzes the population #
and sample data by computing the following measurements:

a. From population
1 Mean

2) Variance
3) Standard Padviation

4y Standard error of sample mean
b, From each sample
N Sample mean, variance, standard deviaticn, standard error
of sample mean, confidence limits for population mean;
2) Unbiased estimates of variance, standard deviation, and
standard error of estimats
3 1ist of each item in random sample (op*tional)
c. From summary of all samples .
1 Average sample mean, average variance, average standard
deviation, average standard error of sample means;
2) Unbiased estimates of each of the above averages
3) M2asures of dispersion from the experimental distributions

of sanple statistics such as:

2) Vvariance and standard deviation of sample means
b) variance and standard deviation of sample variances
c) Variance of standard errors of estimate
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EXNIBIT I _
Laboratory Problem No. 2 . ‘ //

Experimental Study of Samples, Sample Statistics, and Sasple Distributions’

A. Introduction to problem

Phe experiment in laboratory'problem no. 1 wvas concerned with populations--the problem
of designirg, creating, analyzing, and studying different kinds cf populatioens.

Tn this laboratory problem the focal point is on gapples, and the experiment is designed
to p2rmi¢t the student to design and create random samples, and to study experimentally the
charazteristics of sample statistics and sample distributions in the 1light of known
characteristics.. ‘

; e

This kind of exploration (mad2 feasible by SPATS and the electronic computer} shoulad
provide a better understanding and appreciation of samplirg theory, and the basic concapts of
random behavior. ’

B. psrform *he foliowing operations:

1. Design, create, and ,store two different kinds of populations. You may use the
parameters in laboratory problem no. 1, if you desire, but increase the size of
each of <he populations to 1000. '

2. (Optional). Print theidata from the two populaticns.

3. a) CO2§Ute tke first four moments for each population. Construct a table
spfimarizing for each population the followirg measurements; mean, variance,
) oefficient of skewness, and coefficient of kurtosis.

b)L1 Construct a frequency distribution for each population. Use arguments for
FRED as suggested in (5) of lab protlem No. 1.

u, Take four .randon samgples of the indicated size of each of the two populations.
(Use printing codas, ¥YP = 2, in SAMPLE)
Sample Size sampling Procedure ~
5 with replacement
S without replacement
50 with replacement
50 without replacement
5. Take 100 random samples of siz2 50 each from your populations. Print only the
individual statistics and the final averages (IP = 1)
6. Tak2 1000 random samples of siz2: S each from your normal population. Print only
the final averages and me:surc:s of dispersion (IP = 0). Repeat using sample size =

50.

Note: As a by-product of ¢this use of the subprcgram SAMPLE, the follcowing sample
statistics have been computed and stored.

Sample Statistics Column in XX Matrix
mean 7
variance 8
standard deviation 9

standard error of
estimate ’ 10

———— e e s o e — — —————— —— e o > e e e

rhus, you will create at this point in the experiment--distributions of sample
statistics or "“sampling distributions" [4, p.142)]. These distributions will be in the

form of arrays which can then be summarized-and analyzed as desired.
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It is now desired to make an additional analysis of selected statistics.

. . > .
a) Compute the first four moments for ecach of the four sampling distiributions

—Rete== 2Lz Szl -axli2

h) Construct a frequency distribution from each array cf sampiing distribu<ions.

Use class limits of your choice.

Repeat steps 6 and 7 using your secopd popu

on (the non-normal one) in place of
the normal population. Use samples of size

latio
5 itews or 50 iteas.

based on your experiments in Part B, answer the following questions:

(Chapter 8, Splegel, is a good reference)

)]

2)
3)

4

5)

5)

Comment oOn your observations from the suamary table in B 3(a). (Are the
neasurem2nts in line with the characteristics you expected based on your work in
lab problem no. 17}

Comment on your observations from the frequency dis*ributions constructed in B
3(b). (Is the distribution in each case about what you expected?)

what effect does sampling with or without replacement have on the computation of

sample statistics? Give an example from your data. é

a) Formulate a dafirition of "68% and 95% confidence 1limits™, Test this
definition with your experieental data from B (S).

b) Formulate a definition of biased and unbiased estimates. Give two examples of
each kind of estimate from your experimental data obtained in B (5).

c) Examine the results of B (6) and comment on +he obs=rved averages of biased
and unbiased statistics. How do they <compare with +he corresponding

population parameters?

Formulate a definition of the centrzl limit theorem (see Spiegel, p. 142 and/or
other references). Test the validi+ty of this theorem with ¢+the results of your
computations in B, parts (6), (7}, and (8). (Hin*: ©FExamine *the Adistributions of
sampie means from each cf the tvwe populations for both small and large samPles;
examine *+he theoretical and experimental standard errors of sample means).

Noes your experimental data suppor* the theorem? Defa2nd your answer.

Record the fcllowing statisti~s from your calculations in B (6 and test *these
experimental results against the theoretical values [ 4, p.14u4],

a) Standard deviation of sample means
b} Standard deviation of sample variances
c) Standard devia*ion of sample standard deviatiors.

Commert on your observations.

Nota:

Unless specifically irdicated, samples may be selected vith or without
replacement.



EXHIBIT II
=)

PORTRAN IV Main Program for Lab Problem No. %2, Usipg SPATS

STATEMENT REMARKS
SALL MVPOPJ(2, 79., 10., 1000, 2) ‘Creates normal pop.;us7%, ¢"=10 -
SALL #VPOPJ(1, 40., 109., 1000,1} Creates uniform pop.;A=40, B=100
PRINT (2, 1300,2) Prints the 2 populations.
po 3 J=1, 2 Computes the f£irst four moments for
ZALL_MOMPS {8, 1000, 100.,2, J0 each of the populations and constructs
BOT = XBAR - 3.*SDEV a frequency distribution for each
TOP = XBAR # 3.*%SDEV n pop. nsing)u and o foxr constructing
I = SDEWw/3. . classes
3 CLLL FRED (BOT, TOP, CI, 100¢, J)
u CALL SAMPLE (2, 1000, 5, 2, 0, 1) Select random sample of size 5
CALL SAMPLE (2, 1000, 5, 2, 1, 1,) from normal por., without and with
replacemant. ’
CALL SAMPLE (2, 1000, S50, 2, 0, 1) same as above except sample size = ’
ZALL SAMPLE (2, 1000, 50, 2, 1, 1) 50.
5 - CALL SAMPLE (2, 1000, SO, 1, 1, 100) Select and analyze 100 randon
CALL SAMPLE (1, 1000, 50, 1, 1, 100) samples from ncrmal pop. and from
uniform population.
p) 8 NS = 5, 50, 45
DO 8 NP = 1, 2
6 CALL SAMPLEe(NP, 1000, WS, 0, 1, 500) Select and analyze 50C randonm

samples of size NS from pop. (Kind = ¥P}.
po 73 =17, 10 e

CALL MOMPS (4, S00, 100., 2, J) Compute 1st 4 moments from Jth pop.
BOT = XBAR - 3.*SDEV Compute arquments for FRED using
rJP = XBAR + 3.#*SDEV mean (XBAR) and o (SDEV) from last
CI = SDEvV/3. NOMPS. ¢
7 CALL FRED(BOT,?be, cI, 2, 500, J) Construct freg. distribution for Jth pop.,

J=7, 8, §, 10; Note: Pop. here are ac*tually
the nevwly created saapling distributions created

—-mEmsZaiasl el

from statement no. 6; see lab probh:. no. 2.

8 CONTINUE =
STOP
END
Note: For .a Fe-run using a different randonm sgart, add the following statement at the
beginning of this program:

NSTART = 613247 [Or use any other odd number with 8 or less digits] s

Using SPATS in the Classpoot

fet

To illus*trate how SPATS may be used in the classroom, an example of a laboratory problem
is pr2sented in Bxhibi+# I. The SPATS program for performing the required operations appears
in Bu«hibit TI, The problem included is the second in a set of four which were used in a
three semester hour course offered at Mississippi State University entitled, Business
Statistics Using the Computer (required of all underqgradutae majors in business statistics
and data processing). The prerequisite is six semester hours of business statistics and
three semester hours of data processing (including FORTRAN).

The idea of laboratory <experimentation with populations anl samples bheing somewhat
foreign, the stud=nts vere slov to catch on to the idea when first explained. However, when
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they began to see some tangible exanplns of gquantities which previously were somewhat
nebulous, such as discrete and continvous populatians, rapdios semples, gponfidence 1linmits,
biasel and-unbiased estimates, and saspling distributions; thelr enthusiasm increased. Some
students stated after laboratory problem no. 2 that for the first time they undesvstood . some
concepts and relationships that they had previously depived in mathematical statistics
coursas. For example, "95% confidence limits,” and biased and unbiased ﬂs*inates become more
meaningful when supported by eapirical evidence.

,

EX- -9y 14 e Rt aeE S22 2Ll esE

Jne further extension of SPATS vhlch has great potential is that of proving theoress
experimentally. This has not been attempted with undergraduates .but I have ¢*ried this
approach with a small -“group of graduate students in business. The intent was.-to have *he
student~ make a parallel proof of each thaorem experimentally and analyrically, and to
ovaluite the merits of each approach. The analytical proofs had to be omitted due to lack of
time 2nd the s.udents' insufficient mathematical backgrounds. Since the experimental
approich was new *o them, as was the case with the undergraduates in the other course, it was
more >f a challeng2 than I realized. Ins¢ead of having them perform all of the experjimen®s
on the assignment sheet (Exhibit 1ITII), it was necessary to settle for no mor2 than six

- l2ssons.- One drawback is that SPATS was not created originally to prove theorams directly.
Ther=2fare, it is necessary to use only limited subsets of SPATS and a great deal of PORTRAN
'to carry aut the experiments. One of the graduate students, howvever, is now working on a
lissartation which 1is concerned with the problem of developing easy to use coaputing
"apparatud” ani "materials" (analcgous to tha® used in chemistry experiments). It is hoped
*hat *hese nevw wmaterials will greatly simplify the problee of designing and carrying our a
large number of experiments fcor testing statistical theoress, and even exploring
relationships not suppor*ed by mathematical proof.

EXHIBRIT III

A Dozen Additional Statistical Experiments Feasible wish SPATS

= —> g
1. Prove experimentally +that Gji-g, =V oy +0g

2. Tr=st experim=sntally <+he theory of_ths mathemat1c1ar D'Aleabert who reasoned that the
three possible ou-comes of a toss of two coins are equally likely. -

3. D92sigr an oxﬁer1ment s1m1lat to Walter Shewhart's class1cal experimen% in qua11 y
control concerning the di%tribution of sample means where the samples are of various
sizes taken from bhoth nor-normal and normal populatione. -

4. Desigr an experiment *o tast the frequency concep* of probabiliev.

S. P=zrform an experiment ton show the influesnce of experimen-al data on subjectively
1ssigned prier probabili¢ies concerning wvarious hypotheses (or events) which are
nrutually exclusive and nompletely exhaustive. This would amount to an experimerntal test
5[ BaYes theorem (see Mosteller, Rourke, and Thomas[5j), p. 1u6).

6. Prove a~xperimentally that ¢the variance of +he sum of n independent random variable is
the ~um of +heir variances.

T, L=+ C = a constant, and X = a random variable. Prove experimentally the following:
PRI R R At ST
yMesxy = g (K
r(c+x) = o(X)
coatbx)y = b’ s T2 (x)

9. Chehyshev's theorem states that the probability is at least (! -(1/h2)}) that a random
variable from a mopulation falls within h standard devia*ions from the population m=an.
I=st this theorem experimentally using s=veral different kinds of random variates,.

9. Chebyshev's theorem applies to the probabili*y of items in a sample as well as to the
random variates from a population. Test experimentally that at least (1 - (1s/h2)) of
Q
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the 1items in a randor saafle are vithin h'§ggglg standard deviations from the sample
mean. .

10. Prove experimentally the DeMoivre-LaPlace theorem. Let X;, (i = 1, n) be the nuaber of
successes in a binomial experiment vwith n trials each with & probability of success = p.

Prove that P{Z, = ((X, =-.np)/fMpq) 2 2) approaches the area to the right of z for a
standard normal distribution. ’ - T

11, ©oxperimentally construct a chi-sguare distribution with mean = n and variance = 2n.

. Pxperimentally check the validity of F. N. David's Tables of Correlation Coefficignts
(Cambridge Press, 1938) using vopulation correlaticn ccefficients (rho} = 0«, .1, .2,
.9;: and_using sample size n = 3 to 25 (increments of 1), and large samples where n = 50,
100, 200, and u00. . : |

12

SPADPS is a ~master statistical program developed originally for the purpose of
simplifying the problem of experimentally creating and analyzing a variety of populations
(1iscrete ard continuous), and simplifying the ¥ask of selecting and analyzing a variety of
1i ffarent k3rds of random samples, together with individual data and summary statis+tics. I+
has b2en wused in the classroos and does give students a -better understanding of some of the
basic concepts ard relationships pertaining to populations and sasples.

In the process of developing and using SPATS, the idea occurred that some of the basic
compon2nts of SPATS could be used by the students for carrying out statistical experiments to
prove theorems similar to those experiments used in chemistry to prove Boyle's and Charles!'
laws. Al*hough experience with this application uf copputers has not been as extensive as
other more traditional applications, results +o date give support to the belief that computer
assis%  d statistical experimcntscvill'be a major breakthrough in the process of providing
studn*t: with a real understanding of basic statistical principles and theoresms. Res=arch is
zont.nuing on the vroblem of sharpening and testing the tools of SPATS so as to make then

more feasible for under duate classroom use.
1
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