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ABSTFAcT
Planned Variation was deisgned as a three-year

program to assess the implementation of prominent preschool curricula
in Head Start and the immediate effects of the programs. Sites used
were those in which the sponsor already had a Follow Through program;
the research project lacked the necessary control over site
characteristics. Consultants visited the sites monthly. The classroom
observation form and observer rating scale were keyed to what the
sponsors said distinguished their model. Consultants developed
sponsor-specific checklists. Controversy over expected outcomes and
selection of tests of cognitive development created additional
problems. It was found that statistical analysis could not compensate
for the research design. Year 1 saw an emphasis on assessing
implementation, the creation of the Classroom Observation instrument,
the investment in creating new measures for years 2 and 3, the
clinical case history and the consultant as innovations. Year 2 added
a review panel for the project and increased the investment in
developing new child and family measures. Year 3 added
sponsor-specific studies, research for individual sponsors. Year 4 is
for phasing out the sites. A summary is made of what was learned
about evaluative research administration that may be applicable to
similar studies. (KM)
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This is a report not on the findings or thE results of the national

dead Start/Follow Through Planned Variation Stucy, but on the evaluation

itseir: what was done, how the study was conducted, why did W2 do what

we did, the shortfalls in methodology, approach and evaluation management,

and the methodological advances. This last is important question,

since the study is among the most costly pieces of educational research

conducted recently, and one 'product" is the le,rning about evaluation

methods alio management we claim has occurred.

Some definitions first: Planned Variation is a research study in-

tended to determine which of several outstandin, early childhood curricula

have the greatest immediate effects in Head Sta:t, and whether participa-

tion _n well-planned, well implemented, continuous programs would yieid

continuous development in the children. By graze of the demands of the

Westinghouse Report, the then Bureau of the Bud,;et, and our owa concerns

at head Start with program improvement, the stu.ly was designed to explain

a fre:uently occurring ?nenomenon: the curve shown in Figure 1. The

curve shows an immediate impact of a preschool -ntervention, a catch-up

by tha control group after sc.i1 entry, and a ;radual decline in achievement

1Papr presented at the National Association for the Education of Young

ChiidreLl Conference, November, 1972.
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of experimental and control groups ai,:er third or fourth grade.

What program would yield the greatest effects c: what measures for what

children? Maybe the "right" program would have a lasting effeit? u:

would continuity of experience in any curriculum that was well-planned

aAd supervised have sustained effects?

As previously noted, the study originated Loth in a concern for

Head Start program improvement through incorporation of effective new

curricula into the daily program, and the need to "justify" preschool

intervention as public policy by the magnitude Lnd durability of its

benefits. Such a statement assumes that a happ7, healthy, "good"

experience for low- income youngsters would popularly justify public in-

vestment only if there were long-terms gains in matters which are of

public, social concern such as academic achievement.

This is a value-issue that generates considerable heat. The concerns

of t..c 50's and 60's with inequality of educational opportunity stemmed

from a belief that education and later economic status were related. The

high rate of school failure and law achievement on standard tests of

reading, arithmetic, and in older grades, 3f la.lguage and quantitative

comprehension and problem-solving, were edemic among the poor, and

particularly among poor blacks. Thus pudic expectancy that preschool

programs ought to have a durable effect on academic adhievement if public

funds are to be spent on income-segregated programs for which the working

marginal poor and lower middle class are not eligible, is not an unreason-

aole expectation. On the other hand, blacks ant. whites of equal acaaemic
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achievement have ,dhecuel incomes (which places ,.ne blame for economic

inequities or other shoulders than the schools 7er se) and the 1954

pefSefult.

Brown decision was predicated on theAsense of inequality and unworthiness

assumed to be prepetuated by segregated public institutions. Thus public

expectancy for preschools could well be limited to delivery of services

(which most agree are well-provided by Head Start to enthusiastic parents

L(1,0 and chilaren), and Immediate socialization benefits. Since mostly law-
ti

income children attend Tederally-supported preschools, however, the in-

practice exclusion of working poor and lower-middle class from Head

Start has probably reduced the strength of the Lecond argument for many

taxpayers who can not afford preschools for their own children. Thus,

the academic achievement issue is prominent in decisions on whether public

funds support one program or another for children. (The Westinghouse Study,
9

and our own smaller -scale longitudinal studies did not show durable

academic effects in most _ircumstances: would a good Follow Through

program linked to a 622i Head Start have the continuity of effects ex-

pected when Follow Through was funded? And Would the Head Start

experience be a necessary experience or could entry into the program be

delayed until Follow Through with no apparent :_rreversible deficit?

It should be noted at this time that the "ffects" required are not

limited the :Q by some conspiracy. Motivational changes, social

adjustment, positive self-image, sense of hope and self worth, better use

of basic abilities, achievement in school as measured by any appropriate

instrume.ltthe responsibility for defining am; measuring the outcomes



which are educationally significant to a great extent rest wit:. us, not

with some mythical group who are bedazzled by The 2oliey-makers

to whom I have talked are far more interested achievement and compe-

tence than IQ. We, the researchers, haven't delivered evidence on these

variables, and we, not Congress or OMB, selected IQ as a reliable,

meaningful proxy for other events. it is more instance of

"put up or shut up" than of crucifying children on the cross o_f IQ. No

one I Jrhow--parents, teachers, researchers, policy-makers--wan:s to do

this. But, in practice. unfortunately, there are few measures which are

reliable, meaningfully intarrelated, and feasible except the standardized

tests, and this despite prolonged large investments in developing other

measures.

second point o= definition: by evaluative research I mean an

asst;.s.,ment of (1) what was the treatment or the program, (2) did the

treatment or program have the effects it intended to have, and (3) how

did a_fferent treatments or programs compare in the extent to which they

reached their own goals (criterion-referenced ealuation) and transfer

to broader goals? The Planned Variation Study ::as not experimental in

of
the sense control by the researchers of the treatment and who received

it; was a quasi-experimental evaluative research study with limited

ability to control who received treatment or how many replications could

be located where.

In discussing Planned Variation as a quasi-experimental study, I

will consider first the research design, measures and analytic approach,

and taen discuss que.tions of research management and research utilization.
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?fanned Variation was designed as a three-year program to assess the

implementation of promItent preschool curricula, and the immediate effects

of the different programs. The curricula were tnosen in all btt two

instances because these programs were installed In Follow Through during

1957-69, and already had extensions downward to the preschool years. A

three-year program was planned from the beginning because we expected

that sponsors would have to train staff and learn how to operate in Head

Start, and we wanted to assess both the ease of Implementation of different

models, and their effects after a reasonable tin= for them to become fully

operational. is was, and for some studies, stIll is an innovation in

national studies. The performance contracting experiment, for example,

gave only one year for the final test of program cost/effectiveness. The

Experimental Schools program, on the other hand, began with a five-year

implementation period. We now believe that more than one year is essential

but also that time per se is likely to be no guarantee of "ideal" implemen-

tation in part because of staff turnover everywhare -- (sponsors, trainers,

teachers, evaluators) and because programs are affected by many winds of

change besides those of the curriculum model (funding hassles, hassles over

control, and other demands on the programs). Oese were indepeadently

assessed by site visitors, but clearly, the best we could achieve was

0116.c measurement of these other factors, and hopefull:, covariance. Again,

wisdom is to measure and anticipate these uncont-;n1lable influences on the

program and to shout that what is being tested :sn't the ideal, but what

nappen,, in u complex real world. If we want to ;est the idea in its pure

form, we need far more control over these other _actors, the kind of
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cont: DI in fact ore obtains through program Cevc:.opment effort.

The sites selected for PV were those in which tae sponsor already

had a Follow Through program. This meant that sponsor and geographic

location and site characteristics were confounder since the Follow Through

sites had not been selected to begin with to balance child age at entry,

ethnicity, STS mix, utbanicity, region, and other factors which can affect

entry characteristics, implementation, program acceptability, and out-

comes across sponsors. (This variability was no: due to the inability of

the very competent Follow Through directors to pian a research study.

In .967 -63, Follow Through was initiated as a national rogram to serve

all Head Start children. After a cooling of 1n7,erest in 1968, Follow

Through expansion was halted and the program trahsforned into a national

experiment, using the sites where programs had been started and a commit-

ment made to the community and staff.)

What we have learned from grappling with the resulting "design" is

that no current statistical technique can compensate for this confounding;

future studies which are asking the planned variation questions must have

better research control. This is, in fact, a general methodological

finding: you can not put the statistical band-aid of regression analysis

or oz hoc matching on a research design that has a broken leg and come

up with much more than hypotheses to be tested on a better day. I: will

not learn much from early childhood research until we will confront the

issue of service vs research, and research needs come first, at least if

we want findings that can move programs out of limbo. Our country is

littered with programs that are dying from indifference: the data aren't

unfavorable enough to justify discarding them, aren't clear enough to show
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.:ow to mo,,Ify r_lem, or unequivocally favorable elouz.h to 4,ustify expansion.

The soie exceptton is Sesame Street, which expanced into The ::1ctric

Comnanv, and which combined a highly uniform treatment plus measurement by

criterion-eferenced tests, plus more money invested in Madison Avenue PR

than most R&D programs 'aye for development, plus authorization to expand

commercially into a self-supporting corporation, plus delivery of service

to virtually all homes, more than 95% of which at all income levels have

a TV set.

Insofar as possible, Planned Variation required comparison of Head

Start children within the sites so the effectiveress of the additional

$350 per child costs of Planned Variation over and above regular Head

Start costs could be assessed. On-site controls have the research virtue

of comparability and the research vice of program. dispersion and contamina-

tion. In many sites, there were no on -site Head Start comparisons available,

and we sought off-site comparisons which were rarely comparable, on-site,

we had contamination. Some sponsors accepted the research conditions;

otaers had as their agenda reaching every child they could. Even where

sponsors cooperated with the research design, teacher meetings -plus teacher-

9 staff turnover meant contamination. How substantial this was we will know

when the 1968-69 data are analyzed. In some sites, there was a reverse

effect: the experimental programs were not given their usual Head Start

services and supplies because they were experimental, or there was rivalry.

These design problems are not easily resolved: if one selects only larger

sites to reduce contamination and still achieve vithin site comparisons,

then the sample is atypical for Head Start. Alsc larger sites nay have
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several delegate agencies so the true comparabil_ty

tion is dubious. There are design options, such as

at random to E and C conditions, but these take time

True non-Head Start controls within sites were

of program administra-

paired sites assigned

and cooperation.

politically unacceptable

to Head Start national and, I am told, to local staff. In my opinion, this

is a research error that can not be compensated .or in terms of what we can

say about the effects of Head Start and Planned Variation; the nature of

the control group, and its incentives are a poierful determinant of

"outcomes," and if comparison groups are "equally effective," Clere is no

little ganger that "no difference" findings can be interpreted as "programs

are equally ineffective."

With regard to measurement, our approach was to invest heavily in

describing what was actually happening. We have several techniques. :lost

innovative were educational consultants who visited the sites

classroom observation form and observer rating scale keyed to

said distinguished their models was developed. "In 1971-72, a

monthly. A

what sponsors

sponsor-

specific, structured, carefully developed checklist was completed by site

visitor consultants. We had teacher, aide, director, and sponsor ratings

of both overall classroom quality as a Head Start program and implementa-

tion as an examplar of the model. lin retrospect, this investment in

description of the treatment was an immensely worthwhile decision; programs

were caanging and curricula were not monolithic. Implementation is worth

studying in its own right and may be essential to analyses of data from a

it
study of this kind. Lot outcome measures for children and parents, 1m

spent many meetings, workshops, and conferences trying operationally to
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define the outcomes anticipated by each sponsor, and to find reTiable,

feasible indicators for these outcomes. Some sponsors had litt_e

difficulty; for others (e.g., EDC), there was no outcome for the child--

the message was the medium or process. One moral is that only :reatments

which 'oegin by being able to describe what they co, and what they expect

to have happen to children are suitable for comparative curriculum studies.

Despite these efforts to find good measures, Planned Variation nearly

wrecked on the shoal of the Stanford-Binet: there are few reliable tests,

and participants in Planned Variation--consultants, sponsors, management,

evaluatorsheld opin:;.ons varying from calling the Binet the crime of the

century and branding as racist anyone who advocated its use to me, who

said t_ienand still do-- it's the most reliable, sensitive indicator we

have of general cognitive development for a longitudinal study. After two

years, the Binet was dropped to be replaced by more criterion-referenced

measures, and : am hoping that these prove sufficiently reliable to be

lt interpreted. jhe moral of this, if you will, is my concern that until the

state of the art of measurement is improved, comparative curriculum studies

may be getting us waist-deep in the Big Muddy. If sponsors have central

objectives we can not measure adequately, then we dare not place them in a

horserace with sponsors whose objectives can be measured reliatly unless

the outcome criterion is ease of implementation 3r treatment drift, rather

than child and family development. Comparison of sponsors who share common

objectives which we can measure may be the current limit of comparative

curriculum studies. Perhaps if early Childhood aurriculum developers would

use formative evaluation as vigorously as Sesame Street did anc could



develop in zhe process criterion-referenced test:-.3 we would rake greater

progress on the issue of tae effectiveness of early intervention - -for

whom, and for what?

The analyses in Planned Variation are directed primarily to this

interactive question: what approaches have what effects on whi:h children?

Is there "one best" approach across all outcome neasures and for all

children? Are there "equally good" approaches? Or do some programs prove

effective for sore outcomes but not others -- a specificity of effect that

seems to 7e more than hinted at by existing data. Or may some programs

have certain effects f:ar some children but not ethers? From a policy

viewpoint, the neatest outcome would be either 'equally good" cr the "one

best" approaches. Finding a specificity of effect will require considerable-

re-thinking of our curricular models and developing sophistication on the

part of program directors, parents and teachers ,..11 choosing outcomes wisely.

Most complex would be educationally significant child x program x outcome

interactions: this finding, which is at the core of "the problem of the

match" and much early childhood education belief, would require even more

sophistication in individualization of instruction than we now have avail-

able, except perhaps in extensions downward of i.p.i.

A different methodological aspect is that tne SRI and Huron analyses

have izientified analytic problems centering around change or gin scores

in groups with different baselines to begin with and probably Cifferent

regression lines; comparison of magnitude of effects against scales which

are not standardized to a common unit are equally perplexing for tests of



interactions by outcomes. Among ?lanned metnodoloz_:ical con-

tributions shoula ba identification of which of our thorniest problems can

be solved with current statistical techniques and which represent essentially

unnegotiable design requirements: on what can researchers negotiate because

alternative solutions are now available which will permit rigorous inference,

and what represent unnegotiable demands if the outcome desired --s rigorous

inference about program effectiveness?

Turning from the What of Planned Variation to the How: we begin with

three groups: evaluation, consultants, and case study reports. The

evaluation contractor was responsible for designing the study (tiample sizf,

etc.), for developing the instruments, for fielding the national data

collection effort, for analyzing the data and foi- writing the reports. The

team selected was Stanford Research Institute (SiI), because SR: was the

Follow Through contractor. Economy of effort blis continuity seemed an

obvious benefit cf this arrangement. The second group was the zonsultants

intended bo.:a as an extension of the Head Start cfficers responsible for

program imnlementation (Dr. Jenny Klein and Ms. .:uanita Dennis) and as an

independent evaluation source of information on implementation. LDe sense

of a team in decision-making evolved during the tcudy and was a creation of

it, not a component planned from the beginning. In the second !ear, sponsors,

consultants, OCD staff, and outside researchers formed a review panel which

met fairly regularly to discuss the status of the project and policy issues.

This review panel approach was adopted for Home tart, with the addition of

two parents, a model which when involved from the beginning of :lo=se Start,

has greatly strengthened the design. This also _s an innovation: to the

best of my knowledge, no other Federal agency hat, an on-going review panel
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for national evaluative research which includes researchers and consumers.

The panels stay with their program final report in new studies

in OCD, and, if I can, they will in :CIE, too.

The third part was a clinical case study o: individual children that

was created early one morning when Jenny Klein aid I shared a room and

insomnia. After a long meeting on the merry-go-round of personal-social

measurement, we still weren't happy with assessaant and thus couldn't

sleep. The idea of a clinical approach came par:ly from my admiration of

the work of Robert Coles and partl'r from Jenny's background at the

University of Maryland Child Study Institute where this was the method of

choice. So as an experiment (because no one really knew how tc use

clinical case data in a national study; it's easy to collect but there are

almost no models for data reduction) the clinical case study was in from

the beginning.

Year I club saw an emphasis on assessing implementation, the creation

of the classroom Observation instrument, the investment in creating new

measures for years 2 and 3, the clinical case history and the consultant

as innovations.

Year 2 added the review panel and substantially increased the invest-

ment in developing new child and family measures. It also saw the

separation of the data collection responsibility from the planning and

analysis responsibility. After considerable effort to obtain acceptable

reports on time, we concluded that placing the responsibilities of plannirg,

field work, and data analysis on one contractor wasn't do-able. This is a

conclusion to which I hold for longitudinal studies with high Remands for
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new measures and non-standard an.alytic techniques, and with a cemand for

yearly or more frequent reports for national reiaase. In Spring 1971,

H'.ron Institute became responsible for the Head Start Planned \ariation

design and analysis, with SRI continuing responsibility for data collec-

tion.

Year 3, the final year of the study, thus began the consultants,

with Huron Institute, with SRI, with the University of Marylanc, and the

review panel as the principle components of the evaluation tear- To

this was added a new idea: the sponsor-specific study, which was a

special set-aside for research which the sponsors might wish tc do to

augment the ocher efforts and to present to the ?ublic their program,

and their accomplishments in their own way. Yea: 4 is a phase out year

for the sites, as planned. Huron, SRI, and the sponsors are analy7.ing

data and preparing reports. In spring, under Huron's guidance, and with

the help of the consultants, OCD will collect da:a on what program elements

remain when program support is phased out. We also are concerned with the

longitudinal study--with what happens when children enter Follow Through.

This is another -.ory, with its own set of design, measurement, and policy

issues and one still too much in process to write of.

To summarize what we have learned about evaluative research administra-

tion from the Head Start Planned Variation study that may be applicable to

similar studies:

allow two years or more for implementation before a final
program evaluation.

invest as much in studying the process o implementation
and establishing the extent of implementation as in
studying outcomes.



select only treatments that are operationally defined, to begin

with.

select treatments where (a) there is Lgre2ment ti begin with

on what outcomes are to be reached (pl-ogram objectives), and

(b) where those outcomes can be reliably, feasibly measured

prior to study initiation.

adopt multiple approaches to data collection: observation,

consultant reports, testing, case studies, and others,

allowing enough time to test out data reducation and in-

terpretation before a large scale study is launched.

identify statistical non-negotiables in treatment, site and

child selection, and stick to them if the outcome desired

is rigorous inference about program effects.

involvement of a review panel of participants, including

parents, from the beginning and throughotIt the project, is

invaluable in preventing premature closure and providing

a stability of vision and concern for the study.

separate data collection and data analysts responsibilities

(within a team approach, not sequentially), allowing abput

two years of data reduction and analysis for every year of

data collection.

set aside funds for sponsor-specific studies and second

generation resc.rch.

and, lastly, hope to be as fortunate as we were in the

hundreds of dedicated people who are willing to participate

in research on behalf of children.

Few who have worked with parents, children, and field data collectors

can come away untouched by the intensity of what Head Start as a gateway

to a better life for children means to so many people. Far more is in-

volved than job scarcity or protection of narrowly economic self-interest

in the hours and energy so many people have given to Planned Variation:

IA*
consultants trapped in snow storms, researchers

A
get up at midnight for

just one more computer run, community people focusing an almost palpable

energy on learning the classroom observation codes, teachers unlearning
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the old and trying to learn the new, aLi most of all, the children them-

selves, whom I have seen and loved, and whose trust we bear. One NAEYC

participant asked, "What does this mean for funding? For the children?

This is a question for which we are answerable with our souls as we

Lc.?ort on the Planned Variation data, and learn from PV both methodologi-

cal and programmatic lessons.


