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4jThe Specialization of the Language Hemisphere* J—
A: M: Liberman'
Haskins ‘Laboratories; New- Haven

>

' . The language hemisphere may be specialized to deal with grammat-

.dcal recodings, ‘which differ din important ‘ways. from. other perceptual
.and cogn1tive processes.,. 1eir special function is to make 11nguis-

" tic 1nformation differentially apnropriate for otherwise mismarched
mechanisms -of  storage- and: transmission. At the- level .of speech we ,
see the special nature of a grammatical code, the speclal ‘model :that
rationalizes it, and the special modé in which it is: perceived.

‘The fact that language is primarily on one side of ‘the ‘brain implios the
question 1 will ask. in this paper: -how does 1anguage differ from the ‘processes
.on the- other side"1 I wi11 -suggest;..as a working hypothesis, that the differs
-ence is grammatlcal recoding, a conversion -in ‘which information: is restructured
«often radically, -as it moves. between the sounds of speech and the messages ihey
*convey. To- develop that‘hypothesis, »will divide it into. four more specific
ones: grammatical codes have: a. special function° they restructuré. information
in--a special way; they -are un1ocked by a special key; and they. are associated
with a special mode- of perception. '

~

*Invited paper presented -at the Inteiisive Study Program in the Neurosciences
(Neurosciences Research Program, Massachusetts Instituté of Technology) at
Boulder,, Colo., July- 1972, .

'Also University .of Connecticut, Storrs, and Yale ﬁniversity,~New’Haven.

lLanguage is the only cerebrally lateralized process I will be concerned.with.
I will not try to deal with its rélation, if any, to other procéesses that may
be: in the same hemisphere, 'such as those underlying handedness or perception
of fine temporal discriminations (Efron, 1965): Of course, we should under-
stand cerebral specialization better if it .could be shown that all the activ-
ities of one hemisphere were reflections of a single underlying design. (See,
.for examplé, Semmes, 1968.) 1
' {
Acknowledgment: I am indebted to my colleagues at Haskins Laboratories,
especially Franklin S. Cooper, Ignatius G. Mattingly, Donald Shankweiler, and

— Michael Studdert-Kennedy, for ideas, suggestions, and criticisms. Hans-Lukas

Teuber, Brenda Milner, and Charles Liberman have also been very helpful. None
of these people necessarily agrees with the views I express here. :

[HASKINS LABORATORIES: Status Report on Speech Research SRr3l/32‘ (1972)]
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In talking about the. function of grammatical codes, I will be conceriied-
with language dn- general Otherwise, T will 1imit my attention to speech and,
even -nmore. harrowly, to6 ‘speech percéption. I do ‘this partly because I know ‘more

about’ -speech. perception than about -othé¥ aspects- of 1anguage. But I am motivated,

too, by the fa¢t that move i§ known that bears on the purposes of this ‘seminar. .
This becomes apparent when; in interpreting research on hemispheric specializa-
tion,,we ‘mist separate processes that are truly linguistic ‘from. those that may -
only appear so. It bécomes even mofe apparent ‘when we: try to frame expnrimental
quiestions that might help s to discover,,quite exactly, what the language ‘hemi--
spheré is specialized fof: .In: ‘any- case, not .so.much. is lost by this restriction
of attention as might be supposed since, if recent arguments are accepted,

speech perception is an integral and- represéntative part of language, both fu: e
tionally and formally (Libefman; 1970 Mattingly and ‘Liberman; 1969).- '

THE 'SPECIAL FUNCTION OF ‘GRAMMATICAL -CODES: . MAKING LINGUISTIC
= INFORMATIOV DIFFERENTIALLY APPROPRIATE FOR TRANSMISSION AND STORAGE

Perhaps the simplest way to appreciate the function of .grammar is to-con=
sidér what happens when we*remember linguistic information. ‘Shiould: you try
tomorrow. to- Tecall this lecture, we might expect, if what I say is sensible,

that: yoii. would mandgeé. very well " But we c¢an -hardly conceive that you. would.
reproduce exactly the strings of consonants and- vowels, words, or séntences: you
>will ‘have heard Nor .cdn we' suppose: that your Jpetformance would: be evaluated
\by -any. reasonable ‘person: in térms: of -the. percentage of such. elements you cor-
rectly recalled, or by the number 6f timés. your failure to: rccall lay merely in
the substitution of a synonymsfor the. originally utteréd word. A judge. of your
récall would bé concérned only .with ‘the externt té which you had captured the
meaning of thé lecture, ‘hé would expect a paraphrase* and that isrvhat he would -
get .

Paraphrase is not a kind of forgetting Jbut .a: normal part -of remembering.
It reflects the conversions that must dccur: if that which 1s communicated to us
by 1anguage is to be well retained (and understood) ot if that which we retain
(and understand) is to be efficiently comminicatéd. In ‘theé course of those con-
versions, linguistic information has at least thrée different shapes: an
acoustic (or auditory) vehicle for transmission; a phonetic representation, con-
sisting of consonants and vowéls, appropriate for processing and “storage in a
short-term memory; and a semantic representat;on2 that. fits a nonlinguistic
intellect and long-term memory. Of course, ‘the conversions among these shapes
would be of no special interest if they meant no moré than the substitutinn ef
oné -unit for another-=for example, a neural unit for an acoustic one--give or
take the sharpening, distortions, and losses that must occur. But the facts of

»

2It may prove useful to make a distinction between a semantic representation,
which presumably has linguistic structure, and -some deeper base, which does
not. We should suppose, then, that it is the less linguistic base -that is
stored in long-term mémory, and that the semantic representation is synthe-
sized from it. I believe; however, that such a distinction is not relevant to
the purposes of this paper; moreover, “there is no- agreed-upongwgrd to refer to
the base form. I will, therefore, use "semantic representation" loosely to
refer to whatever we might expect to find in long-term memory and the nonlin-
guistic intellect. .

;
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. to rules 1iké those of grammar?
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paraphrase imply far more than that kind of alphaberic encipherment. Since an
accirate paraphrase need not; and usually does: not, bear- any physical resem-
blance to the originally presented -acoustic ‘(or auditory) signal, we must
suppose that the information has: been thoroughly restructuréd. It is as if the
listener had. stored a semantic ;epresentation ‘that he synthesized or constructed

out of . the speech ‘sounds, and than, on the occasion of recall, used the semantic

,representation ‘as. a base for synthesl:ing .still another set of sounds. Plainly,

these ‘synthesas are not -chaotic or arbitrary, they -are, rather,, constrained by

'rules of a kind that linguists -call. grammar. There is, therefore a way to see
the correspondence ‘between the. original and recalled information, or, indeed,
fbetween the transmitted and. stored forms. But. this can be .done' only by ref-

erence to the grammar, not by comparison .of the physical properties of the two .
séts. of acoustic -events :or of transforms performed directly on them. An
observer .who does Mot command the grammar cannot possibly Judge the accuracy of
the paraphrase. - — .

Since my aim is to raise- questions about the distinctiveness of language,
T ‘should pause here -to ask whether paraphrase is Unique. In visual memo: y, for
example, is paraphrase even \onceivable° ‘0f course, the remembered scene one

-calls up in- ‘his mind's eye wil. usually differ from the original. ‘But cannot

.the accuracy of recall always Se- judged by reference to the physical pruperties-

of the remembered scene, allow;ng, ‘of course, for reversible transformations '
;performed directly on the. physical stimuli themselves? Except in the case of’ }
‘the. most abstract art; about which there is notorious lack of -agreement, can we.

-ever say of two visual patterns that they correspond -only in meaning; and,

accordingly, that the correspondence between them can be- judged only by reference

But I should réturn now to the function of grammatical recoding, which is
the question before us. Why ‘musi, the linguistic information be so thoroughly

restructured if it is- to be transmittable in. the one case -and storable in the

other’ The- simple and possibly obvious answer is that the components for -

rtransmission and storage are grossly mismatched' consequeéntly, they cannot deal

with information in anything like the same form. I should suppose that the
reason for the mismatch is that "the several componen: aveloped separately in
evolution and in connection with different biologica. tivities. At the one
end of the system is. long—term memory, as. well as the nonlinguistic aspects of

meaning and thought. Surely, these must have existed before the development

of language, much “as they exist now in nonSpeaking -animals and, I dare say, in
the- nonlanguage hemisphere of man. At the other end of the system, the com-

ponents most directly concerned with transmission--the ear and the vocal tract-- -

had also reached a high state of -development before they were- incofborated as
terminals in linguistic communication. [Important adaptations of the vocal

‘ttact did presumably occ¢ur in the evolution of speech, as has been shown

(Lieberman, 1968, 1969; Lieberman and Crelin, 1971; Lieberman, Crelin, and Klatt,
1972; Lieberman, Xlatt, and Wilson, 1969); howevér, these did not wholly correct
thé mismatch we are considering 1 We might assume, then, following Mattingly
(1972), that grammar. developed as a special interface, joining into a single
systam the several components of. transmission and intellect ‘that were once quite-
separate. What are conceivably unique to 1anguage to man, and to his language
hemisphere are only grammatical codes. These aré used to. reshape semantic repre-
sentations so as to make them appropriate, via a phonetic stage, for efficient
transmission in acoustic form.
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. We should recognize, of course, that the consequencas of being able to make
those grammatical conversions might be immense, not merely because man can -then
more efficiently communicate his semantic representations to others, but also
because he can, rerhaps more easily than otherwise, move ‘them around ir his own
head. If so, there may be thought processes that can be carried out. only on
information.'that has gone into the grammatical system, at least part wayT We
should also see that the nonlinguistic intellectual mechanisms might themselves-
have been altered in the course. of evolutionary adaptations associated with the
development .of grammar. Indeed, exactly analogous -adaptations -did apparently
take place at the other ‘end of .the. system where, as has. already .been remarked,
the vocal tract undetrwent structural changeés that narrowed the gap between its
repertory of -shapes (and’ sounds) and that which was required by the nature 6f the
phonetic representation at the. next higher level. But such considerations do not

-alter .my ﬁ%int however much- they may' complicate it. We ‘may reasonably suppose

that the basic function of’grammatical .codes is to join previously independent
components by making the best of-what’ would otherwise be a bad fit. —

At-this point I should turn again -to our question about the-distinctiveness
of language ond ask whether the function of .grammatical codes, as. I described it
here, is unique. Are ‘there other biological systems in which-different struc-
tures, having evolved independently, are married by a process that- restructures— —
the infoimation passing between ‘them? If not, then grammatical codes solve a

‘biologically novel problem, and-we should wonder whether it was in connection

with such -a so1ution that¢ a new functional organization -evolved in the ‘1left hemi-

sphere.

But if we are to view grammar as an interface, we ought to see mors clearly
how -bad is the “fit thac it corrects. For that purpose I will deal separately:
with two stages of the. 1inguistic process: the interconversion betweenaphonetic
message and sound,. vwhich I will refer to- throughout this paper as the "speech
code,” and then briefly with the, part of language that 1ies between phonetic

message and meaning.

. The Phonetic Representation vs. the Ear and the Vocal Tract

At the phonetic level, language is conveyed by a small number of meaningless
segments~-roughly three dozen in English--called "phones'-by linguists and well-
known to us all as consonants and vowels. These phonetic segments are character-
istic of all natural human languages and of no nonlinguistic communication sys-
tems, human or otherwise. Their role in language is an important one. Wnen
properly ordered, these few dozen segments convey the vistly greater number of

_semantic units; thus, they take a large step toward matching the demands of the

semantic°inventory to the possibilities of the vocal tract and the ear. They
are important, too, because they appear to be peculiarly appropriate for storage
and processing in short-term memory {Liberman, Mattingly, and Turvey, 1972). In -
the perception of speech-the phonetic segments are retained in short-term

memory and somehow organized into the larger units -of words and phrases; these
undergo treatment by syntactic and semanaic processes, yielding up, if all goes
w2ll, something like the meaning the speaker intended. But if the larger organ-
izations are to be achieved, the phonetic units must be collected at a reason-
ably high rate. (To see how important rate is, try to understand 2 sensible
communication that is spelled to you slowly, letter by painful letter.) In fact,
speaking speeds produce phonetic segments at rates of 8 to 20 segments per
second, and research with artifically speeded speech (Orr, Friedman, and Williams,
1955) suggests that it is possible to perceive phonetic information at rates as
high as 30 segments (that is, about seven words) per second.

4
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Now if -speech had developed from the beginning as a unitary system, we "l
might 'suppose that the components: would have been reasonably well matched. In ‘..
that .case there would have been no need for a radical restructuring of informa-
tion--that is, no need .for grammat--but only the fairly straightforward substi-
tution of an acoustic segment for each phonetic one. 1Indeed, just that kind of
substitution cipher has- commonly been assumed to be an iuportant characteristic
of speech. But such a simple conversion would not work, in fact, because the
requirements of phOne.ic communication are not directly met either by the ear
N or by the vocal tract. -

‘Consider first the ear. If each pﬁFﬁetic unit were represented, as in an
alphabet or cipher, by & unit of sound, the listener would have to identify
from 8 to 30 segments per second. But such races would surely strain, and prob-
ably overreach, the temporal resolving power of the ear. Consider next the
requirement that the order of the segments be presérvéd. Of course, the listener
! would hurdly be expected to--order the segments if, at high rates, ke could not
even resolve them. -We ‘should- note,. ‘however, that: even- at -slower rates,; and in
cases ‘where the identity of the sound segments is known, there is some evidence
that the ear"does not identify order well: Though this question has not een
intensively investigated, data from the research-of Warren, Obusek, Farmer, and
Warren -(1969) suggest that ‘the requirements for ordering”in phonetic communica-=
tion would ‘exceed the psychoacoustically deteérmined ability of the ear by a .
‘factor -of five or more. —~ .

. . ——
- .

- Apparently, then, the system would not. work well if the conversion from -
: phonetic unit to sound were a simple one. We should suppose that ‘this would: be
so for the reasons I just outlined. . But the case need not ‘rest on that supposi
tion. In fact, there is a great deal of confirming evidence in ‘the expexience
gdined -over many years through the attempts to develop and use acoustic (non-
speech) alphabets. That experience has been in telegraphy--witness Morse code,
. which is a cipher or alphabet as I have been using the .terms here--and uuch
more comprehensively in connection with the-early: attempts to build rezding
machines for the blind. Even after considerable -practice, users 4o poorly with
those sound alphabets, attaining rates no better than one~tenth those which are
achieved in speech (Coffey, 1963; Freiburger and:\Murphy, 1961; Nye, 1968;
Studdert~Kennedy and Ccoper, 1966).

Nor does the vocal tract appear to be better suited to the requirements of
phonetic communication. If the sounds of speech are to be produced by move-
ments-of the articulatory organs, we should wonder where in the vocal tract we
are going to find equipment for three dozen distinctive gestures. Moreover, we
should wornder, since the order of the segments must be. preserved, how a. succes-
sion of these gestures can be produced at rates as high as one gesture every
50 msec. .

The Phonetic vs. the Semantic Representations

<hough appropriate for storuge over the short term, the phoneti: represen-
tation apparently does not fit the requirements of the lcng-term store or of
the essentially nonlinguistic processes that may be associated with it. Those
requirements are presumably better met by the semantic representation into
" which the phonetic segments are converted. Because of its inaccessibility, we .
do not know the shape of the information at the semantic level, which is a
reason we do well, for our purposes, to concentrate our -attention on the acnustic
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and phonetic levels where we can morxe resdily experiment. Still, some charac-
teristics of the semuntic representation. can be guessed at. Thus, giver the
innunerable aspects. of our -experience and <nuwledge, we should suppose. tlinz

‘the inventory of semantic units is very large, many thousands -of times larger

than :the two of three dozen phonetic segments that transmit’it. We should

.suppose, further, that however the Semantic units may be organized it is

hardly -conceivabhle that they are, like the phonetic segments, set dewn in ordered
strin. 3. At all events, tha phonetic and semantic representations must be
radically ‘different, reflecting, presumably, the differences between the
requirements of the.processes associated with short- and long-tern~menory.

THE SPECIAL RESTRUCTURING -PRODUCED BY THE SPEECH CODE:
SIHULTANEOU; TRANSHISSION OF INFORHATION ON THE"SAHB'CUE

We can usefully think of grammatical coding as the restructuring of inform=
ation that must :dccur if -the mismatched components I have talked -about -are. to
work. ‘together as a single system. ‘In developing that netion, 1. have so far

spoken of thiree levels of linguistic information-senantic, -phonetic, and -

acoustic>-connected, as it were, by- grammars-that describe- the:relation ‘between
one: level and the next. -The ‘phonetic -a:.4 acoustic levels are linked by a
grammar.my colleagues -and- I -have -called: ze: speech code. That is the gramnar T

‘'shall :be especially concerned with. ‘But. we. should first place that grammar in
‘the: larger scheme of things, and -éstablish some basis for demonstrating its
‘Tésémblance to grammars of a more conventional ‘kind. That ‘has been -done- ir
somé detail iu recent reviews already referred to (Liberman, 1970; Hattiagly and

Liberman, L969) Here I will offer ‘the bricfest possible account.

Exactly what we ‘say abOut the more ccnventional grammars depends, of course,
on which 1inguistic theory we chcose. Fortunaiely, the choice is; for us, not
crucial. Our purposes sre well scrved by ‘a- very crude- apprnximation to the
transformational or generative grammar that is owing to Chomsky (1965). On that
view; the conversion from semantic. to ‘phonetic levels is accomplished through
two intermediate levels called "deep structure" and “surface striicture." A:
each level--including also the phonetic, to which I have already referred--there
are strings of segments (phonés, words) orgasnized intuv larger units (syllables,

phrases). From one level to the next the organized information is réstructured

according to the rules of the appropriate grammar: syntax for the conversion
from deep to surface. phonology for the conversion from surface to phonetic. It

-is not feasible to a:tempt-an account of these grammars, even in broac terms.
But I would point to one of the most general and important characteristics of

the conversions they rationalize: between one level and the next there is no
direc or easily determined correspondence in the number or order of the segments.
Taking a simple example, we suppose that in the deep structure, the level

closest to meaning, there are strings of abstract, word-like units which, when
translated into the nearest kind -of plain English, might say: The man is young.
The man is tall. The man climbs the ladders. The ladders -are shaky. According
to the rules of syntax, and by taking advantage of referential identities, we
should delete and ‘'rearrange the segments of the four deep seritences, emerging in
due course at the ‘surface with the single sentence: The tall young man climbs
the shaky ladders. It is as if the first, second, and fourth of the deep ser-

tences had been folded into the third, with the result that information about all
four sentences is, at the surface, transmittéd simultaneously and on the same
vords.




-

The information at the level of surface structu*e is in turn converted,
often by an equally complex encoding, ‘to the phonetic level. But I will ‘only
-offer an-example of omne of .the simplest aspeits-of that conversion which
- nevertheless shows that the information. does. change shape 4n- its further -descent
toward the sounds of speech and- -also- illustrates a kind of context-conditioned
‘Variation that grammatical conversions often entail. ‘Consider 1in the word
"ladders" ‘the fate of ‘the segment, spelled "s," that. means "more -than onc."
Its realization ‘at the: phonetic level depénds on the: segmental context: in our
) example, "Jadders," it beconés [z]; in-d word like "cats," it would be [s], and
- in "house" it would be [az] i . g

F
. $

—f

The more obvious parts of . -grammar, .and - of the paraphrase which so strik-
ingly reflects it, occur in the conversion between phonetic and semantic repre-'
sentations. But . as T have already suggested there is. another _grammar, ‘quite

o 51milar in function and.-in form, ‘to bé found in the speech code that connects
- the phonetic representation to sound‘ The characteristics of this code have
~been dealt with. at some length in several recent papers (Liberman, Cooper,

Shankweiler, and: Studdert-Kennedy, 1967 Liberman, Mattingly, and C00per, 1972)v

< I w1ll)bnly briefly describe -some.. of those characteristics now to show how they
might ‘mark. speech perception and by analogy, the. rest of language as different
from: other processes. .

- -

- ‘How: the. Pnonetic ‘Message. is Articulated° Hatching;thé»Requirements—éf Phonetic
Communication to the Vocal Tract 0T T e e e e e

Consider, again that there are several times: more segments ‘than there -are
— art1culatory ‘muscle- systems capable of signiflcantly affecting the vocal out-
put:‘ A solution is to- divide each segment into features, so that -a smaller
_ Thimbeér of features produces a larger number of -segments, and then 0. assigh
each;feature to a significant art1culatory ‘gesture. Thus, the phonetic Segment
o [b] is. un1quely characterized by four articulatory features: stop manner, i.e.,
,:*,'7; rapid -movement to or from complete closure of -the- buccal part -of the voeal
) ‘tract; which [b] shares with:[d, By Py t5 k, m, n,zg] but not. with .other con-
sonants' orality, i.e., closure ‘of the velar _passage ‘to ‘the: nose; which. [b]
shares with [d, s P3 Ly k], but fiot with [m, ny. 9], bilabial place of produc—
‘tion,. i.é.; closure.at the 1lips, which- [b] _sharés-with [p;. m]. but not with -
“ld; 8, £, k, n, g], -and- voiced condition of voicing, f.e.; vocal fold vibration
beginning simultaneously with buccal opening, which [b] shares with [d, g], ‘but
not with [p; t, k]. °

It remains, then, to-produce these segments at. high rates. For that pur-
posé the segméents are. first organized into larger units -of approximately
syllabic size, with the restriction that gestures approj T iate to feat ‘res in
‘successive segments be largely independent -and therefore capable of being made
.4t ‘the same time or with a great deal of overlap. In. producing the syllable,
the speaker ‘takes advant.age of the possibilities for simultanecus or overlap-
ping articulation, perhips to the greatest extent possible. Thus, for a

ment appropriate for [b] before shaping the tongue for the vowel [a] and then,
only when that has béen accomplishéd; move to a position appropriate for [gl.
Rather, he overlaps the gestures, sometimés to such an extént that successive

-segments, or their componént features, are produced simultaneously. In this
way,. co-articulation produces segments at rates faster than individual muscle




P

systems must change their -states and is -thus well designed, as Cooper (1966)
has' put it, to get fast action from relatively slow-moving machinery.

How" the:-Co-Articulation of the Phonetic Message Produces the Peculiar ‘Charac-

teristics -of the Speech Code

-

The grouping of the- segments into syllables and the co-articulation of
features represents an- organization of the phonetic message, ‘but not yet a

__very drastic encoding, -since it is still. possible to correlate isolable gestures

with particular features. It is in the. further conversions, from .gestires to
vocal-tract ‘shapes to sourids, that the greater complications of the speech code
are produced.. For it is there that we find.a very complex. relation ‘of gesture
to vocal-tract shape ‘and. then, in ‘the conversion from- vocal—tract shape to- sound,
a reduction in: the number of dimensions. ‘The result is that the effects of

:acoustic signal, thus- producing the most important and complex characteristic

of the speech- code. That characteristic is illustrated in Figure l, -which 1s
intended 10. demonstrate ‘HoW several segments of the phonetic message are-
encoded into the -same -part .of the sound. For that purpose; we begin with a

Jsimple syllable comprising -the- phonetic string [b] 2] [g] and then, having
-shown its realization at the level of ‘sound, we determine. how the ‘sound. changes
‘as we: change ‘the phonetic ‘message, one ‘segment at a time, “The schematic

spectrogram in-the. left-most position of the row- atf-the top would if converted

‘to sound, produce an. approximation to [bag], which is .our - example. In “that
-spectrogram. ‘the: two most- “important: formants--a formant is: -a concentration ‘of
.acoustic energy representing ‘a resonance -of -the vocal tract-are plotted ‘as a
:funct1on -of time. I.ooking at only the second (i.e., higher) “formant, o as ‘to

simpl1fy -our task, we_ try to locate ‘the information -about. the vowel [2]. ‘One
way :to.do that is to change the ‘message from. [beg] to [bog] and: comparé the’
acoustic representations.. The- spectrogram for the new-syllable, [bog] is -shown
in the next position: to- the right, where, in order ‘to: make -the ; .omparison .
easier, ‘the sééond: formant of ‘[baeg] is- reproduced in: dashed .u‘les. Having in
mind :that [baeg] and [bog] differ only in their middle segments--that is, only
in the: vowels—we. ‘note .that the d1fference between the acoustic signals is not
limited, corresp.mdingly, to their middle sections, ‘but. -rather extends from the
beginning of the acoustic signal to the v We -conclude; therefore, that the
vowel information is. everywhere in the second-‘formant -of ‘the séund. To- find
the. temporal ‘extent: of the [b]. segment of our-original syllable [baeg], we

should ask,’ similarly, what the acoustic pattern would be if only -the first
segment of the  -onetic méssage were now changed, -as it would be, for example, ]
in [gaeg]. Lcog\mg, in: the next positior to the right, at that new syllable
[gag], w2 sée -that the change has produced a second-formant that differs from
the original through approximately the first two-thirds of thé temporal extent
of the sound. A similar test for (el, the final consonant of our example; is
developed at the right-hand end of the row; information about that segment
exists in the sound over all of approximately the last two-thirds of its time
course. ) .

The general effect is illuttrated in ‘the single pattern in the lower half
of the figure, which shows over what parts of the sound each of the three
message segments extends. We see that there is no part of the sound that con-
tains information about only one phonetic segment: at every point, .the sound is
carrying information simultaneously about at least two successive segments of the
message, and there is a section in the 'middle where information is simultaneously
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available about all three. "It is as if the initial and final consonants [b]
and: [g] had beén folded into the vowél, much as the flanking deép-structure

sénténces of the earlier syntactic example were- folded into that middlée sen-
tencé that served, like the vowel, as a- core or carrier. .

Given that information about successive segments of the meéssage is often
carried simultanésusly -on thé: same parameter of the signal, the acoustic shape-
of a cue for a particular segment (or feature) will ‘necessarily be di‘ferent in
different contexts. To-see that this is S0: W . should look again at the figure,
but instead of noting, as we did before,. that changing only the midd]e Segment
caused achange in the entire acoustic signal we Sshould.seé now that, though
we retaineéd two of the three original meSsage segments, we nevertheless Teft no
part of the acoustic signal intact.. That {s: to say that thé: acoustic cies for
[b] -and. [g). are véry:different .in ‘the contexts ‘of :the- different vowels into
which ‘they are. encoded. Such context-conditioned variation, similar perhaps to
that we noted in the phonology, is often very' great, . not only for a consonant
segment with different vowels; as in the example -offered here, but also for
different positions in the syllable, different kinds of syllable boundaries,
difrerent conditions of stress, and’ so -on; . (See, for example, Liberman,,Cooper,
Shankweiler, and. Studdert-Kennedy, 1967 o N

Thus, as in ‘the. conversions between other levels of the language structure,
the connection between phonetic massage and sound is that of: a-very complex
code, not. an alphabet ior substitition-cipher. »information -about' successive
segments of the- message ‘is-nften. encoded into a. single acoustic event with the
résult that there: is- 1o -direct ot easily ca1culated correspondence in segmenta-
tion, and the resulting varidtion i ‘the shape -of thé: acoustic cue can be
extréme. At the levels of phonetic and acoustic representations, those charac-

téristics define what I .méan ‘by .a: grammatical code.

But is the speech code--and, by extension, thé other grammatical codes—=
unique7 In visual and: auditory perception, the. relations ‘between- stimulus.
pattern and perceived response: may: be: Just as complex ds' thosé of speech but
they appear, as a class; to be- different. I find it difficult ‘to -characterize
the difference in general terms beyond saying that, apart from speech -pércep-
tion, we do- not find: the- kind of simultanéoiis transmission that requires the
perceiver to process-a unitary physical -event so as to récover the two or thrée
discrete perceptual -events that -are encodéd in it.

How_ the Speech Code Mdtches the Requirements of Phonetic Communication to the

-Properties of the Ear

I remarked earlier that we. can and do hear speech at rates that would
appear to overreach the resolving -power of the -ear 1f each phone were transmit-
ted by a unit sound. But we ‘have seen that the phones are not transmitted in
that -direct way;. they -are, Tather, - converted- so-as to encode several phones
into the samé acoustic unit. Though this produces a great complication in the
relation between signal and message, and oneé that will ‘have to- be. dealt with by
a correspondingly -complex decoder, it serves the important purpose of reducing

'significantly the numbér of discreté: acoustic evénts that mist be heard and

thus niakes it possible ‘to perceive phonetic information at reasonable rates.
Given that the segments are éncoded into units of approximately syllabic size,
we should suppose that the limit -on peréeption is .set, not by the number of
phonétic segments per unit time, but more nearly by the number of syllables.

10
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l also remarked earlier -on another way in which the éar appears to be i11
stiited to ‘the requirements of phonetic -comminication: a listener must identify ‘
the order of phonetic segments, yet in ordinary auditory perception ‘he cafinot ‘s
do. that well: "The solution to this problem that is offered by the speech codeé
is that .order is often marked not. only- by time of occurrence, but also by
context-conditioned varidtions- in -the shape - -of the cué.. Thus, ‘because of the
kind -of encoding ‘that -occurs, a primary acoustic cue for the two b's in Uxeb]
will ‘be mirror images of -each other. 1In words like [taaks] and [taask] the
acoustic Cles for [k] will have ‘very different shapes, again because of co-
articulation. Hence, the speech .code- offers the listéner -the possibility of
constructing ‘(ot, more exactly, reconstructing) the -order of the ‘segments -out
of information which is not. simply, or even primarily, temporal.

More—and‘Less.Encoded Aspects>of §peech .

-

An important characteristic of the .speech code, especially in relation to

lquestions about hem1spheric specialization, is that ‘not all parts of the ‘speech

signal ‘bear a highly éncoded relation ‘to-.the phonetic ‘méssage’ In slow to

‘moderate articulation, vowels and fricatives, for example, “are sometimes repre-

sented by a simple acoustic alphabet .or "¢ipher: ‘there are 1solable segments: in

.which information about only ‘one: phonetic segment is carried -and- there-may be-

little varlation in the _shape of theé acoustic dues withichanges in context.

‘Segments belonging o the classes liquids and semivowels can ‘be said to. be

grammatically encéoded to an intermediate degree. Though ‘these- segments: canrot
be isolated in the speech signal (except ‘for r-colored vowels), they do have

'br1ef steady—state portions, evén in rapid articulation.

Nongrammatical Complications in the Relation between Acoustic and Phonetic .

> - 7 -

Levels o . -

There .aré several characteristics of speech apart from its encodedness
that.mlght require special treatment in perception. -One 1s. tnat ‘the speech
signal ‘seems very poorly designed at least from.an engineering point .of view.
The acoustic energy is not. ¢oncentrated in the information-bearing parts of
the sound but is, rather, spread quite broadly across the spectrum: Mbreover,
the -eéésential -acoustic cués are; from-a physical point of view, among. the most
indeterminate. Thus, the formant transitions, -so' important in the perception
of most consonants, are rapid changes in the frequency position of a resonance
wh1ch ‘by their nature;, séatter énergy.

Another kind -of d1fficulty arises from the gross variations in vocal tract

'dimensions among ‘men, women, and children. A consequence is that the absolute

values of the formant cues will bé different depending on the sex and size of

. the speaker. Obviously, some kind of -calibration is necessary- if the listener

is to perceive speeéch properly.

What, Then, Is the Language Hemisphere Speciialized for?
e > = — e e

I have suggested, as a working hypothesis, that the distinctive character-
isti¢ of .language is not meaning, thought, communication; or vocalization, but,
more: specifically, a grammatical recoding that reshdpes linguistic information
so as' to fit it to the several originally norilinguistic componénts of the
system. That hypothesis may be useful in reséarch on hemispheric specialization
for language because it tells how we might make the necessary distinction




between that which is linguistic and that which is not. Our aim, then, is to
discover whéther it is, in fact, the\processes of grammatical recoding that the
langiage hémisphere is specialized for. That .will _be hard to do at the level
closest to the semantic representation because we cannot, at that end of the
language system, 'S0 easily define the boundary between grammatical coding and
the presumably nonlinguistic processes. it sérves. But in- speech .and especially
in ‘speech perception, we can be quite explicit. As a result, we can ask pointed
questions and» ‘because ‘appropriate teéchniques are available,pget iiseful answers.
Iwill offer ‘a féw examples of such questions and. answers.. -Because the -experi-
ments I will talk about Tepresent a large and- rapidl; growing class; I should

emphasize ‘that, fof the special purposes -of this paper, "I will describe only a
few.

.Speech vs. nonspeech. After investigations of people with cortical
lesions, including- especially ‘the studiés by Milner (1954, 1958) had indicated
that perception of Spéech. and nonspeech might be primarily on opposite sides of
the head Kimura (1961a, 1961b) pioneered the development of an experimental
technique that permits us ‘to .probe this possibility with. normal people. Adapt—
ing. for. he¥ purposes-a method: that had been..used..earlier by Broadbent (1956),
Kimura présented” spoken digits dichotically, one to. one ear and a different one
to the: other ear. She discovered that :most listeners heard better the digits
presented to the right ear,. It was- subsequently found, by her and others, that
the same effect is:obtained with nonsense syllables, including those that differ
in ‘only .one phonetic segment or feature (Kimura, 1967 Shankweiler -and’ Studdert-
Kennedy, 1967). When the- stimuli aré ‘musical melodies or complex nonspeech )

sounds, .the opposite effect a left-eaL advantage, is obtained (Kimura, 1964) .
On the assumption that the - contralateral -auditory representation is stronger than.

.the ipsilateral, especially under conditions :0f dichotic competition, Kimura

interpreted these- findings ‘to reflect*left-hemiSphere processing of the Speech
signals -and right-hemisphere processing of the-others. In any case, many ‘studies
now. support the conclusion that the ear advantages dare reliable reflections of
the: functional asymmetry of the cerebral hemispheres. (For ‘summaries see:
Kimora, 1967; Shankweiler, 197l°’Studdert-Kennedy and Shankweiler, 1970.)

Auditory vs. phoneticgprocessi‘g If, as -séems reasonable, the right-ear
advantage for speech is interpreted-to reflect thé work of someé special device
in theleft hemisphere, we should: ask whether that. device is specialized for
grammatical decoding or for: something else. Consider, then, a case such as the
Stop -consonants. As I pointed out earlier, these phonetic Segments are encoded
grammatically in the: exact sense ‘that thére is no part of the acoustic signal
that carries information oniy about the consonant ;. the formant.-transitions,
which contain all the information about the consonant are simultaneously pro-
viding information about the following vowel.,  Any device that would perceive
the- segments correctly must deal with that grammatical .codé. Conceivably,
that is what the device in, the language hemisphére “is ‘specialized. for. But
there are other, nongrammatical jobs. to be done and, accordingly, other possibil-
ities. Among these are the: tasks I referred to earlier when I spoke of ‘the need
to clean up the badly smeared speech signal to track the very rapid frequency
modulations (formant transitions) that aré such important cues, and to calibrate
for -differences in vocal-tract size. Though not grammatical -according to our
definition, these tasks confront the listénér only in connection with speech.
Ther might;, therefore, be more closely associated with the language hemisphere
than those other auditory processes that must underlie the perception of all
souhds, speech and nonspeech alike. But that is precisely the kind of issue
that can be settled experimentally.

12
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Several investigators (for example Darwin, 1971; Haggard, 1971; Shankweiler
and Studdert-Kennedy, 19675 Studdert-Kennedy and Shankweiler, 1970; Studdert-
Kennedy, Shankweiler, and. Pisoni 1972) have suggested and considérably refined
questions like those I posed in the preceding paragraph and, in a number -of :
ingenious experiments, found answers. I -cannot here deséribe, or éven ‘summay-
ize, these generally complex studies -except to say that_they provide some
support ‘for the notion -that in -speech perception the language hemisphere
extrdcts phonetic features, which is to say in the terminology of this paper
that it does grammatical ‘decoding. There is, however, an -experiment by Darwin
(1971) which suggests that the language ‘hemisphere may also be responsible for
normalizing ‘the acoustic signal to- take -account -of the. complications produced
by the differences among speakers ‘in length of the vocal tract. That finding
indicates that our hypothesis is,. at best, ‘incomplete. Of .course, we can hope
to. discover ‘a mechanism. general enough ‘to inclide both vocal-tract normalization
and grammatical decoding; the more So- since these processes are 'so- intimately
associated with each other and with mnothing. else.. Meanwhile, we can -proceed to
find out by experiment whether the language hemisphere is responsible for the
other nongrammatical tasks, however closely -or remotely they may be associated
with speech. Perhaps an example -of such an experiment will clarify the question
and'-also -our hypothesis. ) . e

Imagine a set of stop—vowel syllables [ba, da, ga] synthésized in such a
way that the only distinguishing acoustic cue is the direction and ‘extent of
the first 50 msec of the’ second-formant transition, the rapid frequency modula-
tion. referred to earlier. Suppose, now, ‘that we present these: dichotically--
that is, -[ba], for ‘example, ‘to: one ear; [da] to. ‘the- other—-in randomly -arranged
pairs. and, as usual, get the right-ear advantage that is presumed to reflect
left—hemisphere processing. On the: hypothesis pr0posed here, we should say
that these signals were being processed in. the langiage hemisphere because they
required grammatical decoding. In ‘that case, ‘we should have in the language
hemisphere a-device that is quite properly- part of a. linguistic system. There
is, however; an- alternative, as I have already implied which is that the
language hemisphere is Specialized not .for grammatical decoding but for respond-
ing. to a particular class of auditory events, specifically the rapid frequency
nmdulations of the second—formant transitions that are, in the stimuli of the
,experiment the only acoustic -cues. In. that case, the left hemisphere would be
said, at least in this respect, to be specfalized for: an auditory task, not a
linguistic one, An experiment that helps to. decide between these possibilities
would go- as follows. First, we remove from the synthetic syllables the second~
‘formant transition cues and present them in isolation. When we do that we hear,
not speech, but more or less -distinguishable pitch glides -or bird-like chirps.
Now, given that there is a right—ear (left-hemisphere) advantage when these for-
mant-transition cues are in a -speech pattern, we determine the .ear .advantage
when: they are presented alone and not heard as speech. Donald Shankweiler, Ann
Syrdal, and T (personal communication) havé been doing that experiment. “The
results §6- far obtained dre not wholly convincing, because, owing largely to the
difficulty our listeners have in idéntifying the transition cues alone, the data
are:‘quite noisy. So far as the results:can be interpreted, however, they
suggest that the second-formant transitions in isolation produce a left-ear
advantage, in contrast to the right-ear advantage obtained.when those same tran-
sitions cued the perceived distinctions along [ba, da, ga]. If that result
proves reliable, we should infer that the language hemisphere is specialized for
a 1inguistic task of grammatical decoding, not for the auditory task of tracking
formant transitions.
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A clearer answer to essentially the same question; arrived at by a very
different technique, is to be fourd in a recent doctoral dissertation by Wood
(in preparation). He first replicated.an earlier study (Wood; Goff, and Day,
1971) in which-it had been found that evoked potentidls were exactly the same
in the right hemisphere whether the listener ‘was distinguishing ‘two syllables
that differed only in a linguistically irrelevant dimension (in this case [ba] -
on a low pitch vs. [ba] on a high pitch) or in their phonetic identity ([bal
vs. [da] on the same pitch) but the evoked potentials in the left hemisphere
were different in the ‘two cases. From that result it had been inferred that
the processing of speech required a stage beyond the processing of the nonlin-
quistic pitch parameter and, - more important, that the stage of speech process-
ing occurred in the left hemiSphere. ‘Now, in his dissertation, Wood has added
several other conditioms. Of particular interest here is one in which he
measured the evoked potentials for the isolated acoustic -cues, which were, as
in the éxperiment described above, ‘the second-formant transitions. The find-
ing was that the isolated cue behaved just like the linguistically irrelevant
pitch, not like spéech: This suggests, -as does the result we have so far
obtained in the analogous dichotic -expériment, that the processor in the lan-
guage hémisphere is specialized, not for a .particular. class of auditory events,
but for the grammatical task of decoding the .auditory information S0 as to
discover ‘the. phonetic features. )

More -vs._less encoded elements. As we :saw earlier, -only- -some ;phonetic

] segments--for ‘example,.-[b, d, g]--are always grammatically encoded in the sende
that information about them is ‘mérged at the acoustic level with information
about adjacent segments., Others, such-as the fricatives and the vowels, can be,
and sometimes are, represented in the sound as if in a substitution cipher; that
is, pieces of sounds -can ‘be isélated which carry information only about those
segments: Still others, the liquids and semi-vowels; appear to- have an inter-
mediate degree of encodedness. We might suppose that only the grammatically
encoded segments need to be processed ‘by. the 'special phonetic decoder in -the
left hemisphere; the others might be déalt with adequately by the auditory
system. It is of. special ‘interest, then, to note thé evidence from _several
studies that the occurrei.ce or magnitude of the right-ear advantage “does depend
on enccdedness (Darwin, 1971; Haggard, 1971; Shankweiler and Studdert-Kennedy,
1967). Perhaps the most telling of these experiments is a very recent one by
Cutting (1972). He presented stop-liquid-vowel syllables . dichotically--e Bes
[kre] to one ear, [gla] to the other--and _.found for the stops that almost all
of -his subjects had a right-ear advantage, while for the vowels the ear advan-
tage was almost equally divided, half to the right ear :and half to the left;

the results with the liquids were intermediate between those extremes.

We might conclude, again tentatively, that the highly encoded aspects of
speech--those aspects most in need of grammatical decoding--are always (or
~almost always) processed in the language--hemisphere. The unencoded or less

highly encoded segments may-or may not be processed there. ~We might suppose,.
moreover, that some people tend to process all elements of language linguisti-
cally while others- use nonlinguistic strategies wherever possible. If that is
so, could it account for at least some of the individual differences in "degree"
of ear advantdge that turn up in almost all investigations?

-

Primary vs. secondary speech codes; cross codes. People ordinarily deal
with the complications of the speech code without conscious awareness. But
awareness of some aspects of speech, such as its phonetic structure, is sometimes
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achieved. When that happens secondary codes can be created, an important
example being language in its alphabetically written form. This written, :
secondary code is not s6 natural as the primary code of speech, but neither is E
it wholly unnatural, since it presumably makes contact with a linguistic ’
physiology that is readily acéessible when reading and writing are aéquired.
Research suggests that the contact is often (if not always)-made at the phonet-
ic level (Conrad; 1972); that is, that which is read is recoded into a (central)
phonetic representation. If so, then e might expect to see the consequences
in studies of hemispheric specialization for the perception of written lan-
guage, as indeed we do (Milner, 1967; Umilta, Frost, and' Hyman, 1972).

In addition to the complications of secondary codes, there are special

- problems arising out of the tendency, under some conditions, to cross~code non- .
linguistic experience into linguistic form. -As found in a recent experiment by
Conrad (1972), for example, confusions in short-term memory for pictures of ,
objects were primarily phonetic, not visual (or optical). _Such results do not 4
reveal the balance of nonlinguistic and linguistic processes, es, but they make it-
nonetheless evident that in‘the perception of pictures and, perhaps, of other
kinds of nameable patterns, too, some: aspects of: the processing might be lin-
guistic and therefore found in the language- hemisphere.

A SPECIAL*KEY TOcTHE CODE: THE-GRAMMAR OF SPEECH

»

If the speech. code: were arbitrary--that' is, if there were no way to make
sense of the relation between: signal and message--then perception could only be
done-by ‘matching against stored teémplates. .In that case there could be no very
fundamental difference between speech and nonspeech, only different sets of
templates. Of course, the number of terplates for the percéption of phonetic
segments would have to be very large. 1t would, at the least, be larger than
the number of phones because of the gross variations in acoustic shape produced
by the encoding of phonetic segments in the sound; but it would also be larger
than the number of syllables, because the effécts of the. encoding often extend -
across syllable boundaries and because the -acoustic shape of ‘the syllable
variés with such conditions as rate of speaking and linguistic stress.

But grammatical codes are not arbitrary. There are rules--linguists call
them grammars--that rationalize them. _Thus, in terms of the Chomsky-like -scheme’
I sketched earlier, the grammar of syntax ax tells us how we can, by rulej reshape
the string of segments at the level of deep structure so as to arrive at the
often very different string at the surface. In the case of the speech code we
have already seen the general outlines of the grammatical key: a modél of the
articulatory processes by which the peculiar but entirely lawful complications
of the speech code come about. The chief characteristic and greatest complica-
tion of the speech code, it will be recalled, is that information about sucéées-
sive segments of the message is carried simultaneously on the same acoustic
parameter. To rationalize that characteristic we must-understand how it is pro-
duced by the co-articulation I described earlier. Though crude and oversimple,
that account of co-articulation may nevertheless have shown that a proper model
of the process would explain how the phonetic message is encoded in the sound.
Such a proper model would be a Srammar, the grammar of speech in this case. It
would differ from other grammar.--for example, those of syntax and phonology--
in that the grammar of speech would be a grammar done in flesh and blood, not,
as in the case of syntax, a kind of algebra with no describable physiological
correlates. Because the grammar of speech would correspond to an actual ptocess,

15




it is tempting to suppose that the understanding of the speech code it provides
is important, not just to the inquiring scientist, but also to the ordinary
listener who might somehow use it to decode the complex speech sounds he hears.
,To yield to that temptation is to adopt what has been called a "motor theory

of .speech perception," and then to wonder if the language hemisphere is special
ized to provide a model of the articulatory processes in terms of which the
decoding calculations can be carried cut.

. One finds more nearly direct evidence for a motor theory when he asks
which aspect of speech, articulatory movement or sound, is more closely related
to its perception. That question is more sensible than might at first appear
because the relation between articulation and sound can be complex in the
extréme. Thus, as I have already indicated, the section of sound that carries
information about a consonant is often,grossly altered in different vowel con-®
texts; though the consonant part of the articulatory gesture is not changed in
any essential way. Following,articulation rather than sound, the perception
in all these cases is also unchanged (Liberman, 1957; Libermén, Delattre, and
CoopeF, 1952; Lisker, Cooper, and Liberman, 1962). Though such findings
support a motor theory; I should note that only a weak form of the theory may
be necessary to account. for them. That is, they may only suggest that the per-
ception of phonetic features converges, in ‘the ‘énd, on the same neural units
that normally command their articulation; in that case the rest of the. processes
underlying speech perception and production could be quite separate.

Evidence of a differ~nt kind can bé-seen in thé results of a recent -unpub-
lished study by L. Taylor, B. Milner, and C. Darwin. Testing patients with
excisions of the face area in the sensori-motor cortex of the left hemisphere,
these investigators found severe impairments in the patients' ability to
identify stop consonants (by pointing to the appropriate letter printed on a
card) in nonsense-syllable contexts, though the pure-tone audiograms and per-
formance on many other verbal tasks were normal. Patients with corresponding
damage in the right hemisphere, and those with temporal or frontal damage in
either hemisphere, were found not ‘to differ from normal control subjects. It

5 at least interesting from the standpoint, of a motor theory that lesions in

the central face area did produce an inabil&ty to identify enccded stop conso-
_nants, though, as the investigators hadye pointed out, the exact nature of .h?

impairment, whether of perception or of short-term memory, will be known only

after further research.

The. idea that the left hemisphere may be organized appropriately for motor
controi‘/ﬁ.grticulation is in the theory of hemispheric specialization proposed
by Semmes (1968). It is, perhaps, not inconsistent with her theory. to suppose,
as I have, that the organization of the language hemisphere makes a motor model
more available to perceptual processes. But one might, on her view, more simply
assume that lateralization for language arose primarily for reasons of motor
control. This would fit with the suggestion by Levy (1969) that, tc avoid con=-
flict, it would be well not to have bilaterally issued commands for unilateral
articulations. In that respect speech may be unique, as Evarts (personal commun-
ication) has pointed out, since other systems of coordinated movements ordinarily
require different commands to corresponding muscles on the two sides. Conceiv-
ably, then, motor control of speech arose in one hemisphere in connection with
special requirements like those just considered, and then everything else having
to do with language followed. This assumption has the virtue of simplicity, at
least in explaining how language got into one hemisphere in the first place. -
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. Moreover, it is in keeping with a conclusion that seems to emerge from the
research on patients with "split" brains, which is that, of all language func-
~stions, motor control ofispeech is perhaps, most thoroughly lateralized (Sperry
and Gazzaniga, 1967)

At all events, though the grammar of-speech makes sense of the complexly

- encoded relation between phonetic message and sound, it does not tell wus: how
the decoding might be carried out. Like the other grammars of phonology and
syntax, the grammar of speech works in one direction only, downward; the rules
that take us from phonetic message to sound do not work in reverse. Indeed, we
now know the downward-going rules well enough, at least in acoustic form, to be
able touse them (via a computer) to generate intelligible speech automatically
from an input of (typed) phonetic segments (Mattingly, 1968, 1971). But we do
not know how to go automatically in the reverse directiou,“from speech sounds
to phonetic message, except perhaps via the roundabout route of analysis-by-
synthesis--that is, by guessing at the messzage, generating (by rule) the appro-

y - priate sound, and then testing for match (Stevens, 1960; Stevens and Halle, .1967).

) Still, I should think that we decode speech ‘with the aid of a model that is,

. . - in some imporLant sense, articulatory. If so, we might suppose that -the func- -
tional organization of the left hemisphere is peculiarly appropriate for the

:conjoining of sensory and motor processes that such a.model implies.

Having said that the speech code is rationalized by a production model, I
should ask whether in this respect it differs from the relations between stim-
ulus and perception in other pergeptual modalities. I think perhaps it does.
In visual and auditory perception of nonverbal material the complex relations
between stimulus and perception are also "ruly" rather than arbitrary, but the

‘ rules are different from those of the speech code if only because the complica-
tions between stimulus and perception in the nouspeech case do not come about
as a result of the way the human perceivers produce the stimulus: the very
great complications of shape constancy, for example, are rationalized, not in
) terms of how a perceiver makes those shapes,. but by the Jules of projective
i geometry. This is not to say that motor considerations are unimportant in non-
speech perception. Obviously, we must, in visual perception, take account of
head and eye movements, else the world would appear to move when it should stand
still (Teuber, 1960:1647-1648). But in those cases the motor components must be
DR entered only as additional data to 'be used in arriving at the perception; the
perceptual calculations themselves would be done in other terms.

I wonder, too, if the fact that the speech.rules work in only one direc-
tion makes them different from those that govern other kinds of perception. In
the case of shape constancy, for example, we know that one can, by the rules of
geometry, calculate the image shape on the retina if he knows the shape of the
stimulus object and its orientation. That would be -analogous to using the
grammar of speech to determine the nature of the sound, given the phonetic
message. But in shape coustancy, it would appear that the calculations could
be made in reverse-~that is, in the direction of Jperception. Knowing the image
shape on the retina and the cues for orientation, one ought to be able to cal-
culate directly the shape of the object. If so, then there would be no need in
shape constancy, and conceivably in other kinds of nonspeech perception, for a
resort to analysis-by-synthesis if the perceptual operations are to be done by
calculation; rather, the calculations could be performed directly. :
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SPECIAL CHARACTERISTICS OF PERCEPTION IN THE SPEECH. MCDE

A commonplace observation about language-is that it is abstract and.
categorical. That means, among other things, that language does not fit in any.
straightforward or isomorphic way onto the world it talks about. We do not use
longer words for longer objects, or, less :ppropriately, louder words for biver
objects. 1If we change only one phonetic segment out of four in a word, we do
not thereby create a word less different in meaning than if we had changed all
four. Apart from onomatopoeia and phonetic symbolism, which are amoug the
-smallest and least typical parts of language, we do not use continuous linguis-
tic v;riations to represent the continuous variations of the outside world.

It is of interest, ‘then, to note that in the case of the encoded phonetic
segments speech perception, too, is abstract. In listening to 'the syllable [ba],
for example, one hears the stop consonant as an -abstract linguistic event, quite
removed from the acoustic and auditory variations that underlie it. e cannot
tell that the difference between [bal and [ga] in simplified synthetic patterns
is only a rising frequency sweep in the second formant of [b] compared with a
falling frequency sweep in the second formant of [g]. But if those frequency
-sweeps are removed from the syllable context and sounded alone, they are heard
as- rising and falling pitches, or ss-differently pitched "“chirps," just as our
rknowledge of auditory psychophysics would lead us to-expect. Perception in
‘that auditory mode follows the stimulus in a fairly direct way; in that sense,
and in contrast ‘to the perception of speech, it is not abstract.

Perception of the encoded segments of speech is, as a corollary of its
abstractness, also categorical. Thus, if we vary a sufficient acoustic cue .for
[b, d, 8] in equal steps along a physical continuum, the listener does not hear
step-wise changes but more nearly quantal jumps from one perceived category to
another. This categorical perception has been measured by a variety of tech-
niques and has been given several different but not wholly unrelated interpre-
tations (Conway and Haggard, 1971; Fry. Abramson, Eimas, and Liberman, 1962;
Fujisaki and Kawashima, 1969; Liberman, Harris, Hoffman, and Griffith, 1957;
Pisoni, 1971; Stevens, Liberman, Ohman, and Studdert-Kennedy, 1969; Vinegrad,
1970). It characterizes the grammatically encoded segments (e.g., stop conso-
nants), as I have indicated, but not the segments (e.g., the vowels in slow
articulation) that are, as .I noted earlier, represented in the acoustic signal
as if by an alphabet or substitution cipher. Moreover, categorical perception
‘cannot be said to be characteristic of a class of acoustic (and corresponding
auditory) events, because the acoustic cues are perceived categorically only
when they cue the distinctions among speech sounds; when presented in isolation
and heard as nonspeech, their perception is more nearly continuous (Mattingly,
Liberman, Syrdal, and Halwes, 1971).

At all events, the grammatically encoded aspects of speech do appear to
be perceived in .a special mode. ‘That mode is, like the rest of language,
abstract, categorical, and, perhaps more generally, nonrepresentational. Does
this not present a considerable contrast to nonverbal visual and auditory per-
ception? For all the abstracting that special detector mechanisms may do in
vision or hearing, perception in those modes seems nevertheless to be more
nearly isomorphic with the physical reality that occasions it. If that is
truly a difference between grammatical and nongrammatical perception, it may be ..
yet another reflection of the different organizations nf the cerebral hemispheres.
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" SUMMARY

The ainm of this Japer is to suggest that the language hemisphere may be
specialized to deal with grammatical coding, a conversion of information that
distinguishes language from other perceptual and cognitive processes. Grammat—
ical coding is unique, first, in terms of its function, which is to restructure
information so as to make it appropriate for ‘long-term storag: and (nonlinguis-
tic) cognitive processing at the one end of the system and for transmission via
the vocal tract and the ear at the other.

‘To see further how grammatical restructurings are unique, we should look,
more narrowly, at the speech code, the connection between phonetic message and
sound. There we ez a grammatical conversion that produces a special reiation
between acoustic-stimulus and perception: information about successive seg-
nents of the perceuived phonetic message is transmitted simultaneously on the
same parameter of the sound. On that basis we can tientatively distinguish that
vhich is grammatical or linguistic from that which is not. Then, by taking
advantage of recently developad -experimental ‘techniques, we can discover to
what extent our hypothesis about hemigpheric specialization is correct-and how
it needs to be modified.

The speech.code is unique in still other ways that may be correlates of
the special processes of the language hemisphere. Thus, -the speech code requires
a special key. To understand the relation between acoustic stimulus and per-
ceived phonetic message, oné must take account of the manner in which the sound
was produced. Conceivably, the language hemisphere is- specialized to provide
that "understanding" by making available to the listener the appropriate artic-
ulatory model.

The speech code is unique, too, in that it is associated with a special
mode of perception. In that mode perception is categorical, digital, and -most
generally, nonrepresentational. Perhaps these perceptual properties reflect
the specialized processes of the language hemisphere. -
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A Continuum of Cerebral‘Dominance for Speech Perception?#*
Michael Studdert-Kennedy® and Donald Shankweiler'k
Haskins Laboratories, New Haven

AESTRACT » -

A group of 22 unselectéd .adults and a group of 30 right-handed
male adults were tested on a series of handedness measures and -on a
dichotic CV-syllable test. Multiple regression methods were used- to
.determine a correlation coefficient beétween handedness measurés and
’d1chotic ear advantages of .69: (p< +05) for the first -group. -and of .
.54 (p< .01) for the second group.:. Implications of these findings 3
for the concept- of cerebral dominance are discussed: :

Cerebral dominance for languagefis -commonly- treated as .a discrete two-, of
at. most three—, valued variable. This. is: largely due: to: the ‘nature of the
observations ‘that support ‘the concept and. its- operational definition. For as
Semmes (1968:11) .has. Témarked, ".: the concépt is: little more than a label, a
restatement of the findings that lesions of -one hemisphere produce deficits
that lesions of the other hemisphére: do not. " Nonetheless, the suspicion - -that
individuals may vary in their degree of hemispheric asymmetry has béen repeat-
edly expressed in the literature (e.g., ‘Zangwill, 1960; Hetaen and Ajuriaguerra,
1964). Often the suspicion arisés in discussion of left-handed individuals in
whom the severity and duration of aphasia tends to be reduced. For- such cases ~

"greéater hemispheric equipotentiality" may be hypothesized (Subirana, 1958) and
the intra-carotid sodium. amytal test has provided direct. evidence of this:
some left-handers display disturbance of speech -upon injection 6f either hemi-
Sphere (Milner, Branch, and Rasmussen, 1966)—' Luria. (1966) has extended the
hypothesis to includé right-handed individuals. From observations of some 800
patients he concludes. that, individual differences in degree of aphasic dis-
turbance "cannot be entirely explained by the severity of the lesion....The
degree of dominance of one, hémisphere in trelation to lateralized processes such
as-.speech varies considerably from case to case" (p. 89).

;gevised version of a paper read before the Academy of Aphasia, Rochester,
N. Y., October 1972, by M. Studdert-Kennedy.
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EREEP YT

Whilé there may be no reason to doubt the generality of Luria s conclusions,
they were necessarily reached by relatively coarse, ordinal measuremént of
aphasic disturbance in an arduously ‘accimulated population of patients. The
advent and refinement of the dichotic technique deveéloped by Kimura (1961a,
1961%) have made it possible to test Luria's hypothesis on normal subjects, As'
known; subjects asked to recognize dichotically presented speech sounds tend to
perform better on sounds presented to their right ears.. Kimura (1961a, 1961b,
1967) has hypothesized that this right-ear advantage reflects. the greater
efficiency of the contralateral pathway, urnder conditions of dichotic competi=
tion, and dominance of the left hémisphere for language functions. Her own ‘and
others work have by now amply supported this interpretation.

However, one aspect of the ear advantages deserves more expérimental
attention: individuals differ- quite widely in the size and direction of their
ear advantages. Variations in direction (left ear/right -ear) are almost certain-
1y associated with variations in:the 1anguage dominant hemisphere. Kimura -
(l961b) found that patierts, khown by sodium -amytal test to have speech .repre-
sentéd in the left hemisphere were more -accurate in reporting dichotic speech
sounds présented to -their right -ears, while patients known. té6 have right hémi-
sphere speech representation were more: accurate on. those presented to- their
1éft cars. Furthermore, groups of left handed subjects [among -whoti there is
likely to. be a fair humber of individuals having speech represented ih the
right hemispheré (Milner Branch, .and ‘Rasmussény 1966)] -show reduced mean. right-
ear advantages or mean left-&ar advantages (Bryden, 1965, 1970; Curry, 1967;
.Satz, Achenbach, Pattishall, and Fénnel, 1965; Zurif and Bryden, 1969) .

But variations in the size of the ear advantage within homogeneous hand-
edriess- groups are more puzzling. As was earlier remarked two conditions are
presumed necessary for an ear advantage to occur in dichotic studies: greater
efficiency of the contralateral pathway -and cerebral dominance for language.

To which of these sdurces is the variability in ear advantages to be attributed?
To: both’ To neither?

Here two facts may serve us in good stead. First is the known relation
between handedness and cerebral dominance for language., Second is the fact
that handedness may be measured reliably along a continuum (Benton, Myers, .and
Polder, 1962; Benton, 1965; Satz, Achenbach, and Fennél) 1967; Annett, 1970).
For if some portion of the variability in ear advantage is, indeed due to
variations in the degree of cerebral dominance, we should expect to find a
significant correlation between ear advantages and continuous measures of hiand-
edness. A significant association between these variables has, in fact, been
reported by Satz and his colleagues (Satz, Achenbach, and Fennel, 1967). They
showed that the association increased if handedness measures were used to
reclassify self-classified left~ and,. to somé extent, right-handers. Our
approach, in contrast, is to scrap the categories, to treat both handedness and
dichotic ear advantage as continuous variables, and to measure the correlation
between them.

For children this correlation has already been demonstrated. Orlando
(1971) used a dichotic consonants test (of the type used in the present study)
‘on 4th and 6th grade boys. He found a significant correlation between ear
advantages and scores on a battery of dexterity tests, for both right- and left-

handed groups. However, the subjects of these experiments-were children for
#




whom both dominance and handednéss may still have been in the process of devel-

- -opment.  The ‘present report is a preliminary account of a study extending the

meéthod to adults for whom dominance and dedness may be presumed stable.
METHOD
Subjects —_

Results are reported here for two groups of subjécts screened for normal
hearing by audiometry. Group 1 consists of 22 unselected adults, including
4 right-handed and 1 left-handed female, 14 right-handed and 3 left-=handed
males.. ‘Group 2 consists of the 14 right-handed males of Group 1 together with
16 other right-handed males,. added _ater to make a total of 30. ‘Handedness

-classification is here based on -answers to- thé six "primary questions" of . . ‘

Annett -(1970): with which ‘hand. do you write, throw a ball, swing a racket,
strike a match, hammer a nail, brush your teéth? A subject was classified as

right- or left-handed. on1y if he answered all six questions consistently.

-Subjects were run in -a dozen or so one=hour sessions distributed over
roughly two weeks. They were tésted individually in a series of handedness-
tasks. on the first and ‘last days. On .the intervening days: they ‘were- tested in

-groups of 4 on- a series of dichotic listening tasks. They were: paid for their

work.

‘Handedness Tasks:

Subjects were asked to perform on :seven handedness tests, assessing three

‘dspects of handedness (speed, strength dexterity) -that -may -or may not be

related. They performed each task once on the first day and once on the last
day. The order of the first six tasks was different for each subjéct and was
reversed on the second run. The seventh task (strength of grip) was taken

last on each day by all subjects. Hand order was countérbalanced within a sub-

ject beginning with the preferred hand. A list and brief description of the

‘tasks for each hand on a single day follows:

1. Scissors. Time in sec6nds to cut a complex shape accurately (see
Figure 1).

2, Tracing. Time in seconds to trace accurately a complex pattern
between parallel lines 1 mm apart (see Figure 2).

3. Crawford Screws [a subtest of the Small Parts Dexterity Test
(Crawford and Crawford, 1956)]. Number of small screws inserted
by one hand, with support from the other, in 2 min.

4. Crawford Pegs (a subtest 6f the Small Parts Dexterity Test).
Number of pegs inserted and washers mounted by one hand, with
tweezers, in 2 min.

5. Tapping. Number of taps with metal stylus on metal plate,
counted electrically over six l5-sec trials.

6. Purdue Pegboard. Numbér of pegs placed in a row over two
30-sec trials.

7. Stoelting.Dynamometer. Total kilograms of pull on three trials.

The- test-retest reliabilities of the.last two tasks were.less than .30 for the
first group. Accordingly, only the first five (Scissors, Tracing, Crawford Pegs,
Crawford Screws, and Tapping) were used for later analysis. g
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Dichotic Task

Nine different dichotic tests were run, but data are reported here for
only one: the consonant-vowel (CV) syllable stop consonant test. Six sylla-
bles, formed from the six.English stops, /b, d, g, p, t, k/, followed by the
vowel /a/, were synthesized on the Haskins Laboratories parallel resonant
synthesizer. A fully balanced, 60~item dichoti¢ tape was then prepared. Each
subject took this test twice in one day, with earphones reversed on the second
run to distribute channel effects equally over the ears, and twice-in a second
day. This yielded a total of 240 trials per ear per subject.

Scoring .

- H

An adjusted difference score, right minus left (R-L), was computed for
each subject, totaled over all runs on each task. For the handedness tasks,
all scores, whether in seconds, number of completed items or kilograms of pull,
were treated as frequency data. Using the normal distribution as an approxi-
mation to the binomial, the right hand score was expressed as a deviation from
‘the expected mean, to yield a standard score (2 = R-L/Y R+L ).

For the dichotic test, the. phi-coefficient of correlation between- perfor-
mance and ear of presentation was computéd. Kuhn (1972) has shown that this
index compensates for variations in observed laterality effects due to varia-
tions in overall performance. Equivalent to RrL/R+L at' 504 performance (where
the possible ear difference is at a maximum), ‘the coefficient systematically
and symmetrically increases the weight attached to a given ear difference, as
performance departs from this level, and so permits comparison among laterality
effects independent of their associated levels of performance. It is therefore
peculiarly apt for use in a study of individual differences.

RESULTS

.We begin with results fur the 22 unselected adults. Figure 3 (left side)
presents histograms of individual scores on two handedness tests: tracing and
sicissors. Both tests yield a significant mean right-hand advantage, but the
scatter of scores is wide, especially for the scissors task, and the distribu-
tions are negatively skewed.; Other handedness tests showed a similar pattern.

-

L - @
7 = —2
/ @/
(wvhere R = right hand score
L = left hand score
N = R+L) e
R ~ (RiL)
7 = 2 _ 2R- (R+L) _ _R-L
v/ (R+L) /4 Y RiL / RiL
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On the dichotic consonants test (Figure 4 top) the distribution is more. or less
symmetrical around a mean right-ear advantage, as measured by the phi-coefficient,
of .06. Test-retest reliabilities for lateral differences on the several tasks.

A are moderately high (see Table 1), ranging from .69 for Crawford Screws to .93

- . for the scissors test. Table 2 displays intercorrelations among the tests.

The lower four lines show values of the product moment correlation coefficient
among the handedness tests: all are statistically significant and form, for
this group of subjects, a relatively tight cluster. The top line shows values -~
of the coefficient for the dichotic consonants test and each of the handedness
tests: none of them reaches significance at the .05 level.

However, a composite index predicts the perceptual asymmetry considerably
better than the single measures. Figure 5 plots normal deviates of the obtained
ear advantage against normal deviates of the handedness tasks, weighted and com- .
bined according to the regression equation displayed on the figure. Four of the
five handedness tasks--all except tapping--enter the equation and contribute
significantly, at the .05 level or better, to the prediction. The multiple
correlation coefficient is .69. The increase in the multiple coefficient over
the simple coefficients suggests that -the several handedness tasks measure
distinct additive components of handedness.

]

+Q

‘The data reported so far are perhaps open to the objection that the- group
<of unselected adults included several left-handers for whom some relation
between handedness and degree of cerebral dominance might be expected. A more"
telling test of the relation is .provided by the results for the homogeneous )
group of 30 right-handed males. ’

Figure 3 (right side) displays their performance on, the scissors and,
tracing tasks: the means for the right-handers are shifted to the right rela-
tive to those for the unselected subjects, and the variability, though still
striking, has been reduced. Figure 4 {(hottom) displays the distribution of ear
adgégﬁiges: the mean has again shifted to the right, but the standard deviation
is unchanged. Table 3 displays the test-retest reliabilities for lateral
differences: they range from .38 for the Crawford Pegs to .70 for the dichotic
consonants (a value identical to that for the unselected group). These are
surprisingly low, and it seems likely that more extensive testing is necessary
for a relatively homogeneous group such. as this if adequate reliabilities are
to be reached. This conclusion is supported by the intercorrelations of
Table 4. There we see that only one pair of handedness tasks (Crawford Pegs
and Crawford Screws) shows any significant correlation. On the other hard, two
tasks (Scissors, Tracing) show moderate, but significant correlations with the
dichotic scores.

Finally, Figure 6 plots the multiple regression equation. Here, only two '
of the handedness tasks (Scissors, Tracing) contribute significantly, at the ’
.05 level or better, to prediction of the ear advantage. As might be expected
on statistical grounds, the reduced handedness range yields a lower correlation
coefficient than was found for the unselected group of adults: .54 instead of
.69. However, since the sample size was larger, the coefficient is significant
at a higher level.
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DISCUSSION

The results are consistent with the findings of Orlando (1971). Individual
differences in the size of the ear advantage covary significantly with differ-
ences in the degree of measured handedness. Taken together, the two studies
provide substantial support for the hypothesis that cerebral dominance for
speech perception should be viewed as a continuum across individuals. The
studies are, of course, restricted to a single type of, perceptual process;

- phonetic recognition of English stop consonants. However, we may be justified .
- in speculating on the implications of such findings, should they be confirmed
K . and extended, for a model of the mechanism of cerebral dominance.

A main implication is that the concept of dominance, whether for language
-or handedness,.must be expanded. As it stands, the concept is merely a
summary restatement of the effects of unilateral lesions. Obviously, this
cannot account for variations over more than three values: left, right, and . ..
center. If we take any group for whom this value is fixed for both language
and handedness--say, a, group of right~handers with left hemisphere specialized
for the major language functions--we must now account for two facts. First,
the scores of individuals within ‘thig group. vary continuously on measures of
both handédress and language funétion. Second,. these two forms of continuous
variation are correlated; that is to say, a-significant proportion of the
variance on both types of test has a common source. -

The traditional concept of cerebral dominance (or hemispheric specializa-
tion) could, at best, account only for an association between handedness and
speech. For example, if it could be shown that both speech and manual skills
have a common source in, say, neural specialization for rapid, sequential
behavior and, further, that there were godd reasons why this capacity was con-
centrated in a single cerebral hemisphere, we would not be obliged to extend
the concept of dominance beyond its present anatomical content. Just such an

» argument has, in fact, been made by Semmes (1968). From an extensive study of
brain-injured war veterans she argues that "the phylogenetic trend toward
increased localization of function" (cf. Geschwind, 1971; Geschwind and
Levitsky, 1968) has issued in focal organization of the left hemisphere and its
. ’ consequent specialization for "behaviors which demand fine, sensori-motor con-
: trol, such as manual skills and speech" (p. 11). ”

However, the first fact--if it be one--namely, that lateralization for
certain functions varies continuously across individuals {[and, incidentally,
perhaps within individuals across functions (cf. Day and Vigorito, 1972;
Cutting, 1972)] cannot be accounted for without extending our concept of later-
alization to include a dynamic, variable component. It seems, in fact, that we
should be viewing lateralization not simply as a fixed anatomical characteris-
tic, but rather as a process or function governing the relations between hemi-
spheres, and open to variation within and across individuals. Just how to
characterize this process we have, as yet, little knowledge to suggest.

Finally, we should stress that the data of the present study are no more
than preliminary, both methodologically and substantively. Methodologically,
future work will have to concentrate on selecting and refining the measures of -
both handedness and language dominance to achieve a fuller sampling of skills
and higher test-retest reliabilities. Substantively, the study has examined




but one aspect of a single language 'function. Dichotic methods are necessarily
restricted to the study of perceptual and short-term memorial processes. But
within these limits, the technique has already been adapted to the study of a
wide range of linguistic functions, from prosody to syntax and meaniag.

Ultimately dichotic testing may even play a valuable clinical role,
answering, in some measure, the need expressed by Luria when he wrote: "It is
easy to see that our lack of knowledge concerning the degree of dominance:of
the hemisphere in different persons and with respect to different functions is
a great handicap in the clinical investigation of patients with local brain
lesions" (1966:90) .
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A Parallel Between Degree of Encodedness and the Ear Advantage: Evidence from .
a Temporal Order Judgment Task#*

Ruth S: Day' and James M. Vigorito®
Haskins Laboratories, New Haven

’

Speech sounds are not speech sounds are not speech sounds. That is, some
speech sounds appear to be more highly "encoded" than others (Liberman, Cooper, -
Shankweiler, and Studdert-Kennedy, 1967). Let us illustrate this notion of
encodedness in a very simple way.

Suppose we have a syllable consisting of a stop consonant followed by a
vowel. We now break this syllable into two portions. The first segment con-
tains all the information preceding the steady-state portion of the vowel.

When we play it in isolation, several times in succession, listeners usually
identify it as a coffee pot gurgle, a Model T sputter, or some 6ther nonspeech
sound. However, when we play the second portion of the split syllable, listen-
ers have no difficulty in identifying it as the vowel /i/.

The point of this tape splicing demonstration is illustrated in Figure 1.
The basic sound units of speech, the phonemes, are not added up like so many
beads on a string, as shown on the left side of the display. Instead, there is
an overlapping of linguistic segments as shown on the right side of the display.
As these segments overlap, they undergo, restructuring at the acoustic level.

Some' speech sounds undergo more restructuring than others, as shown by the
“split /p/" demonstration. The /p/ has.a_particular acoustic structure, namely
one that is appropriate to be in initial position and followed by the vowel /i/.
Therefore it cannot be recovered perceptually after the tape splicing procedure.
Meanwhile the /i/ has undergone relatively little change as a function of con-
text. Hence it can easily be recovered perceptually despite the fact that it
has been spliced out of context.

Those speech sounds that undergo the most restructuring in the sound stream
are said to be highly encoded, whereas those that undergc relatively little
change as a function of neighboring phonemes are said to be less encoded. In
general, stop consonants such as /p/ are highly encoded whereas vowels are
relatively unencoded.

*Paper presented at the 84th meeting of the Acoustical Society of America,
Miami Beach, Fla., December 1972.

+Also Department of Psychology, Yale University, New Haven.

[HASKINS LABORATORIES: Status Report on Speech Research SR-31/32 (1972)]
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A summary of tape splicing results is shown in Figure 2. We have already
considered stop-vowel syllables such as /pi/. What happens when we apply the .
same tape splicing procedure to other classes of speech sounds? Consider a
fricative-vowel syllable such as /si/ as shown on the right side of the display.
When listeners are asked to identify the first segment, they report hearing /s/
most of the time. This finding suggests that /s/ is not as highly encoded as
the stop consonants. Nevertheless, it is not recovered perceptually as often
as the vowel; therefore fricatives appear to be more highly encoded than vowels.

It may well be that there is an encodedness continuum for classes of
speech sounds, with stop consonants at one end, vowels at the other end, and
remaining classes such as fricatives and liquids falling in the middle.

At this point a word of caution is in order. Thére are several different
ways to locate classes of speech sounds on such an encodedness continuum. Tape
splicing experiments have been discussed here since they can be presented
quickly and clearly. Other types of supporting evidence can also be presented,
for example categorical perception for consonants versus vowels (Studdert-
Kennedy, lLiberman, Harris, and Cooper, 1970).

What happens when we. pit phonemes within a given class against each other
in a dichotic listening task? A right-ear advantage in dichotic listening is
thought to reflect the participation of a special speech processing mechanism.
Do the highly encoded speech sounds engage this mechanism to a greater extent
than the less encoded sounds? Indeed, can we predict the magnitude of the ear
advantage by placing classes of speech sounds along an encodedness continuum
determined on independent grounds? Other investigators” have shown that dichotic
stimuli differing only in the initial stop consonant yield highly reliable
right-ear advantages. Vowel contrast pairs, however, yield inconsistent
results, with some studies obtaining a small ear advantage and others no ear
advantage at all. Such results suggest that vowels can be perceived as speech

or as nonspeech. For a recent review of this literature, see Studdert-Kennedy
and Shankweiler (1970).

The present experiment compared the ear advantages of stops, liquids, and
vowels. Note that we are interested in a rank ordering of these stimulus
classes in terms of the ear advantage: stops should have the largest right—-ear
advantage, liquids less of a right-ear udvantage, and vowels the least right-
ear advantage.

METHOD

On each dichotic trial one of the items began 50 msec before the other.

The subject's task was to determine which syllable began first. Thus he had to
make a temporal order judgment (TOJ). There were three tests which differed
only in their vocabulary: the stop test used /bae, da, gae/, the liquid test
/re, la, wa/, and the vowel test /i, a, u/. All stimuli were prepared on
the parallel resonance synthesizer at the Haskins Laboratories, then arranged
into dichotic tapes using the pulse code modulation system. The syllables were
highly identifiable, as determined by a binaural pretest.

The 16 subjects received all three dichotic tests. The listeners were
right~handed, native English speakers, and had no history of -hearing trouble.
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Responses were scored in?the following way. Given that a particular ear
received the leading stimulus, what percent of the time was the subject correct
in‘determining that that item did indeed lead? Ear difference scores were then

obtained by subtracting percent correct TOJ for one ear from percent correct
TOJ for the other ear.

- -

RESULTS

The results are shown in Figure 3. The horizontal line indicates no ear
advantage; here performance for the two ears is comparable. The region above
this line indicates a right-ear advantage; that is, the right-ear score sur-
passed the left-ear score by the percent shown on the ordinate. The region
below the horizontal line indicates a left-ear advantage in a .comparable fashion.

Stops yielded a right-ear advantage, liquids a slight right-ear advantage,
and.vowels_a. left-ear advantage. Thus, as we moved along the encodedness con-
tinuum from stops to liquids to vowels, the right-ear advantage became reduced
and finally disappeared. This is exactly the rank ordering predicted.

DISCUSSION

There appears to be a parallel between encodedness and the ear advantage.
If indeed the right-ear advantage in dichotic listening reflects the operation
of a special processing mechanism, then the present data suggest that the
highly encoded speech sounds require the services of this mechanism to a greater
extent than do the less encoded sounds.

The present data are compatible with those of Cutting (1972) who used con-
sonant-consonant-vowel (CCV) syllables. The first consonant was always a stop
consonant (/g/ or /k/), the second was a liquid (/1/ or /r/), and the following
vowel was either /a/ or /€/, yielding eight syllables in all. A different
syllable was presented to each ear at_the same time and, for a given block of
trials, the subject was asked to monitor one ear and report only the syllable
presented to it. Ear advantage scores were obtained by subtracting percent
correct for one ear from the percent correct for the other ear; this analysis
was performed separately for each phoneme class. Again the rank ordering of
phonemes in terms of the right-ear advantage was stops » liquids) vowels. How-
ever, the liquids yielded a sizable right-ear advantage while the vowels
yielded no ear advantage in Cutting's experiment.’ Thus the data in the present
TOJ experiment have in a sense been shifted "leftward'" by comparison. There
are several possible reasons for this shift. Cutting used CCV syllables; hence
the speech processor may well have been engaged early in stimulus presentation,
such that the liquids were clearly perceived in a '"speech mode" while vowels
were so perceived roughly half the time. Subjects in the present experiment
heard liquid-vowel syllables and vowels in isolation; ‘hence there were no stop
consonants to engage the speech mechanism before the target contrasts were pre-
sented. Another possibly relevant factor is the type-.of dichotic tasks used.
Cutting's ear-monitoring task required only identification of a syllable and
not a judgment about relative timing. It could be that judgments about rela-
tive onset time are best handled in the nonspeech-hemisphere, which would tend
to depress the overall level of right-ear advantage scores. Finally, the
different ear advantage levels obtained in the two experiments may have occurred
simply because different subjects were used. Individuals differ in the extent
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to which they show a right-ear advantage for dichotic speech items. Neverthe-
less, both experiments lend support to the notion that there is a parallel
between the encodedness of speech sounds and the ear advantage.
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¥emory for Dichotic Pairs: Disruption of Ear Report Performance by the
Speech--Nonspeech Distinction* .

+
Ruth S. Day,+ James C. Bartlett,+ and James E. Cutting
Haskins Laboratories, New Haven *

When several dichotic pairs are presented in rapid succession. the best
strategy is usually to segregat: the items by ear of arrival. Subiects spon-
taneously adopt this strategy in the free recall situation. They report all
the items presented to one ear before reporting those presented to the other
ear. This finding was first reported by Broadbent (1954) and has been repli-
cated many times. Forced order of report exveriments also demonstrate the
effectiveness of the ear report technique. Subjects are instructed to use a
particular report method for a given block of trials. For example, in the
time-of-arsival method, subjects must report both iters in the first pair, then
those of the second, and finally those of the third. Recall accuracy for the
ear-of-arrival method is superior to that of the time-of-arrival method in tiie
ordered recall situation (Broadbent, 1957; Moray, 1960). o

The ear report effect for rapid dichotic pairs is a hardy one. In addi-
tion to occurring in both free recall and ordered recall situations, it occurs
in a wide variety of circumstances, including word lists and digit lists (Bryden,
1964), and lists of different lengths (Bryden, 1962).

Ear report performance is reduced only when there are sufficiently Strong
cues favoring another mode of organization. One such cue is stimulus class.l
In a free recill task, Gray and Wedderburn (1960, Experiment II) used both word:
and digits and alternated them between the ears over successive dichotic pairs.
For example, ore ear received "MICE-5-CHEESE" while the other 2ar received "3~
EAT-4." Subjects reported the items by stimulus class ("MICE-EAT-CHEESE, 3-5-4")
more often than by ear. Comparable results have bcen obtained for recall accuracy
in the ordered report situation using mixed dichotic pairs of unrelated words and
digits (¥Yntema and Trask, 1.63).

*Paper presented at the 84th meeting of the Acoustical Society of America, Miami
Beach, Fla., 1 December 1972.

+Also Department of Psychology, Yale University, New Haven.

lAnother cue is presentation rate. At slcw rates, subjects perform best when
they report the items in pair-wise fashion, by time of arrival (Bryden, 1962).
In the present paper we are concerned only with rapid rates of presentation
(about 2 pairs/sec).

J
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Not all stimulus class distinctions are equally effective in reducing the
ear report effect. In one experiment, the individual syllables of a three-
syllable word were pairad with digits, for example, "EX-2-PATE" and "6-TIR-9"
(Gray and Wedderburn, 1960, Experiment I). Report by class, namely "EX-TIR-PATE,
6-2-9," occurred only when subjects were told that the syllables form an English
word; uninformed subjects never reported a whole word. Hence the cohesiveness
of items within a2 given class may be an important factor in overriding the ear
report effect.

The present study was designed to assess the effect of a different type

of stimulus class distinction: speech vs. nonspeech. To what extent can this

distinction override the normally useful ear report method?
METHOD

The speech stimuli viere the natural speech syllables /ba, da, ga/. The
nonspeech stimuli were 500, 700, and 1000 Hz tones. All stimuli were 300 msec in
dutration and the intensity envelopés of the nongpeech stimuli were made to re-
semble those of the speech stimuld. Stimulus edlting and dichotic tape prepara-

tion were accomplished ising the pulse codé modulation system at Haskins Labora-
tories. .

There were two basic types of trials, as shown in Figure 1. On segregated
trials, all three items of a given class went to the same ear: all the speech
items went to the left ear and all the nonspeech to the right ear, or vice versa.
On cross-over trials, the items of a given class switched between the ears. In
the 2-1 case, two items of the same class were presented to a given ear, followed
by one item from the other class.’ In the 1-2 case, a single item from a class -
was presented to a given ear, followed by two items from the other class.- ‘Finally,
in the 1-1-1 case, the class of item changed with each successive pair for a given
ear.

Note that for all trials, every dichotic pair consisted of speech to one ear
and nonspeech to the other. Furthermore, the same six items were presented in
every triplet; only the sequence (in time) and location (with respect to ear)
of these items distinguished the triplets. Theé various types of trials were
randomly mixed on the same tape. The interval between successive pairs was 250
msec, while the interval between successive triplets was 6 sec.

A partial Feport procedure was used. Before a block of triplets began, the
subject was asked to report the order in which a given subset occurred. He was
asked to report the order of a given stimulus class on some blocks; thus, he re-
ported only the order of the three speech stimuli or the order of the three non-
speech stimuli (labeled "Hi, Med, Lo"). For other blocks, he was asked to report
by ear; thus, he reported the order of the three left-ear stimuli or that of the
three right-ear stimuli. This procedure substantially reduced memory load. All
responses were written with the letters B, D, G and H, M, L serving to designate
speech and usnspeech .stimuli, respectively.
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RESULTS

The major results are shown in Figure 2. On segregated trials, perfor-
mance was excellent, whether subjects had to report by ear or by stimulus class.
On cross-over trials, report by class remained an excellent report technique,
but report by ear suffered greatly. Subjects were unable to monitor a single
ear successfully when it received both speech and nonspeech stimuli. Stimulus
class has an almost "magnetic attraction' in these cross-over trials. If one
listens to them with no particular strategy in mind, the items of a given class
seem to pull one's attention around, first to one side of the head, later to the
other, depending on the type of trial presented.

As we héve seen, the stimulus class distinction between speech and nonspeech
is so powerful that subjects have difficulty in reporting by ear, even when
specifically asked to do so, and when only three items are involved. When we °
break these data down into more detail, as shown in Figure 3, we see that report
by both speech and nonspeech remained high over all types of triais. Although
performance on nonspzech was a few percentage points -above that for speech, this
difference was not statistically significant. The ear report data show a clear
contrast between, segregated and cross=over trials, and also a difference among
the variois kinds of cross-over trials. Performanée on cross-ovér trials was
best for ear report whén two stimuli of the Same class were presented to a given
ear before a switch was made to thé other class; performance was worst here when
stimulus class changed with evéry pair. In terms of the ear scores themselves,
there were no significant differences in performance levels between the two ears.

DISCUSSION

This experiment shows that speech vs. nonspeech is a very powerful dis-
tinction--powerful enough to reduce the effectiveness of the normally useful ear
report method in dichotic memory tests. Elsewhere we have shown that the speech-
nonspeech distinction is powerful enough to change the outcomes of other well-
known paradigms (Day and Cutting, 1971a). For example, consider identification
performance on single pair dichotic trials. When both stimuli are speech (S/S),
‘errors occur. It is as if the two speech stimuli are sent to a single process-
ing system. This system cannot handle two items at once, and hence, errors occur.
Whenyboth items are nonspeech (NS/NS), errors also occur, again suggesting that
bothk nonspeech stimuli are overloading a single processing system. Since different
ear advantage results occur in these two cases, a right-ear advantage for S/S.
(Kimura, 1961) and a left-ear advantage for NS/NS (Kimura, 1964), it appears that
different processing systems are being called into service. Recently we showed
that when one item is speech and the other is nonspeech (S/NS), no errors occur
(Day and Cutting, 197la). Subjects are equally able to determine which speech
and nonspeech items are presented, even when the items have been drawn from a-
test vocabulary that is as large as four speech stimuli and four nonspeech stim—
uli (Day and Cutting, 1971b). It appears then that the speech and nonspeech
items of a single S/NS pair are sent to different processing systems, each of
which can perform its work without interference from the other.

If indeed there are separable processing systems for speech and nonspeech,
then this notion would help explain the present data. Stimuli from the two classes
are sent to different perceptual systems, making it difficult to reorganize them
in another way, say, by ear-of-arrival. It is not clear when the speech-nonspeech
distinction is made--during ongoing perception or later, during response organi-
zation. The present data suggest that the distinction may be made quite early.
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Experiments that inform the subject which subset of stimuli to report, either
before or after a given triplet is presented, are in progress and hopefully will
help determine when the speech-nonspeech distinction is made.

R €

In any event, it. is clear that the speech-nonspeech distinction is a very '
fundamental one, one that is powerful enough to change the results of some stan-
dard paradigms. By varying the types of stimuli used 'in the present paradigm,
we may be able to learn more about what makes speech, “speech" and nonspeech,

"noaspeech."
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Ear Advantage for Stops and Liquids in Initial and Final Position*

James E. Cutting+
Haskins Laboratories, New Haven

LN

Some parts of the sound pattern of speech appear to require more linguis-
tic processing than others. In general, consonants require more of this
special processing than vowels, and some consonants require .more than others.
One measure of the amount of linguistic processing required for the different
classes of speech sounds may be found in the results of dichotic listening
tasks.

When one speech stimulus is presented to one ear, and a similar speech
stimulus to the other ear at the same time, the subject often has difficulty
reporting both of them correctly. Typically, he is able to report the speech
stimulus presented to the right ear better than the one presented to the left.
There is a two-fold explanation for this right-ear advantage. First, most
people process speech primarily in one hemisphere of the brain--usually the
left. Second, the auditory pathway from.the right ear to the left hemisphere
is dominant over the pathway from the left ear to the left hemisphere. Thus,
the speech stimulus presented to the right ear has direct access to the speech
processor, whereas the left ear stimulus appears to travel a more circuitous
route to the processor by way of the right hemisphere and the corpus callosum
(for a review, see Studdert-Kennedy and Shankweiler, 1970).

One measure of the amount of linguistic processing required for different
classes of speech sounds appears to be the magnitude of the right-ear advantage
in dichotic listening tasks. Some speech sounds yield large right-ear advan-
tages, while others yield little or no advantage for either ear. Recently,
there is evidence that speech sounds array themselves on a continuum of right-
ear advantages. Cutting (1972a) used a dichotic ear-monitoring task and found
a large right-ear advantage for stop consonants, a reduced right-ear advantage
for liquids, and no ear advantage for vowels. A similar pattern of results
has been found for stops, liquids, and vowels in a dichotic temporal order
judgment task (Day and Vigorito, 1972). :

One explanation for this ear advantage continuum involves the notion of
"encodedness." Liberman, Cooper, Studdert-Kennedy, and Shankweiler (1967) have
defined encodedness as the general amount of acoustic restructuring a phoneme

+

*This 1s a longer version of a paper submitted for presentation at the 85th
Convention 'of the Acoustical Society of America, Boston, April 1973.

+Also Yale University, New Haven.
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undergoes in different contexts. Some phonemes undergo a great deal of
acoustic change, while others undergo less change. The highly encoded phonemes,
stop consonants, yield the largest right-ear advantages, while the relatively
unencoded vowels generally yield no ear advantage. Liquids. which are less
encoded than stops but more encoded than vowels, yield intermediate results.
Day (in press) and Cutting (1972a) have suggested that there are two continua,
an "encodedness" continuum and an ear advantage continuum, which are function-
ally parallel.

The present study was designed to study the effect of syllable position on
the ear advantage in dichotic listening for certain phoneme classes. If the
only variable responsible for the magnitude of the ear advantage is encodedness,
then variations in other parameters, such as syllable position, should have no
effect. To insure that encodedness was held constant stimuli were synthesized
so that the acoustic structure of initial and final consonants were mirror
images of each other.

GENERAL METHOD . .

Stimuli. Twenty-four syllables were prepared on the Haskins Laboratories
parallel -resonance synthesizer: . twelve were consonant-vowel (CV) syllables
and twelve were vowel-consonant (VC) syllables. All possible combinations of
the consonants /b, g, 1, r/ and the vowels /i, ae, 9/ were used: thus, there
were six stop-vowel syllables (/bi, bae, bd, gi, gae, go/), six vowel-stop
syllables (/ib, aeb, ob, ig, aeg, 9g/), six liquid-vowel syllables (/11, lae,
1o, ri, rae, ro/), and six vowel-liquid syllables (/il, ael, o1, ir, aer, or/).
The stimuli were 325 msec in duration and all had the same falling pitch con-
tour. Except for pitch, the CV and VC syllables were exact mirror images of
one another. As shown in Figure 1, the acoustic structure of /bae/ is iden-
tical to that of /aeb/ except that the time axis has been reversed. The
syllables /lae/ and /ael/ show the same relationship, as do all other CV-VC
pairs with the same consonant and vowel. This reversal was accomplished using
a revised version of the pulse code modulation (PCM) system at Haskins Labora-
tories (Cooper and Mattingly, 1969). This system enables the experimenter to
reverse the time axis of a stimulus in the memory buffer, flipping it end to
end, without changing any other parameters. The command for this operation is
FLIP. Stop consonants which preceded the same vowel differed only in the
direction and extent of the second formant transition. Liquids which preceded
the same vowel differed only in the direction and extent of the third formant
transition. This same pattern is true for stops and liquids which followed the
same vowel.

Subjects. Sixteen Yale undergraduates served as subjects in two tasks.
They were all right~handed native American English speakers with no history of
hearing difficulty. Subjects were tested in groups of four, with stimuli
played on an Ampex-AG500 tape recorder and sent through a listening station to
Grason-Stadler earphones.

TASK I: IDENTIFICATION

A brief identification test was run to assess the quality of the stimuli.
Tapes and procedure. Subjects listened to one token of each stimulus ts

familiarize themselves with synthetic speech. They then listened to two binaural
R
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identification tapes, each with 120 items. One tape consisted of the- stop
stimuli and the other consisted of the liquid stimuli. Each of the twelve
stimuli within the stop and the liquid sets was presented ten times in random
sequence with a two-second interstimulus interval. Subjects were asked to
identify only the consonant in each of the stimuli, writing B or G for the
stops, and L or R for the liquids.

Results. The stimuli were highly identifiable. All were identified at a
rate of nearly 90 percent.

TASK IT: EAR MONITORING

Tapes and procedure. The same 24 stimuli were used; however, this time,
instead of presenting one stimulus at a time, two stimuli were presented simul-
taneously, one to each ear. These dichotic tapes were prepared on the PCM
system. Two tapes were made for the set of stop stimuli and two tapes for the
set of liquids. Within each set two rules governed the pairing of stimuli:

(1) both stimuli in a dichotic pair were either CV syllables or VC syllables,
and (2) the two stimuli shared neither the same consonant nor the same vowel.
Thus, /bae/ was paired with /gi/ and /go/, while /aeb/ was paired with /ig/ and
/og/. The same pattern was followed for the liquid stimuli. The reason for
using different vowels in the dichotic pairs became evident in a pilot study.
Liquid stimulus pairs such as /1i/-/ri/ were perceived as a single ambiguous
stimulus: subjects heard only one item and it appeared to be an acoustic
average of the two stimuli. Cutting (1972b) has described this type of psycho-
acoustic fusion as a low-level, perhaps peripheral, process. One way to elim-
inate this type of “fusion is to pair stimuli that differ in vowels. This pro-
cedure allows more central processing to occur.

Each tape consisted .of 72 dichotic pairs: (6 possible pairs within a syl-
lable class) X (2 syllable classes, CV and VC) X (2 channel arrangements per
pair) X (3 replications). Two such tapes with different random orders were
prepared for the stop stimuli. Two similar tapes were prepared for the liquids.
All tdpes had a three-second interval between pairs. Subjects listened to two
passes through each 72-item tape for both stops and liquids, yielding a total
of 576 trials per subject.

Subjects were instructed to monitor only one ear at a time, and to write
down the consonant that was presented to that ear, B or G, L or R. For each set
of stimuli the order of ear monitoring was done in the following manner: half
the subjects attended first to the right ear for a quarter of the trials, then
to the left ear for half the trials, and then back to the right ear for the
last quarter (RLLR). The other half of the subjects attended in the opposite
order (LRRL). There was a brief rest between blocks of 72 trials. The order
of headphone assignments and the order of listening to the stop and liquid
dichotic tapes were also counterbalanced across subjects.

Results. The task was quite difficult: overall performance for all stim-
ulus pairs was 67 percent. There was no difference in the overall performance
for the stop stimuli and the liquid stimuli. Syllable position, however, proved
to be important: performance on the initial consonants was slightly better than
on the final consonants. Subjects were 70 percent correct for both initial stops
and initial liquids, while they were only 64 percent correct for final stops and
final liquids. This net 6 percent difference was significant, F(1,15) = 15.4,

p <.005.
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Both initial and final stops yielded a right-ear advantégzt Furthermore,
both ear advantages were of the same general magnitude. While monitoring
initial stops, subjects were 73.8 percent correct for the right eat and 67.4
percent correct for the left ear. ’‘Subtracting left-ear scores from right-ear
scores, they had a net 6.4 percent right-ear advantage. Final stops yielded a
similar pattern. Subjects were 66.8 percent correct for the right ear and 60.9
percent for the left ear, yielding a net 5.9 percent right-ear advantage. Both
right-ear advantages were significant, F(1,15) = 8.5, p <.025, and there was
no significant difference between them. Figure 2 shows the net ear advantages
for both types of stop pairs. -

The liquids yielded a different pattern of results than the stops.
Initial liquids yielded a right-ear advantage, but final liquids did not.
While monitoring initial liquids, subjects were 72.9 percent correct for the
right ear and only 66.1 percent correct for the left ear, yielding a net 6.8
percent right-ear advantage. This right—ear advantage, like those of the
initial and final stops, was significant. Final liquids, however, yielded no
significant ear advantage. Subjects were 62.9 percent correct for the right
ear and 64.5- percent correct for the left ear, yielding a net 1.6 percent
left-ear advantage. "Thus, unlike the stops; the liquids show a pattern of
results which varies according to the position of the target phoneme within
the syllable. The (Ear) X (Syllable class) interaction for the liquid stimuli was
significant. F(1,15) = 6.4, p <.025, Figure.2 shows the net ear advantages
for the liquid pairs.

DISCUSSION

. Degree of encodedness is a measure of the simultaneous transmission of
speech sounds. The more highly encoded the speech sound the more its acoustic
structnre is folded into the acoustic structure of neighboring sounds. Dif-
fering degrees of encodedness appear to require differing degrees of special
linguistic processing, and this processing appears to require a facility
unique to the left hemisphere. Furthermore, encodedness of classes of speech
sounds and the resulting ear advantage that those sounds yield in a dichotic
listening task appear -tc be directly correlated. Phonemes which are highly
encoded typically yield large right-ear advantages, phonemes which are rela-
tively unencoded typically yield small or no ear advantages, and phonemes
which are intermediate on the encodedness continuum typically yield intermedi-
ate ear advantages. If no linguistic principle other than encodedness influ-
ences the-direction and magnitude of the ear advantage, then one would expect
that, when the acoustic structure of the phonemes is held constant, ear advan- ——F
tages would be comparable for those phonemes in both CV and VC syllables.
Indeed, in the present study stop consonants showed this relationship: com-
parable right-ear advantages were found for initial and final stops. Liquids,
however, did not show this relationship. Initial liquids yielded a right-ear
advantage, whereas final liquids did not, even though both types of liquids
were made to have the same acoustic structure (but reversed in time).

Stop consonants are more highly encoded than liquids. Two recent studies
have shown that stop consonants yield larger right-ear advantages than liquids
(Cutting, 1972a; Day and Vigorito, 1972). The results of the present study
show the same general pattern. Collapsing over the syllable position in which
the stops and liquids occur, stops yielded a 6 percent right-ear advantage and
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liquids yielded a 3 percent right-ear advantage. However, when we look only

at the ear advantages for initial stops and initial liquids, we find that both
yield right-ear advantages of approximately 6 percent at comparable performance
levels. Perhaps the most satisfactory explanation for this discrepancy may be
found in the magnitude of the ear advantages. Note that the right-ear advan-
tages in the present study are comparatively small in relation to those of pre-
vious studies. Let us compare the results of the present study with those of
Cutting (1972a). Both were ear monitoring tasks, yet the results of the present
study show ear advantages of 6 percent for stops and liquids in initial position,
whereas those of the previovus study show ear advantages of 12 and 9 percent for
stops and liquids respectively.l Perhaps in the present study ear advantage
scores were too small to manifest differences between stops and liquids in
initial position.

Liquids as consonants and liquids as vowels. A right-ear advantage in
dichotic listening is typically found for consonants, while no ear advantage is
typically found for vowels. With this scheme in mind we might interpret the
results of the present study in the -fellowing manner: initial liquids yield
results which are typical of consonants, while final liquids yield results which
are typical of vowels. Let us pursue this idea further. Liquids are maverick
phonemes. In several distinctive feature systems (Jakobson, Fant, and Halle,
1951; Halle, 1964) they are considered to have both consonantal (consonant-like)
and vocalic (vowel-like) features. Perhaps it is the initial liquids which are’
more like consonants and the final liquids which are more like vowels.

Consider differences in phonetic -transcription: initial and final liquids
are often represented by different phonetic symbols. For example, the two /r/-
sounds in the word RAIDER may be transcribed differently. A typical phonetic
transcription of RAIDER is /red#/. -The initial /r/ is treated as 2 consonant,
while the final /9/ is treated as a vowel? (see Bronstein, 1960:116£f). A simi-
lar treatment may be found for /1/. Following Bronstein the. two /1/-sounds in
LADLE may be phonetically transcribed in a different manner. One such tran-
scription is /ledi/. The initial /1/ is considered to be "light," whereas the
final /3/ is considered to be "dark" and is identified with a bar across the
middle of the symbol. Bronstein considers the dark /%/-sound to be similar to
a back vowel. Perhaps it is the light /1/ which functions more like a consonant,

lA possible explanation of this Jecrease in the right-ear advantage may lie in
the pairings of the stimuli: in the present study items in a dichotic pair
differed in both consonant and vowel. The data of Studdert-Kennedy, Shankweiler,
and Pisoni (1972) show that smaller right-esr advantages are obtained when con-
sonant-target stimuli have different vowels than when they have the same vowel.
Thus, the right-ear advantage for pairs like /bi/-/tu/ is smaller than for
pairs like /bi/-/ti/. In the present study dichotic pairs were of the type
/bi/-/gae/ and /1i/-/rae/ rather than /bi/-/gi/ and /1i/-/ri/.

2Brackets [---] are often used to signify phonetic transcriptions while slashes
/---/ are often used to signify phonemic transcriptions (Chomsky and Halle,
1968:65). I have adopted to convention of using slashes for both for the sake
of simplicity.




and the dark /%/ which is more like a vowel. No phonemes other than /1/ ond
fr/ are transcribed differently as a function of their position within a
syllable, ) .

Initial and final liquids also show different developmental patterns. All
allophones of /r/ and /1/ appear to be difficult for the young speaker to pro-
duce. Templin (1966) has noted that the two liquids, along with /s/, are the
most difficult phonemes to master. Upon re-examination of previous findings,
however, we find that initial liquids are generally easier to produce than
final liquids. The data of Curtis and Hardy (1959) show that children who have
difficulty with /r/-sounds have much less trouble pronouncing the initial /r/
than final /r/. The data of Templin (1957) show the same relationship ir
normal children for the two types of /1/: initial /1/ is easy for children to
produce, whereas they have great difficulty with final /1/. No phonemes other
than /1/ and /x/ show this differential developmental ~attern as a funation of
syllabic position.

Initial and final liquids can be distinguished on sever-~: baues, inéfﬁﬁ?;g -

phonetic transcriptions and developmental patterns. Perhaps these are among
the reasons that liquids yield different ear advantages in dichotic listening.
Except for the time reversal, the liquids in the present study are acoustically
identical, yet perceptually they are not identical.

CONCLUSION

Encodedness appears to ° : a useful and hi hly accura”e predictcr of the
direction and magnitude of the ear advantage for classes of speech sounds in
dichotic listening tasks. It has been defined as the general amount of
acoustic restructuring that a phoneme undergoes in various contexts. Highly
encoded phonemes (stop consonants) typically yield the largest right-ear
advantages; less highly encoded phonemes (liquids) typically yield smaller
right-ear advantages; and relatively unsncoded phonemes (vowels) typically
yield no ear advantage: Encodedness, however, cannot account for the direc-
tion and magnitude of ear advantages for all phoneme classes in all situations.
Other, second-order linguistic factors may produce differential ear acvantages
within a phoneme clzss, even when the acoustic structure (encodedness) of the
phonggg§ is held constant. For liquids.one such factor is syllable positiou.
They® yield ear advantages more like those of highly encoded consonants when
they appeai in initial position, and yield results more like those of unen-
coded v ~.'s when they appear in final position. .
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A Right-Ear Advantage in the Retention of Words Presented Monaurally

M. T. Turvey,+.David Pisoni,++ and Joanne F. Croog+
Haskins Laboratories, New Haven

Subjects were presented lists of 16 words at the rate of one
word every two seconds in a probe memory paradiga_— A list and its
probe were presented in a random basis to.eithér” the right ear or
the left ear. *A distinct right—-ear superiority was found. in both
the primary and secondary memory components of the short-term
retention function.

INTRODUCTION

Several 1lines of evidence suggest.that speech perception is markedly
different from nonspeech auditory perception and. that special processors may
be involved (see Liberman, Cooper, Shankwéiler, -and’ Studdert-Kennedy, 1967;
Studdert-Kennedy, in press; Studdert-Kennedy and Shankweiler, 1970). This view
is supported, in part, by clinical and laboratory observations indicating that
speech and nonspeech are processed in different parts of the brain. Thus,
Kimura (1961) discovered with normal subjects that if pairs of coritrasting
digits were presented simultaneously to right and left ears, those received by
the right ear were more accurately reported; while if contrasting mélodies were

- simultaneously presented, those received by the left ear were mor accurately

reported (Kimura, 1964). The right-ear supériority for dichotically presented,
verbal items has been repeatedly confirmed -for both meaningful and nonsense
speech (e.g.; Broadbent and Gregory, 1964; Bryden, 1963; Curry and Rutherford,
19677 Shankweiler and Studdert-Kénnedy, 1967).. The left-ear superiority in the
recall of dichotically presented nonspeech sounds has been confirmed for musical
sequences (Darwin; 1969), sonar signals (Chaney and Webster, 1965), environmental
noises (Curry, 1967), and clicks (Murphy and Venables, 1970).

Kimura (1961) attributed the right-ear advantage for dichotically opposed
speech signals to the predominance of the left hemisphere for speech perception
(in the majority of individuals) and to the functional prepotency of the crossed
over the uncrossed auditory pathways. Evidence for the latter notion has come
from several sources (e.g., Bocca, Caleano, Cassinari, and Migliavacca, 1935;
Milner, Taylor, and Sperry, 1968; Rosenzweig, 1951). <

J .
Also University of Connecticut, Storrs.

++Also Indiana University, Bloomington.

[HASKINS LABORATORIES: Status Report on Speech Research SR-31/32 (1972)]
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For the mosc part the available evidence suggests that ear asymmetry occurs
only under conditions of dichotic opposition; ear asymmetry with monaural pre-
sentation has been rarely, if ever, observed. (Kimura, 1967; Satz, 1968). There
seems to be at least one good reason why the demonstration of asymmetry should
be restricted to dichotic stimulation. Milner, Taylor; and Sperry (1968)
observed that under dichotic stimulation r1ght-handed, commissurectomized
patients were able to report verbal stimuli’presented to the right ear, but not
those presented to the left ear. On the other hand, with monaural presentation
they performed equally well with either ear. This has been interpreted to mean
that the ipsilateral pathway from left ear to left hemisphere is suppressed
during dichotic stimulation, and with the callosal pathway sectioned, stimulation

reaching the right hemisphere by means of the contralateral path is unable to
transfer to the left hemisphere.

These data of Milner, Taylor, and Sperry (1968) (and also, Sparks and
Geschwind, 1968) and their interpretation justify the rationale for the later-
ality éffect proposed by Kimura (1961, 1964). .Consider the stiuation in which
under dichotic stimulation, normal left-hemisphere dominant subjects correctly
perceive a left—ear speech input: We may presume that the input has .been sup-
pressed ipsilaterally but that it has réached the right hemlsphere ‘by the contra=
lateral path and from thére it has transferred across‘the callosal route to the
left ‘hemisphere where it is processed Thusoverbal'items presented simulta-
neously to the right -and left ears iay be v1ewed as Converging on the left "hemi-
sphere by different routes: tkése from the r1ght ear go by the direct contra-
lateral routes while those from the left ear travel an indirect and somewhat
longer path, crossing first to the right hemisphere then aéross the commissure
to the left. We.should suppose, 'therefore, that the left-ear -input, having to
take an indirect route to the speech processor, is at a distinct disadvantage.
Hence, the ear asymmetry occurs under dichotic¢ stimulation.

In the present experiment we sought to determlne whether ear differences
might be demonstrated monaurally if the speech processor and its attendant
speech-memory systems were severely taxed. Notable exceptions to.the "asymmetry
only under dichotic stimulation" rule are experiments by Bakker (1967, 1969) and
Bakker and Boeynga (1970) which suggest that the retention of word lists is
superjor for monaural right-ear presentation, with the magnitude of the effect
varying with list length (somewhat unsystematically) and recall method. Our
experinment makes use of the Waugh and Norman (1965) probe short-term memory
(STM) paradigm. This paradigm has the advantage of allowing for the separation
of the two hypothesized memory systems--short-term store (STS) or primary
memory, and long-term store (LTS) or secondary memory--which purportedly underlie
the retention of mateiial over brief periods of time. Our original expectations
were that if a monaural right-ear advantage occurred it would probably be
restricted to the STS component because of the close relation between this store
and perceptual processes. However, the evidence presented here Will show that
both STS and LTS benefit from right-ear presentation.

METHOD

Subjects

The subjects were 34 undergraduates from the University of Connecticut who .
par+icipated in the experiment as part of a course requirement. All subjects
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were native speakers of English and handedness was not a criterion for partic- '
ipation in the experiment.

Lists

Thirty-six lists of 16 unrelated words were constructéd. Words were drawn
from the Thorndike and Lorge (1944) count in a quasi-random way, such that the
sums of Thorndike-Lorge word frequencies in each list differed by less than 10%.

A probe word was chosen for each list so that items in positions 3, 5, and
7 were tested two times each for right- and left—ear presentation while itzms
in positions 11, 13, and 15 were tested four times each for right- and left-ear
presentation.

Procedyre
z

Lists were tape-recorded at a rate of 2 sec per word. Before the presen-
tation of each list a bell signaled the subject to be alert.

Each subject was instructed to fix his attention on every word as it was
presentéd and not to review old words. At thie -end-of a.list a bell sounded
again, followed by the probe word. Ihg'éuﬁject then attempted to respond with -
that word in the list that followed the probe word.

Each subject was éncouraged to guess and each was given 25 sec to write
down .his response before the next list began. Four unanalyzed practice lists
preceded the 36 experimental iists. Three, 2-min rest periods were allowed.

Each list and its respective probe word were presented to either right or ) .
left ear via a set 'of Grason-Stadler TDH-39 earphones. The position of the . .
probe word was also randomized from list to list so that before presentation of
any given list the subject did not know on which ear the list would be heard or
what item would be probed for. The earphones were alternated across subjects
to balance for possible channel effects.

RESULTS

The proportion of correct responses for each position tested is shown in
Figure 1. The total number of correct responses per subject was significantly
higher on a Wilcoxon matched-pairs test for right-ear presentdtion than for
left-ear présentation, P <.001. Of the 34 subjects, 26 showed a raw score
right-ear superiority while only three subjects gave a léft-ear superiority;
the remaining five subjects performed equally well with either ear.

It is generally argued'that the retention.of material over brief periods
of time is jointly determined by STS and LTS (cf. Kintsch, 1970). On the view o
that the two, storage systems are stochestically independent, Waugh and Norman
(1965) suggested that in the probe paradigm the probability of recalling an item
in position i, P(Ry) is: P(Rj) = P (STSj) + P(LTS) - P(STSi) P(LTS). Where
P(STS;) and P(LTS) are the probabilities of recalling an item from short-term
and long-term storage respectively. It is assumed that P(LTS) is independent
of an item's position in the list and that P(STSj) is maximal for the most = -
recent item, and decreases monotonically as a function of the distance from .
the end of the list, reaching zero after approximately seven to ten intervening

Yo
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items. Taking the mean recall probability of items in positions 3, 5, and 7

as an estimate of P(LTS), the STS components of the data in Figure 1 can be
computed from the equation above uncomplicated by the LTS component. Figure 2
gives the estimated STS and LTS components for right- and left-ear presentation.
Wilcoxon matched-pairs tests conducted separately on the STS components and LTS
components revealed a right-ear advantage in both cases, P <.005 and P< .001,
respectively.

DISCUSSION

The present experiment has shown that dichotic stimulation is not a
necessary condition for demonstrating a right-ear advantage for recall of
verbal material. Therefore, we must assume that the crossover auditory path-
wdys are functionally prepotent even in the absence of dichotic stimulation.
Thus, an input monaurally to the right ear has some advantage for left-hemi- -
sphere processing, and, presumably, an input monaurally to the left ear has an
advantagé for right-hemisphere processing. When the input is verbal and the
left ear is the recipient the major or more impoftant route. (but “obviously not
the only route) taken by that input is the contralateral path to thé right hemi-
sphere followed, in turn, by the callosal path to the left hemisphere. On the
other hand, a verbal inhput to the,right ear is conveyed moré directly to the
left hemisphere. .

How should we view the advantage of right-ear presentation in this experi-=
ment? Let us first examine the ideas forwarded to account for ear asymmetry
under conditions of dichotic stimulation. There it has beéen suggested that
the right-ear advantage occurs because the left-ear input traveling an indirect
path to the speech processing hemisphere suffers a "loss" of auditory informa-
tion (Studdert-Kennedy and Shankweller, 1970). 1In other words, it is suggested
that the left hemisphere receives a comparatively impoverished signal from the
left ear for speech processing. The impoverishmént may be due to the longer
route taken by the left-ear input, i.e., information may be lost during inter-
hemispheric transfer; in addition, or instead, the left-ear input may have to
queue because the speech processing machinery to which it seeks access is busily

engaged with processing the right-ear input. It is argued that in the course of
queueing the left-ear signal decays.

The gueueing notion applies to the dichotic situation but not to the poorer
left-ear performance in the present eéxperinment. On the other hand, the idea
that the left-ear signal is somehow "dégraded" during callosal transmission is
relevant to the present concern. We could suppose that the degradation which
occurs is in the form of a reduced signal-to-noise ratio, or we could argue
that what is transmitted callosally is not so much a degraded signal as it is a
recoded version of the input, reflecting the processing operation of the right
hemisphere. In any event, it can be argued that under conditions of monaural
stimulation the speech processing apparatus receives an input from the left ear
which is for some reason difficult to process and, therefore, perhaps, takes
more time to process than an input from thé right ear. This chould not be
taken to mean that perception of verbal material received by the left ear is
less distinct or less adequate than the perception of verbal material received
by ‘the right ear. Rather, it is just more difficult for the speech processing
machinery to achieve that adequate perception of left-ear speech stimulation.
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Various experiments have pointea to a close relation between STS and
limited processing capacity.(e.g., Dillon and Reid, 1969; Posner and Rossman,
1965). 1If a subject is required to retain verbal items and to perform concur-
rently a subsidiary arithmetic task, then short-term retention may suffer or
performance on the subsidiary task may suffer or both may suffer. In general
the more demanding the subsidiary task is, the lower is the level of short-term
retention. Both Posner (1966) and Moray (1967) have argued for a limited pro-
cessing capac1ty which -can be partitioned across the various components of a
task or partitioned across the various components of concurrent tasks. If,. as
argued above, the processing of speech .from the left ear is more demanding and
more time consuming. than the processing of speech from the right ear then pre-
sumably less.capacity should be available for maintaining left-ear items iu STS.
Hence, STS for verbal items received on the left ear should be poorer than STS
for items received on the right ear. And if items in STS are- transferred with
some-probability to LTS (c.f. Waugh and Norman, 1965) then a poorer STS repre-
sentation should lead to a poorer LTS representation. Hence, left-ear material
should be registered in LTS less accurately than right-ear material. ’

Central to the .foregoing interpretation of the present data is the idea
that- the processes of perceiving and- rehearsing are oppositive. It is,
suggested that they both -compete for the Timited central processing capacity.

An altérnative version of this idea is that the perception and rehearsal of
speech share a common device. One major theory holds that speech is perceived
by reference to mechanisms underlying .articulation (Liberman et al., 1967). s
It is also a commonplace view that rehearsal of verbal material engages the
mechanisms' underlying articulation (Peterson, 1969). Thus it can be argued that
in a memory task (such as the probe paradigm of the present experiment) both the
perception of currént verbal items and. the rehearsal of earlier ones depend upon
the articulatory apparatus. Consequently, where rehearsal demands are high we
should expect .ear asymmetry in retention to parallel - ear asymmetry in perception.
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A Right-Ear Advantage in Choice Reaction Time to Monaurally Presented Vowels:
A Pilot Study

Michael Studdert-Kennedy+
Haskins Laboratories, New Haven

ABSTRACT

In a pilot experiment with five subjects monaural reaction times
for the identification of three synthetic, steady-state vowels,
/I, €, a@/,, were measured as a function of their duration (80 msec
vs. 20 msec). On the long (80 msec) vowels, four of the five sub-
jects were faster in identifying-vowels presented to their right
ears-‘than those presented to: their left ears. But the mean right-
ear advantage of 22 .msec .was not, significant. On the short (20 msec)
vowels all subjects showed a right-ear advantage, and the mean ad-
vantage of 48 msec.was significant. The shift in the right-ear ad-
vantage, as a function of vowel duration, showed small between-subject
variability and was highly significant.

ie

That dichotic competition is a necessary condition of the right-ear advan-
tage. for the perception of speech has become a commo.iplace of the literature
since Kimura (196la, 1961b) first formulated the hypothesis and presented evi-
dence in support of it. Her model has subsequently been favored by the results
of work with split-brain patients (Milner, Taylor, and Sperry, 1968; Sparks and
Geschwind, 1968) and by a number of studies (e.g., Day and Cutting, 1970; Darwin
1971a, 1971b) demonstrating limits on the classes of competing sound sufficient
to produce-a-right-ear advantage. Where such studies show that a competing pure
tone, for example, does not produce an éar advantage for certain classes. of
spee¢h sound, we may reasonably infer that monaural presentation of the same
speech sounds would also have failed to yield an ear advantage.

Nonetheless, scattered reports of monaural ear effects have begun to appear.
Bakker (1967, 1968; 1969, 1970), for example, has repeatedly shown right-ear
advantages for recall of monaurally presented lists of words. Bever (1970);
Pisoni, Jarvella, and Tikofsky (1970); and Herman (1972) have reported right-
-ear advantages in recall, and in time taken for recall, of monaurally presented
sentences. Recently, Turvey, Pisoni and Croog (1972) have found right-ear

+Also Queens College and the Graduate Center of the City University of New York.

Acknowledgment: Thanks are due to Carol Fowler for collecting and analyzing -
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advantages in both primary and secondary components of the short-term retention
function for monaurally presented word lists. All these studies have dealt

with recall rather than with immediate perception. Taken with the assumption
that monsural presentation can yield no ear advantage in perception, this leads
to a paradox. Hew can memory for an utterance display an earmark, several
seconds after the perceptual process has been completed, if that mark was not
imprinted when the information that it conveys was immediately available, namely,
during initial perceptual analysis?

The paradox is resolved if we assume that the earmark is imprinted during
perception, but that our methods of detecting it have been inadequate. The pre-
sent pilot study was therefore designed to determine whether a ne measure of )
performance, reaction time, might not reveal monaural ear differences where
percentage correct, or its derivatives, had failed. Springer (1971a, 1971b) has
demonstrateggsignificant right-ear advantages in reaction time to stop consonants
under conditions of dichotic competition, most recently where the competing stim—
ulus was white noise (Springer, 1972), which typically yields no ear effect in
measures of percentage correct, and which yielded none in her experiment. She
has suggestéd that reaction time may prove to be a more sensitive measure than
gross identification scores in studying laterality effects. For monaural work
the -use of reaction time seems additionally apt,; since the only studies in which
monaural ear advantages ‘have been reported (the recall studies mentioned -above)

- are ‘those that have exerted temporal pressuré on the perceptual and memorial

systéms. C

As stimuli for the study, steady—state vowels were chosen, partly because
they belong to a class of stimuli for which ear advantages in terms of percent-
age correct have proved difficult to demonstrate, and partly‘because there is a
tempting parallelism- between categorical perception studies and dichotic studies.
In the first, consonants tend to be pérceived categorically, vowels continuously,
while in the second,consonants typically yield a right-ear advantage, vowels little
or none. Since Pisoni (1971), among others, has demonstrated that perception of
brief (50 msec) vowels tends to be more categorical than perception of their longer
(300 msec?szghnterparts, a similar shift in the ear advantage for vowels, as a
function of duration, would be 2 step toward linking the phenomena of categori-
cal perception and right-ear advantages.

METHOD

Two sets of three steady-state vowels, /I, ¢, a/, were synthesized on the
Haskins Laboratories' parallel resonant synthesizer. The first set had durations,
of 80 msec (long vowels), the second had durations of 20 msec (short vowels).

The intensities of the second set were increased by 6 db relative to those of the
first, in order to match the two sets for energy.

For both sets the same test order was used., It consisted of 20 binaural
trials in which the three vowels were presented in random order approximately
seven times each, and 60 monaural trials in which the three vowels were pre-
sented randomly ten times to each ear. For the monaural section, ear of pre-
sentation was semi-randomized within blocks of ten so that, in any block, five
vowels were presented to the left ear, five to the right. There were 3-sec

" intervals between trials and a 10-sec interval after every tenth trial.
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Five subjects, four women and one man, listened to the tapes individually
in a quiet room. They heard each tape twice, once with the earphones reversed
to distribute channel effects equally over the two ears. This yielded a total
of 40 binaural and 60 monaural trials on each ear for each subject. A subject
sat before a reaction time board, on which there were four buttons: a central
"home" button, on which the subject rested his right index finger between trials,.
arnd three appropriately labeled response buttons arranged above the home button
in a 3-inch arc with a radius of two inches. Subjects were instructed to re-
spond as rapidly as they could without losing accuracy. -

The stimuli and the subjects' responses were recorded on separate channels
of a two-channel tape recorder. Depression of a response button released a
characteristic voltage, so that the experimenter could read a VU méter and--re-
cord the subject's identification. The- recorded stimuli and response button
voltages were:-later used to start and stop a Hewlett-Packard electronic counter,
yielding reaction times in msec.

RESULTS

Since this was a pilot study, reaction times were not transformed, and means
rather than medians were comppted, Table 1 presents-the mean reaction times in
msec for the five subjects under the several conditions of the experiment. The
reaction times are- relatively long for a three-choice response, but movement from
home to response button must account for a fair proportion of the total time.

TABLE 1: Mean reaction times in milliseconds to long (80 :asec) and
short (20 msec) synthetic vowels presented binaurally and

monaurally. .
Long Vowels . Short Vowels
Monaural Monaural
Subject Binaural Left Right Binaural Left Right
1 641.9 651.3 660.7 753.1 789.0 771.6
2 623.1 688.1 683.7 592.1 693.2 660.8
3 466.,7 531.3 . 519.7 469.5 -+ - 558.2 512.0
"-:4 675.3 685.5 674.0 632.6 738.9 706.5
5 652.6. . 782.6  691.8 : 755.4 822.5 710.8
) . e &

i

As was expected, mean reaction time was longer for the short, phonetically
Mdifficult," vowels than “or the long vowels. All subjects show this effect for
both ears under monaural ,resentation. Subjects 2 and 4 reverse the effect under
binaural presentation., Binaural reaction times are also faster than monaural,
the only except1ons being for subject 4 who is slightly faster on his right ear
for the long vowels and for subject 5 who is faster on his right ear for the

short vowels.




Table 2° displays ear differences in mean reaction times (RT) to long and
short vowels presented monaurally: mean RT for the right ear is subtracted
from mean RT for the left ear, so that a positive difference indicates a right-
ear advantage, a negative difference a left-ear advantage. For the long vowels

TABLE 2: Ear differences in mean reaction times (RT) in msec to long
and short vowels presented monaurally. (L = mean RT for left
ear; R = mean RT for right ear).

Short-Long Difference

Long Vowels Short Vowels T e
Subject L-R L-R (L"Rshort:)“(L Rlogg?
1 -9.4 17.4 26.8 -
2 4.4 32.4 ' 28.0
3 11.6 46.2 34.6
4 11.5 32.4 20.9
5 90.8 " 111.7 _20.9
Mean 21.8 48.0 26.2 ‘
t 1.23 2,90 10.28
P >.05 <.05 . : <.0001

the differences are fairly small (except for that of subject 5), and one subject
(1) shows a left-ear advantage. The mean advanrage to the right ear of approxi-
mately 22 msec is not significant *v a matched pairs t-test. For the short vowels
the differences are larger and every subject shows a right-ear advantage: the
mean advantage of 48 msec is significant by a matched pairs t-test (p<.05). .

The between-subject variability in mean ear differences is quite high, large-
ly due to the extreme scores of subject 5. But if we consider the difference
between the differences (Table 2, column 3), the variability is strikingly reduced.
Every subject gives an increase in right-ear advantage, as a' function of vowel
duration, of between 20 and 35 msec. The mean increase is approximately 26 msec
and a macched pairs t-test, althnugh not independent of the first two tests, yields
a t-value sufficiently high for one to be quite confident of its significance :
(p<.0001).

Finally, Table 3 displays the error rates. Reaction times for errors and
correct responses were not separated, so that some of the effects reported above
could be due to the well-known fact that it takes longer to\make a mistake than
not to. And indeed the rank order of the mean error rates is almost perfectly
correlated with the rank order of the mean reaction times. However, examination
of the individual scores suggests that this correlation is not causal, but merely
a reflection of the fact that the right ear is superior in both accuracy and speed.
Subject 1, fo example, whose performance is virtually error-free shows essentially
the same pattern of RT differences as Subject 2, whose error rates shift from a left-




TABLE 3: Percentages of errors for long (80 msec) and short (20 msec)
synthetic vowels presented binaurally and monaurally.
!

“have wide impli:ations for the study of speech laterality effects. Substantive-

Long Vowels Short Vowels
Monaural Monaural

Subject Binaural Left  Right Binaural Left  Right
1 0 2 2 0 0 0
2 0 ©7 10 ' 10 12 7
3 5 7 2 5 32 22
4 2 - 0 0 7 22 17
5 7 15 7 0 7 5
Mean 3 6 4 4 14 10

x * , : ,
ear -advantage on the long vcwels, to a right-ear advantage on "the short. Subject \

5, whose meuaaural error rate on the long vowels was higher for both ears than on
the short, not only gives fzster reaction times on the long vowels, but aleo dis-
plays exactly the same shift in nean RT differénce, as a function of vowel dura-
tion, as subject 4 whose monaural error rates move from .zero on the leng vowels.
to around 20 percent on the short. Thus, while error responses will have to be
segregated from correct responses in a full expériment, their integration in the
present: study does not seem to underlie the observed RT differences.

DISCUSSTON
"If the results of this pilot study are borne out by later work, they will

ly, they represent the first demonstration' of a right-ear advantage for vowels, as
a function of their stimulus properties rather than their experimental context
(cf. Haggard, 1971; Darwin, 1971b). A previous experiment with short. (40 msec)
vowels, using a percentage correct measure, showed no right-ear advantage (Darw.na,
1969), and the lack of a reliuble ea. advantage for vowels nhas been the premise

of a good deal of theorizing (e.g., Liberman, Cooper, Shankweiler, and Studdert-
Kennedy, 1967; Haggard, 1971).

Theoretically, the results provide the glimmer of a rational basis for under-
standing monaural ear effects in recail. If the right-ear/left-hemisphere sys-
tem has a temporal advantage in perception of a single phonetic segment, it is
not surprising that, as time pressure increases over a relatively long sequence
of segments and reduces the opportunity for rehearsal, an initial temporal ad-
vantag. should ultimately emerge as an advantage in terms of percentage :orrect.
This view may, furthermoie, serve to link the pheiomena of categorical percep~
tion and laterality, hinting at their common origin in the ‘engagement cf a phonet-
ic processing mechanism, specialized for rapid response.

~Methodologically, the results may simplify the experimental analysis of the
ear advantage. There is no question that dichotic competition serves to magnify
observed ear advantages and that dichotic experime. ts may, Ly generating a siz-
able number of errors for analysis, permit theoretical decompesition of the per- o~ -

IR}
A

79




ceptual process. At the same time, monaural reaction time procedures could

‘serve to reexamine, in relatively short order, the classes of stimuli for which.

ear advantages can be demonstrated.
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Perceptual Processing Time fof Consonants and Vowels*

David B. Pisoni

_ Haskins Laboratories, New Haven

ABSTRACT

Perceptual processing time for brief CV syilables and steady-
state vowels was examiued in a backward recognition masking para-
digm. Subjects were required to identify a 40 msec sound selected
fror: either a consonant set (/ba/, /da/, /ga/) or a vowel set (/i/,
/1], /€l). - The target sound was followed by a. different sound
drawn from the same -set after a variable silént interstimnlus
interval. The second sound: interrupted the perceptual processing:
of the target sound: .at’ short interstimulus intervals.. - Recégnition
performance improved with increusés in- the silent interstimulus
interval. Onz2 experiment examined.- processing time for consonants
and vowels under binaural presentation. Two additional experiments
compared consonant and vowel recognition under “both ‘binaural and
dichotic presentation. The résults indicated that: (1) consonants
require more processing time for recognitlon than vowels and
(2) binaural and dichotic presentation conditlons produce differ-
ential effects on consonant and vowel recognit1on. These findings
have several important implications for understanding the recogni-
tion process. First, speech perception is not immediate, but is
the result of several distinct operations which are distributed. over
time. Second, speech perception involves various memorial processes
and mechanisms which recode and store information at different
stages of  perceptual analysis.

- One of the most basic questions in speech perception concerns the procéss
of recognition. How is a particular speech sound identified as corresponding
to a specific phonetic segment? Although many_of the current theories of
speech perception have focused on the recognition process for some time, they
have ail been quite vague in their approach to this problem (Liberman, Cooper,
Shankweiler, and Studdert~Kennedy, 1967; Stevens and House, 1972). It is

*Paper presented at the 84th meeting of the Acoustical Society of America,
Miami Beach, Fla., 1 December 1972... The research was supported by a grant
from NICHD to Haskins Laboratories and a PHS grant (SO5 RR 7031) to Indiana
Un?versity.

+Alfo Indiana Univefsity, Bloomington.
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usually assumed that the recognition process entails a series of stages and
operations in which the acoustic stimulus makes contact with either a stored
representation in long term memory or some representation that may be
constructed or generated from rules residing in long term memory (Liberman
et al., 1967; Halle and Stevens, 1962). Unfortunately, little empirical work
. has been directed at examining theSe hypothetical stages or specifying what
——types of operations might be involved in the recognition process for speech
sounds.

The present study is concernnd with mapping out in a quantitative way the
earliest stages of perceptual processing for speech sounds. To achieve pre-
cise control’ over early processing; a backward recognltion masking procedure
was used. With this technique the processing of one stimulus may be inter-
rupted at various times after its presentation by another stimulus and thereby
provide information-about the temporal course of perceptual process1ng,
(Massaro, 1971, 1972)..

Figure 1 shows the general featureés of the backward recognition masking
“paradigm used in- the present series of experiments. On éach trial the listener
- . is presented with two successive: stimuli ‘but is:required to-identify only the
N | f1rst stimulus or target sound. The- second--sound in ‘the -sequence serves as the
E 2 -masking stimulus and is preseénted .after some Variable s11ent interstimulas
interval. When the mask follows the target at very short intervals it may inter-—
rupt or interfere with the processing of the target sound. By varying the dura-
tion of the silent interval between the target and mask it is possible to deter-
mine the amount of processing. time ‘needed for recognition of the target sound. :
The perceptual processing time for the recognition of brief consonant-vowel (CV)
syllables and steady-state vowels was examined in this study because consonants
and vowels not only differ in their acoustic properties but have also been
shown to have basically- different perceptual characteristics (Libermar et al.,
1967; Studdert-Kennedy and Shankweiler, 1970). N

. ' METHOD

The stimulus conditions employed in these experiments are sﬁ%‘n in

-Figure 2. The consonant stimuli were the CV syllables /ba/, /da/, and /gal/.
They were 40 msec in duration and had formant transitions lasting 20 msec. The
steady-state vowels used were /i/, /I/, and /€/ and they were also 40 msec in
duration. The target sound was selected from either the consonant set or the
vowel set. A given target stimulus was then- followed by a different stimulus
drawn from the same set after a variable silent interstimulus interval. The
three sounds within each stimulus conditio. wére arranged in all possible—+
permutations to produce the six stimulus pairs shown in Figure 2. Each pair
represented a target and maskirg sound combinatiom. The intensity relations
between target and mask were also manipulated but they will not be discussed
here since the effects are not relevant to the major conclusions.

The details of the experimenta] design are shown in Figure 3. 1In each of
the experiments the intensity and interstimulus interval variables were identical
and compietely random across trials. Experiment 1 compared consonant and vowel .
recognition under binaural presentation conditions with the same group of

- listeners. Experiments 2 and 3 compared binaural znd dichotic masking condi-
tions for consonants and vowels with separate grours of listeners, :In-th:

-
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binaural conditions target and mask were presented to both ears. In the
dichotic condition the target sound was presented to one ear and the mask was
presented to the other. Targets and masks were presented equally cften to
both ears in the dichotic ‘condition.

; ~ RESULTS AND DICUSSION
[ -

Figure 4 shows the results of Experiment 1 which compared consonant and
vowel stimuli undér binaural presentation. -Recognition performance is expressed
in terms of the percent correct identification of the target sound. Recog- =
nltlon 1mproves with increases in the silent interstimulus interval for both
vowels .and consonants. However, the masking appears to be much more effective
for the consonants than the vowels. This is_especially noticeable at short-
interstimulu$ intervals and-indicates that consonants need more time for
recognition than vowels. - '

The results of the second experlment which examined processing time for
the  consonant Stlmull under Jbinaural and dichotic presentation conditions are
" shown ~ in Figure 5. The binaural data.aré almost identical ‘to the flndlngs
obtdined in the first -experiment. -However, thére is a largé and consistent )
dlfference between the dichotic and binaural presentation conditions. Perfor-
manteé - ‘under dicliotic presentation is lower overall than performance under bin-
aural presentatlon. Moreover, performance under dichotic presentation at short
intefvals appears to be markedly different than performance under binaural pre-
sentatloﬁ.

The results of the third experiment which studied recognition of vowels
under binaural ard dichotic presentation condltlons are shown in Figure 6. The
effect observed in Figure 5 for the consonants is strikingly absent. There is
again some masking at short intervals for the vowels but there is no difference
between binaural and dichotic presentation conditions.

In summary, when the target stimulus was followed by.the masking sound at
short interstimulus intervals renognition of the target was interrupted,
suggesting that perceptual processing for speech sounds continues even after
the stimulus has ended. This finding indicates that speech perception is not a
resuit of immediate stimulation but rather requires a certain amount of pro-
cessing time for the extraction of relevant features from the acoustic signal.

The present results also reveal that consonants require more processing
time for recognition than vowels. Additionally, when binaural and dichotic
masking conditions were compared for these classes of speech séunds differences
in recognition were obtained for consonants but not for vowels. This last
result suggests that there may be an additional stage or stages of perceptual -
processing needed for consonant recognition that is not needed for vowel
recogniticn. \ ~
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A Preliminary Report.on Six Fusions in Auditory Research

James E. Cutting+
Haskins Laboratories; New Haven

-

Since the 1950's a number of auditory phenonema have been called "fusion"
by various researchers. Broadbent (1955), day (1968), and Halwes {1969), among
others, have described experimental situations in which two auditory signals
are perceived as one. From the titles of their papers one would assume that
they are concerned with the samé process: "On the fusion of sounds reaching
different sense organs" (Broadbent and Ladefoged, 1957); "Fusion in- dichotic
listening" (Day, 1968); and "Effects of dichotic fusion on the pérception of
speach" (Halwes, 1969).

However, fusion is not. just-one phe omenon, but zany phenomena which are,
at best, only tenuously related. Subsuming them all uader the single label
"fusion" with no-descriptive adjective easily leads to ~cnfusion, The purpose

" of this paper is to act as a preliminary report, delimiting the ~arious types
’ - of auditory fusion, investigating their similarities and dissimilarities, and
arranging them on a cognitive hierarchy according to the processing cheracter-
istics in each. We will consider_six different types of fusion, beginning with
the more primitive fusion phenomena and moving towards mcre complex phenomena.

ngnitine Levels ané¢ Criteria for Fusion Classifications

P

Before considering the various types of fusion, it is n-cessary to define
the levels which we will discuss and to establish criteria for judging the
placement of fusions at these levels. We will consider two gene-al levels:
designated "higher" and !lower" -levels.

Lower-level- fusions are energy~dependent. Pitch and intensity are examples
@ of energy parameters. When lower-level fusions are involved small c¢ifferences
) in pitch (2 Hz) or small differences in intensity (2 db) between the *wo to-be-
fused stimuli may inhibit fusion or change the fused percept. Timing, ail terms{
of the relative ons. % time of the two stimuli, is another important parameter.
If one stimulus precedes the other by a sufficient interval, fusion-no longer
occurs and two stimuli are heard. This interval is very small for lawer-level
fusions, often a matter of microseconds (microsec).

-

Higher-level fusions are energy-independent. Pitch and intensity may nary
between the two scimuli within a much greater rsige in the higher-level fusions.
Differences in the stimuli of 20 Hz or 20 db may not iphibit fusion at all.

+Also Yale University, New Haven.
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Relative onset time also plays a lesser roie; the two stimuli may vary in rela-
tive onsets within a range well beyond that of the lower-level fusions. Higher-
level fusions are often insensitive to differences of from 25 to 150 msec.
Information, not energy or timing, seems to be important in these fusions, and,
as we shall see later, information in the to-be-fused stimuli can often over-
ride energy differences.

Other, more psychological characteristics also distinguish the higher
fusions from lower fusions. Lawer-level fusions are generally passive ph..iomena,
wheréas higher-level fusions are more constructive in nature. In the lower-
level fusions the subject listens to -one clear auditory image and s usually
unaware that two stimuli cre being presented. In the higher-level fusions,
however, the subject listens to a more diffuse auditory image; he may even
report hearing two sounds or one sound that sounds a bit strange.

in all six types of ‘fusion, the togbe-fused-stimuli are presénted-dicho-
tically, one stimulus to the right ear and the other stimulus to the left ear.
In each case the .subject is asked to re"ort what he heard. A diagram of each
type is-shown in schematic form in Fgure 1; they will be discussed in turn
below. There is a temptation to think .of -all six fusions primarily as central
_ processes; stimuli transmitted by ‘different channels and integrated into a
singlé percept. This judgment may be mislsading. 1In vision .research, Turvey.
(in press) has noted that pe‘ipheral ‘processes tend to be those which are )
affected by changes in the energy of the stimuli, while central )rocesses tend
to be those Which are independent of s*‘mulus energy and are more concerned
with the information in the stimul . This peripheral/central dichotomy
parallels the lower-level/higher-level distinction outlined above for -auditory
fusions. If lower-level fusions are energy-dependent, perhaps they are pri-
marily concernéd with peripheral mechanisms. If, on the other hand, higher-
level fusions are energy-independent, perhaps they are primarily concerned
with central mechanisms. For the purposes of this paper periphural and central
procecses will be synonymous with lower and higner cognitive lev:ls.

¥ 1. SOUND LOCALIZATION: Fusion of two l.ient:lcal events.

Sound localization has been included as a form of fusion to give a refer-
ence poirt in considering other typee of fusion. All audible soundz, simple or
complex, can be localized--and usualiy are. It is the most basic form of
auditory fusion and occurs fcr both speech and nonspeech sounds. The best way.
to study sound localization in the laboratory is to use the sawc appiiratus
needed for studying other types v fusion: a good set of earphones, a dual-
track tape recorder, and a two-choannel tape with appropriate stimu’f(/;aorded
on it.

Three parameters affect sound localization: pitch, intensity, and timing.
-First, consider pitch. If twu tones are presented, one to each ear, the subject
may fuse (loca ize) them. If the tones have the same pitch; fusion occurs a1d
one tone is heard. If the tones:differ by 2 Bz, fusion jbegins to o.eintegrate
and a more wavering tone is heard. Differences of morejthan 2 Hz often inhibi
fusion altogether, and two tones are heard.

1Th:ls ranée is particularly relevant for tones below 1000 Hz. Above 1007 Hz the
effect is produced by slightly larger pitch differences.
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Figure 1: Six fusions of /da/. Schematic spéctrograms of gpeEQh
and speech-like stimuli in six typeés of auditory fusion.




L4

e es T

il

~ Intensity is a sécond paraiieter which affects localization. If we présent

. two pure tones, one to.-each-ear, at -the ségé%frgqﬁgnéy,aﬁdzghénsh@eigntghsity

"

stimuli.

the -subject usually reports that the apparent source of the tone is "in the .

‘middle of the head," or at the midline. If ﬁhg.ﬁbneiig~increa$éd*§yYZNdB;wfgﬁf
out changing the {nténsity of thé other stimulus, he normally reports that the,
'sound ‘has:.moved iﬁ7ﬁh%?dif§é§i¢hi°fi@bé’éarithéFx?géeiYea'théfypfﬁ intense: .
- -stimulys, The mote we ;nctéésé,thévig;énsi;i,¢ﬁ,ghé1loqqgr>sfimulu§,—the-@ofe
thé apparent source moves. away from the midline and. towirds thé ear-with .the .-

moré intense--sound:

The third p'afati;et:e;',whi;f:vlhi{,af‘feﬂc;s ‘sound: localization is timing: . If we pres.

sent a brief click similtaneously to-each ear the subject reports-héaring one

click localized :at the:midline. Délaying one click by 500 microsec causes ‘the
apparent -source of the cliék to mové: away from the midlihe toward the ear with

the leading click. If we delay.one click by only 1 msec, the -apparent souice

moves far enough. from the midline so: that the subjective pércept is that one . . -
¢lick was'presented to one ear with fiothing presented-to the other. With delays:
of longer than about 2.msec:-fusion-disiiitegrates -and two clicks -are-

Afothér form of timing differénces also affects localization. If two tones. afe
presented, oOne :to each-ear, at the ;same pitch and intensity, but one -tone:is

heard:

'slightly delayed, Ehe’tho‘ﬁbnég,thlfbéran;*of;bhasé, In other words, the two

ears receive differént. aspects of the same waveform:at a given point in time.
:Ifaﬁhésdéiéxpiéxgpo@ta5003¢i¢;dse¢eéhgvaﬁpa;éﬁt;soqréé:qf‘;Héfséugd(ggvgs away
from the midline ‘towards :the ear that received the leading .sound. This peréeps -
tion: is produced by phase differences in. thé stimulf;, not by relative onset
differencés.. The fact that localization: fs. highly sensitive fo enérgy paras-

suiggests that it ié:a«logeffléV¢17p;Q¢é$s,‘

-eters of the stimuli and s _intoletrant -of small diffeérences in stimulus: timing

:*Bo;hnépéech'ahd*ndqspégch<séﬁh§szare‘fqéeg‘inggouhd:1Q¢§112§c1bn. " Thé .
first display in Figure 1 .shows -ati -example of -the localization of speéch Sounds..
If /da/- is presented to both ears at thé same: time, -at the same iatensity, and

with the same fundamental pitch; a single /da/ will ‘bé percaived by the subjéct ~
at éhg{midliﬁg. ‘Thg:sgmg—%ésplt:écpg;s—when'g“ﬁppépeechasdﬁnd'fepiaqeé‘thé’[&é[

2. VSEAEéTRALAFUSIONV: _Fusion of ,diffe'rent: spectral parts of ‘i_héfsamg Signal.

h

{ o N P I

?fdadbgnt:(19§5) and- ‘Broadbent and Ladefoged :(1957) reported a sécond type
of fusion. Spectral fusion occurs when different spectral ranges of ‘the same
sigha% are presented to oOpposite ears. A given ‘'stimulus is.filtéred- into two

parts: one*éqﬁ;aiﬁiﬁg—ﬁhé’1@w'frequeqciesfapd’Qnéréqntéinihégthé high fréquen-

cieg,} Each is then presented separately but similtaneocusly to a single ear.
The-subject reports hearing the original stimulus, as if it had undergone no
spé ,1aj; treatment. In his initial study Broadbént found that fusion readily
occurred for many compléx sounds. ~Subjects' fused metronome ticks -and fused:
certain spéech sounds when*thgée,stimpli‘we;é~filtgrgdfaﬁd"pteséﬁted to opposite-

ears. When the subjects. were - informéd  about thé nature of the stimuii and asked

to-report which ear had the low frequency sounds -and which-ear had the high,

frequéncies tliey performed at chance level.

Pitch is an important pa;a@eféf in spectral fusion. ,Jﬁst.as there is no
sound localization for dichotic tones of different pitches, there is no spectral

fusion of complex dichotic stimuli with different pitches (fundamental frequen-
cies). Broadbent and Ladefoged (1957) found that the fundamental frequencies of

96
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==+ The effect of inten51ty differences between the stimuli has. not been

,\-‘l_-——-‘ ——y s ™

t he to-be-fused stimuli ‘ust be identical for- fusion ‘to occur. They presented
B the first formant of a steady-state vowel to. one ‘ear; and the second formant to
-the other. Subjects fused the stimuli when they had the same pitch;, but -did.
not’ ‘fuse when they had different pitches. Instead subjects héard: two nonispeéch
sounds. Halwes (1969) found that fundamental frequency differences of 2 Hz are
‘.sufficient ‘to; 1nhibit this type .of lower~level fusion.

‘The fundamental frequency of a. speech stimulus is-analogous: to ‘the carrier- T
band frequencj of -a radio station signal. If ‘the. to-be-fused specttal stimuli

fhave different pitches, their entire waveforms are -as different as 'if they had:

been -broadcast by two- dif erent radio stations‘ the sound waves of ‘the stimuli

are not of the same duration, ‘or--even: mult1ples of -onhé another. Like a, radio )

set ‘which ‘cannot. integrate (receive) “two different radio stations -at once, the

subject ¢annot. 1ntegrate (fise) two spectral stimuli with d1fferent pitches.

The. information: that ‘the: two stimuli ‘are ‘the formants -appropriate -for ‘the percep-

tion: of a vowel cannot ‘overcome pitch disparities in the signals, and no- fusion

occurs. :

-

explored systematically.' Nevertheless, preliminary investigations 1ndicate
thdt spectral fusion- is- quite sensitive: to-small differences in 1ntensity )
between the. to-be-fused stimuli. ST o ) o=

When the relative onset tine of the high and low frequency components of
‘the- same signal is:-altered beyond a ‘few- -msec ‘fusion no longer occurs and the
subject hears two -separate signals., For - example, when ‘the different -spectral
parts of metronome ticks are offset by -as: little -as:5. ‘msec; the subject -Hears-
‘two setsof t1cks, not one.. If filterea speech passages ‘begin -at slightly .
dlfferent times, ‘the subject -xéports hearing ‘two' speech=1like passages, "
““not one. Thus, spectral‘fusion 1s”very -sensitive to small changes in- timing.2 fo

‘Speech sounds more- complex than steady-state vowels are a1so subject -to -
spectral fusién. The second digplay-of Figure 1 shows the first formaiit of /da/
presented to one.ear, and the -second: formant to the other ear: Provided these-

st1muli ‘have the same- pitch the subject will ‘report hearing oné stimulus, the
.syllable /da/.

s

X
2There is, however, an- exception to this timing sens1tiv1ty., Using the filters

explained previously, Broadbent (1955). présentéd: the first formant of thie E
steady~stateé vowel /i/ as in BEET to one -ear -and the .second and third formants ) g
to the other. The vowel sound: was continuous over a duration -of many seconds, o
‘with a constant pitch and was recorded on a tape loop. One part of ‘the loop

‘was presented to one ear and a. different part of the loop to the other, with

‘thé relative timing of -the filtered segments- off by as much as two or three

seconds. Yet fusion occurred: the subjects heard /i/. The explanatién for

‘this result is quite simple. Timing is- not important in a steady=state vowel

with a constant pitch; unlike most other speech sounds, one section is

exactly like any other section. Therefore, one section of the fi1tered vowel

fuses with any other appropriately filtered section. This may be the exception

which proves the rule that spectral fusion is highly sensitive to timing. .

difféerences in the stimuli.
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3. PSYCHOACOUSTIC FUSION:. _Fusion of one feature by acoustic.averiging,

Psychoacoustic fusion is a third.typé-of fusion which occurs at lover
Iévels:of .cognitive processing.. ‘Although- it probably oécurs for both speéch.
ang:nohspeéch’stiguli,*;hé~éﬁQQQIQStcﬁhgidérédfhergAinYQIVéwspéécﬁ'étimgii.
Unlike fhe stiiuli in previously discussed fusions, thé stimili in péychoacous-
:tiq-fgéionihaVe9&if§Qfgnt‘infp:ﬁ@;ieﬁ (in tetms. of phoneti¢ featurés) in thé;

- S

‘same spectral range.

___ To’demonstrate psychoacoustic fusion; Iet' us- choose -twoconsonant=-vowel-

> (CV) stimuli, /ba/ and /ga/. Both are restricted to tws fofmants, and patam— -
eters: such: as pitch, formant frequenciés, .and duration must be: idéntical. ‘
The: only differéencé between the stimuli ate the direction and -éxtént of -the
sécond. formant. (F2) transition. ‘As shown-dn the third-display of Figure-l, if
/ba/ is presented: to-one éar and /ga/ to: the Sther; the most frequent error is
/dal (Halwes; 1969:61). Halwes found that in such a.situation the subjéct
often reports hearing one:of the given stiiili, /ba/ or /ga/; however, when he
does-make: an error -it ‘usually is- the fusion /da/,. .. T L
- . P /- - . .

‘Given thie stimuli /ba/=/ga/, how does /da/ result? The stimgli diffet in
terms of the F2 transitions. However, the-rémainder of both stimuii are -
identical and are: localized at the-midline. The twd F2 transitions, -ons rising
in’ /ba/ -and one falling in /ga/, -appear .to be.algebraically -averaged in such a
-manner that the subject perceives ‘a stimulus with an intermediate F2 transition
/daf: (Note that an analogous: §ituation arises: when: the-phonemes /p/ and /k/
are in competition: /t/ is often: perceived.) - L f

Psychoacoustic fusion appears to bé a lower=ievél, peripheral process:
‘becauseé; as-in the ‘previously .discussed: phenémena, fusion-occurs -only when the
‘Piteh of the two stimuli is idertical. Preliminary studiés show that if the-
‘pitch of “the-two-stimeli, /ba/ and /gal, differs’by as. little -as 2 Hz, the sub- ~ -
jéct rarely réports hearing /da/, thus indicating that -no- acoustic averaging -
takes place. ) ) o

o . ) ' - " - o
- Thé-effects of intensity and timing differences between the stimuli have
"not been systematically studied. Nevertheless, pilot work suggests that psycho-
acoustic fusion is sensitive to small stimulus differences in both parameters.

L4

’ We will reconsider psychoacéustic fusion afﬁéi‘?élhavéﬁgénsidgrgd;bhépgtié
feature fusion. The two procésses are similar yet different, in”many ways.

Appropriate comparisons will be made. betiéen the two.

4. PHONETIC F‘EATIiRi;— FUSION: ‘Fusion of two. features by phonetic blending.

With this fourth type of fusion we move tc a more éentral, higher-level-

process. This is not to say that periphéral mechanisis are inactive, but these
» fusions cannot be explained wholly by such mechanisms. .Halwes (1989) and

Studdert-Kennedy and Shankweiler (1970) have reported. that phonetic "blending"
occurs in the dichotic compétition of stop=-vowel syllables. This "blending” is
phonetic feature fusion. In the fourth display 6f Figure 1, we note that when
the syllablé /ba/ is presented to one ear and the- syllablée /ta/ to the othér
ear, the subject often reports heéaring a syllable'whiCh,waé not presented. The
most frequent errors are the "blends" /da/ and: /pa/. Here, the subject appears
to combine the voicing feature of one of the stimuli with the place feature of
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the other. For exanrple; -the voicing feature,of /b/ 1s combined with the place
feature of [t/ and ‘the result is. ‘the fusion /d/ : .

Let us assume -a stimulus repertory of six items: /ba, da, -ga, pa, ta, ka/
On a particular trial three types of responsés mdy occur: correct
responses, "hlend! - errors, and -anomaléus -efrors. Given a stimulus pair such as -
/ba/ [ta/, "blend" eérrors -are mich- moté common ‘than anomalous - ‘errors. The
anomalous errors for this example are /ga/ and /ka/; ‘both sharé a voicing ~
feature with one of the pair but they ‘donot -share the p1ace feature with .either..
Using natural speech stimuli Studdert—Kennedy and Shankweiler (1970) found that
the ratio of "blerd"™ érrors to anomalous errors was 2:1, .a_ rate significantly
gfeater than chance.. -

Phonetic feature fusion is mote central than the fusions discussed above
becadise;, for the first time in this discussion, ‘the subject fuses even when
‘the stimuli do not have: the - sameé. pitch. Using synthetic -stimuli Halwes (1969)
réports ‘that "blend" errors occur almost as frequently wlien the two competing
stimuli have different pitches as: when: they ‘have ‘the -same pitch.

-The effect of,intensity and; timing differences betweén the stimuli have ‘ot
béen- svstematically studied. in :phonetic” feature fusion. However, we. may draw on.
experimental ev1dence from other sources; Thompson, ‘Stafford, Cullen, Hughes,
Lowe-Bell and Berlin (1972) ‘have- noted that -dichotic competition occurs for
stop-vowel syllables -eveén: when ‘one stimulus :is- 30:db- louder than the~other.

When stimuli Such as /ba/ and /ta/ .compete-phonetic feature fusion ‘may :occur,
even with such large intensity differences. We w1ll reconsider the natureé .of
dichotic competition ‘and perceptual fusion later 4in this discussion.

Ev1dence concerning the- effect of timing differences in phonetic. feature

fusion is: also indireéct. Studdert—Kennedy, Shankweiler Aand -Schulman- (1970)
havée- shown that-when: -two- CV syllables are presented at various relative -onsets,
‘the- -Subject ‘tends to Téport .the- syllable ‘which bégan second better ‘than ‘the
syllable which. began firsts This tendency is very pronounced betieen. relative
onsét differences of 25 to 70 msecy .afid lias been called the "lag effect." 'In
this: region the first stimulus dppears--to_ :be: masked by the second stimulus..
If such masking occurs; fusion -cannot -occur because- ‘the: phonetic 1nformation
in the first stimulus is- lost. Thus~ from these results, we may assume that
phonetic feature: fusion occurs “for temporal -Onset differences of up- to- about
25. msec, but that beyond 25 mSec the. "lag: effect" inhib*ts any fusion that

‘might occur.

Recent eévidence indicates that paraméters other than pitch intensity,
and: :timing may differ between the stimuli and fusion rate still remains the
_g¢amé. For example, the vowels of the stimuli may be different, and fusion still
.occurs. The data of Studdert-Kennedy, Shankweiler, and Pisoni (1972) show that
phonétic feature fusion occurs almost as readily when the stimuli are /bi/-/tu/
as when they are /bi/-/ti/.3 in both casés the subjéct is likély to respond - .
with ‘syllables beginning with the "blend" phonemes /d/ or /p/.

A comparison:of,psychoacoustic_fusion and,phonetic feature fusion. Because
psychoacoustic fiusion (fusion type 3) and phonetic feature fusion (fusion. type
4) are highly confusable, it is important to make direct comparisons bétween
them. Both processes involvé: the simultaneous presentation of ptonetic

3D. B. Pisoni, personal communication.
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7 The other iniportant dimension ‘concetns: thé. fedtures of the to-be-fused stimuli.
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information, and both résult in general information Toss: In the case of :
psychoacousti¢ fusion the. /b/ and /g/ featutesierge into a /d/ feature, and

'the /b/ and /g/ are lost. In the case of phonetic feature fusion the subject ° ) f -
- ‘héar's:two-stimuli, and whén he does not érceive both of them correctly, he T
= - tends.to "blend" thém. In thé process of listening -to .the dichotic pair, the -

fgécﬁrés‘assoc1aﬁed:with5g;péftiéulaf?sﬁimulys‘appéépffé~1pséZtheir‘39qrgé.
Thé -/b/- in /ba/ céases to be a /b/ and becomes a’ series .of features which .are -

appropriate to /b/:' stop corsérant, voiced, labial. |When .ariother Stop con-

‘Sonant competes-.with /b/, thé organization of these features appears to be
disrupted, and they fréquently.get inappropriately reassigned to. those of the
, compéting stimulus. Thus, /ba/ plus /tal- may'.become /da/, and the /b/ and /t/
-  caré lost. , o - ,

_ : ish the “two ‘types: of fusion-are: 1) the pitch of
‘the stiwmli, 2): the vowels of the -§timuli; and 3) the phioneti¢ Féatures of the .
‘Stop- consonants. Let us.consider|\pitch.and vowel requisités. together. In.
'thé:cé$g7of”ﬁsYéhoaéqgétiéﬁfgslohwthe~;ﬁé,s€iﬁﬁIiA@u§t have the same pitch .and.- )
the same vowel. In ‘the case of phoneti¢ feature fusion, thé two stimuli must- .
"Fave -@ithér différent pitches or different vowels; these differences: insure:

‘that ‘the phongtic feature§ of the: stifuli cannot bé acoustically averaged.

Dimensions which distingui

In ‘psychioacoustic fusion the :Stop consonants must differ -in ofily the place

feature, -and: the woicing feature -ust be shared by the tuo -stimuli (for example; |

ba/ and [ga/). ihuphﬁﬁgfié”fgéturéjfusigﬁ;anzkhé'dghéi'ﬁgﬁdjﬂﬁheath-StiﬁuIi -

must differ a16hg both dimensions, placé and voicing (for éxample,. /ba/ and

. ftal). . o ' '
3 R

-

It is possible that psychodcoustic fision and phénetié¢ featurée fusion may
OCZUT at the samé time for the same competing stop-vowel scimuli. If /ba/ and
/ta/ are présefitéd at the same-pitch, -an aiibiguous experimental situation
results. The idéntical pitches: and ‘tha-shared vowel of: thée -two stimuli set up
a s;tgagian—igrghigh—pgyghoaéausgig,fusién'@ay‘qgggg;;,Thg,gnshaféd,plaCe and -

-~ - - voicing features: of .the two.:5tops; on the othét ‘hand, set up a situation in
which phoneti¢ feature fusion may .occur: If ‘the s&pjgpt reports- hearing. /da/,

_ we canndt bé sure if the fusién is purely phonetic [in nature, -or if an element
df;ﬁé?éhéacpustiq averaging contributed to the pércept. Perhaps both procésses- -
are involved. In siuch cases, thé fusion of /ba/ and /ta/ at the same pitch may
be 4 hybrid of psychoacoustic fusion and phonetic feature fusion.

A note'on dichotic competition, perceptual rivalry, and perceptual fusion.
Diciiotic stop-vowel stimuli areé nérmally thought. to "compete” with one another:
This- competition is peshaps fiore -clearly defined as perceptual rivalry. When
two -CV syllables are presented dichotically, the subject typically reports
hearing one or both of- them. The stimuli are rivals, and we have thought that
they are not usually combined into a single percept. However, as we have seen .,
in psychoacoustic fusion (fusion type 3) and in phonetic feature fusion (fusion
tybe 4) ‘the subject often fuses stop-vowel stimuli. Thus, perceptual rivalry.
and perceptual fusion |appear to converge, since both processes c¢an oécur for
che same stimuli. i

Although rivalry and fusion may occur simultaneously within the same
stimuli, they do not appear to occur at the same level. Consider phonetic
feature fusion. Given /ba/-/ta/ the subject never reports hearing /tba/ or
/bta/; the phonological constraints of English do not permit two stop consonants

L4
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to cluster within 2 syllable. Thus,:wé have a case of élear phonological
rivalry, -at- the ‘phonemé level the two: stop consonants compete for the. .same
processor. At another levely however, there is fusions. The /b/ -and /t/ do-not
share the -same valués- of place. and voicing features. Any combination of labial
and -alveolar features with- voiced and voiceless features yields -a permissmble
stop consonant-. Since ‘thére areno shared place and voice features in /b/ and
It/ ~thére_ is no- phonetic rivalry ‘bétween them: The Tésult of :this pairing is
oftent fusion -at :the phonetic level and rivalry.at ‘the phonological level

- A s1milar pattern .occurs “in psycliodcoustic fusion. Given /ba/-/ga/ the
subjéct never Téports hearing /bga/ or /gbal/} again, théré is a clear phonolog- .
ical rivalry. At -another 1evel however, there is fusion, this ‘time at a
psychoacoustic level The place feature of /b/ merges W1th ‘the place feature
of /g/, and the 1ntermed1ate phoneme /d/ is perceived.

-
~ -

5. CHIRP FUSTON: Percéptual construction of phoremes from:speech and nonspesch
samdEd nd' nonspee:

Rand (in preparation) -discovered a fifth type of fusidpn. 1In chirp fus1on
‘there: 4re no- competing ‘Phonéiies;. hor: is- there 1nformation loss, 1nstead
d1£ferent ‘parts - of the :same- speech signal .are: presented ‘to. either -ear. The
fifth. display of Figure 1 -shows. ‘the syllable;/da/ div1ded 1nto two'stimuli
-One- stifiilus contains a1l the acoustic information in. /da/ except ‘the. F2 transi-
‘tion, namely the entire f1rst formant and :most of the second formant It is
1mportant to note that /da/ ‘without the F2 transition is difficult to 1dent1fy
and- is more readily perceived as /ba/ than /da/. The F2 transition aloné is
- thé sécond stimulus. It is very brief--a rapidly falling pitch. sweep simiiar
to a bird's twitter, herice' the name "chirp " When thé /da/ chirp is presented
to one -ear and the remaining ‘portions of theé. syllable to -the other, the subject
‘réports hearing the full syllable /da/ plus the nonspeech -chirp. -

Perhaps ‘the most 1nterest1ng aspect of chirp fusion is that the subject

. ~hears. more than one auditory image. As in, phonetic feature fusioh (fusion
type 4). he hears two 'sounds, but he does not hear two speech. sounds, instead, he
hears one speéech sound, /da/, and one nonspeech sound, the chirp. Note. .that the
perceptual whole is greater than the sum of the parts: .-the subject "hears" the
chirp-in- two différent forms at the .same time. One form is in’the complete
syllable /da/, which would sound-more like /ba/ without thé Chlrp. The second
form-is- similar to the F2 transition heéard in isolation--a nonspeéch chirp:

‘Chirp fusion is more complex than previous fusions wé have considered.
Pilot studies indicate that many of the energy characteristics of the /da/ chirp
may be different from those of the remainder of thé /da/ syllable. For example,
the two stimuli may have d1fferent pitchés and fusion rates appear to be unatten-
uated: Relative differences of 20 Hz appear to have no effect on fusion
response levels. Relative intensity differences also do not affect chirp
fusion; chirp fusion occurs even if the -chirp stimulus is decreased by as much
as 30-db relative to the "chirpless" /da/ The ¢hirp in this case is only about

4The material gathered for this section has come from numerous discussions with

Tim Rand
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171000 as lotid as the "chirpless" /da/. This intensity différence is more

# impressivé  when one considers that the same: chirp (at =30 db), when electrically

- miﬁé&,with'thégéhi:plésé)/défiaﬁd'pteSénﬁéd‘ﬁdnahraIiy (instedd -of dichotically), ;
8till sounds more 1iké -/ba/' than./da/. Thus; for these stimuli, the chirp is a )
mOré: poternt speech cue ‘Wwhen présented t@';Beyopﬁositeierf:ghap‘When presented
to- the same ear concatenated onto, thé chirpless stimuius. A .

o~ 4

Large differences in intensity or pitch betWween the t 6 stimuli have no

apparent effect on fusion rate in chirp fusion.. This fact, coupled with
"hédring" the ¢hi¥p in both a -speech -and nonspeech form- suggests ‘that .chirp
] fusion is‘a.mee'éeﬁtfalgfﬁigheréIéV§; process than the -four types of fusion

. Previdusly discussed:; There 15 yet another dimension whigh distinguishes it - :

: from. the lower-level fusions--timing. ‘In ¢hirp fusion:the chirp and the chizp-

léss stimulus need not bégin at the sadme time. Rand ‘has done pilot work which

indicates that theé relative onsets of thé. two. stimili-may differ by as much as ‘.
* 25 msec. TIn-other words, the chirp stimuliis ¢an ‘bégin 25.-msec. before -the - .-
onset of the chirpléss /da/, the ;W6'$timgli.m§yvbgvgimgltépedgsAwi;h>rgsg§ct
';d’théirzré;ativé'bnggts,iotgthe;chifp‘éan-Egggﬁfzslmégc after 'the onset of

the chirpless /da/. The result -for .all :threé cases appears: to ‘be the ‘Same:

the subject hears /da/ plus a chirp. When rélative onsets of greater than |}
25 mse¢ are used; fusion breaks down: and the subject begins to-hear /ba/ plis a .

¥
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chirp. Neverthéless, relative onset differences tolerated in chirp fusion are
muqh‘gfgatet—thaﬁ*thosé,befmiSSiﬁlé‘in\;he31qweréléVglufdéiéns;

" In both phonétic featurée “fusion: (fusion type 4) and chirp fusion (fusion
type 5) theé features of the:-two stimuli are combined to form a new speech unit.
In phonetic feature fusion, place and voicing information is extracted frém
S separaté sources. In chirp- fusion, manneér and: voicing cués .in ‘the chirpless, -
stimulus are combined with the place fedture extracted from the chirp. Thus,
both fusions operate on the level of a singlé phoneme. By conttast, the next
‘type of fusion to.be -considered deals with the combination of phonemes into .a )
cluster. ; —

6. 'PHONOLOGICAL FUSION: Perceptual constfuction.of phonésie clusters.

_ Day (1968) was_first to discover that compatible stop + liquid strings
could fuse into one unit: given BANKET and’ LANKET presented té opposite ears,
the subject 6ften hears BLANKET .(BANKET/LANKET-—— BLANKET5). One of the unique
aspects of phonological fusion is that, unlike psychoacoustic frision (fusion
type 3) and phonetic feature fusion (fusion type 4), two -Stimuli which contain
entirely different segments are presented at the same time, and yet there is no
Anformation loss. The segments of both stimuli are combined to form a new
percept which is longer and more linguisticailquomplex4than either of .the two
inputs. The sixth display of Figure 1 shows a sample phonological fusion: the
inputs /da/ and /ra/ often yield the fusion /dra/. This fusion contains all
the linguistic information available in both, stimuli. Thus, unlike other

" fusions, there is no phonological rivalry between the two stimuli.

]
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SThe arrow (—>) should be read as "yields."
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Note that there is a preferred order of phonemes in ‘the ‘fusion response.
for these stimuli Given- BANKET/LANKET -the subject almost never reports
LBANKET.. Instead all .6f his fused responses are ‘BLANKET. This' findi..q
appears ‘to be’ based on the phono ogical constraints of English: initla;
liquid + stop clusters are. not allowed. Day (1970) ‘has -shown that. wheii such
constraints dre removed, fusion occurs in-both directions. Given the sti wli
TASS/TACK, subjects give both TASK and TACKS responses: - .

4

Day (1968). has shown that phonological fusion is ‘not a finction of
response biases for acceptable English words.. Both a’ -stop stimulus and a 1iquid
stimulus must be -present for'a stop + liquid fusion to occur. If one presents
different productions of BANKET to eithér ear, the subject reports hearing
BANKET (BANKET/BANK~T->’BANKET) That is, the subject does not ‘report tlie:
acceptable English word that corresponds:most ‘closely -to the nonword inputs.
ALikewise LANKET/LANKET——¥'LANKET However, if the stimuli are BANKET/LANKET,
the subject often -reports héaring BLANKET regardless of which stimulus is pre-.
sented to which: ear. Furthermore Day (it preparation—a) has shown: that ‘even if
the: subject is informed -as to the naturé¢ of ithe stimuli, he still fuses: -he
\perceives BLACK both when the stim. 1 are BnPK/LACK ‘and when ‘they are BLACK/
‘BLACK. :

Although there are undoubtably peripheral elements involved iii phonological
fusion,. various studies suggest that 4t is primarily a central, higher-level
cognltive process. Phonological fusion 15 insensitive to large energy’ differ-
ences between the dichotic. stimuli. The stimuli PAY and- LAY fuse 'to_ PLAY regard-
less of their pitch. Relative differences of 20 Hz in fundamental frequency
have no effect on the characteristics of fusion responses (Cutting, in prepara-
tion-a) Intensity différences also have no effect: one stimulus may be 15 db
louder than- the other and fusion: rates do -not change (Cutting, in preparation-a).

‘1:onological fusion is also insensitive to. gross differences in the rela- S
tive owsets of the two stimuli. Day (in preparation-b) Has shown ‘that the
stimul:;~ onsets may be staggered by as much as 150 msec and fusion rates do not
change substantially. Note that these relative onset § are considerably
longer than those permissible in’ any other fusion. Fu occurs if the -stimuli
are: simultaneous, if the stop stimulus (BANKET) begins 150 msec before the
liquid- stimulus (LANKET), or even if the liquid begins 150 msec before the
stops;. Thus, within a‘wide range of relative onsets, ‘the actual ordering of the
phonemes in real time appears to have little effect on fusfon rate.

Phonological fusion also appears to be insensitive to changes in dimensions
other than pitch, intensity, and timing. Subjects fuse whether :he stimuli were
uttered by the same vocal tract or by vocal tracts of different sizes- (Cutting,
in preparation-a). For example, PAY/LAY—>~ PLAY even if PAY, has been synthe-
sized to resemble the utterance of a normal adult male, and ‘LAY has been synthe-\
sized to resemble the utterance of a midget or small child.

: Phonological fusion cccurs most readily when the same vowel follows both
the initial stop and the initial liquid. Nevertheless, while. PAY/LAY—> PLAY
and GO/LOW— GLOW, the pairing of PAY and LOW can yield PLO or PLAY. Fusion
rates are reduced here, but are still at a fairly substantial level (Cutting, in
preparation-b). In fact, fusion even occurs with stimuli that have almost no
phoner=2s in common. Day (1968) has shown that two’stimuli as different as
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BUILD;xjc and LETTER can "fuse" into AILTER,. LILTER, ‘or even BLITTERING; such:
cases- involve phonemic exchanges between the two stimuli. )

One distinction which appéars to be unique :to phonodlogical fusion is that
not all subjects fuse. 1In,the five types of quibn‘pfeviotsly:discusséd it
appears that all subjécts-ffuse equally readily. In phonological fusion, on thz -
other ‘hand; using natural speech stimuli, Day: (1969) has shown that some subjects
fuse on nearly all trials, while-others fuse only occasionally, if at all.
‘Moreover, few subjects score between these. extremes. Cutting (in preparation-a),
using .synthetic -speech- stimuli, has alsc found a bimodal distribution of sub-
jects with respect to their fusion rates: Large individual differences are
found in-many higher-level processes. For example, Turvey (in press) has shown
in vision research that individual differences are larger for central masking
‘than for peripheral masking. It appears that in the .case of phonological. fusion
we -have a task which is complex enough so -that alternative modes of processing’
are possible. Studies are now underway to explore the possibility that groups
of people who perform differeatly on the: fusion task may also retain their group
identity on other-auditory -and visual .tasks (Day; in preparation=-c).

;Pinally,,ghonolpgical fusion appears to have certain linguistic constraints
that no other fusion has. For-example, -some consonant + liquid stimuli fuse
more réadily than others. Day (1968) has shown ‘that stop + /1/ stimuli fuse
more readily than stop + /r/ stimulis Day (1968) and Cutting and Day (1972)
have shown that stop + /r/'stimuli often elicit a stop + /1/ response, whereas
the reverse situation rarely occurs. Thus, PAY/RAY may yield PLAY. ‘utting
(in-preparation-a) has found that stop + liquid stimuli fuse more readily :than
fricative +°1iquid stimuli: BED/LED—~-BLED more readily than FED/LED-— FLED.
These findings cannot be accounted for by the relative frequency of occurrence
of .these clusters in English. In fact, frequency data show ‘the reverse trends:
stop + /r/ clusters outnumber stop + /1/ clusters -(Day, 1968) and /£/ + liquid
clusters outnumber most other consonant + liquid clusters (Citting, in prepara-
tion-a). - .

*

‘Phonological fusion appears to be the highest level process considered ‘in

this .paper. Like other higher-lével fusions it is insensitive to large stim-=
ulus differences in pitch, intensity, and timing. Other dimensions may also' be
~ varied with little effect, -such as vocal tract size and vowel context. Certain
variables, however, do -affect fusion rate. Day (1968) has shown that semantics
at the word level is one‘such variable. Fusion occurs most readily when the
fused percept is a meaningful word, although nonword fusions do occur (e.g.,
GORIGIN/LORIGIN—» GLORIGIN), Cutting (in préparation-a) has shown that séeman-
.tics at the sentence level can alSo influence fusion. Fusion rates are higher
when the fusable pair appears in a sentence context. For example, PAY/LAY—»
PLAY more readily when the stimuli are THE TRUMPETER PAYS FOR US and THE
TRUMPETER LAYS FOR US than when PAY and LAY are presented as an isolated pair.

REVIEW OF FUSIONS

We have looked at six phenomena in which stimuli are sent separately to
each ear and the subject is asked to report what he heard. The efféct of
changing various parameters between the two inputs is summarized in Table 1.




TABLE 1: Dimensions which are relevant for the separation of lower-
and higher-level fusions. Tolerances are listed within
each cell. Specific numbers reflect current knowledge.

. PITCH INTENSITY TIMING
"LOWER-LEVEL FUSIONS o -
1. Sound Localization <2 Hz <2 db <2 msec
" 2. Spectral Fusion <2 B * <5 msec
8 3. Psychoacoustic Fusion . <2 Hz LTk *
HIGHER-LEVEL FUSIONS : iy
o e BR:
4. Phonetic Feature Fusion 20 Hz 3> av’ 25 msect.
5. Chirp Fusion 20 Hz 30db 25 msec
6. Phonclogzfcal Fusicn 20 Bz 15 db 150 m- :c

: ﬂ * systematic data not available -
’ + indirect evidence ‘1

=

1. . Sound localization occurs for-all audible sounds, speech and nonspeech. -
The first display of Figure 1 shows that when /da/ is presented to both ears at . -8
the same time, pitch, and intensity, the subject -perceives. one /da/ localized ) :
"in -the: center of the head," or at the midline. Pitch variations of 2 Hz can-
inhibit fusion, such that two stimuli will be héard. Intensity variations of:
2 db are sufficient .to change the l6cus of the fusion. Timing differences of
2 msec are sufficient to cause the fused petcept to disintegrate—into two -
elements.

R

2. Spectral fusion occurs for speech sounds and for complex nunspeech
sounds. The second display in Figure 1 shows that- when Fl or /da/ is presented
to one-ear and F2 to the other, the subject perceives the fused /da/. Pitch
variations of 2 Hz can inhibit fusion. Timing differences of about 5 msec can
inhibit the spectral fusion of metronome ticks.

3. Psychoacoustic fusion probably occurs for both speech sounds and non-
speech sounds. We have considered only speech sounds. For example, in ‘the
third display of Figure 1, /ba/ is presented: to one ear and /ga/ to-the other
‘at tlie same pitch. The resulting perception is /da/. Pitch differences of
2 Hz can inhibit fusion.

. i

4. Phonetic feature fusion occurs fov competing speech segments. In the
fourth display we note that when /ba/ and ,/’ta/ are presented at different
pitches, the subject often reports hearing the "blend" /da/. Pitch does not
appear to be an important parameter in this fusion, preliminary work suggests
that differences of 20 Hz are easily tolerated and fusion rates are unatten-
vated. Intensity has not been systematically explored, but data from other )
sources suggest that differences of as much as 30-db will not inhibit fusion. ;
Our knowledge concerning the effect of timing differences is also indire:t.
. Relative onsets greater than 25 msec inhibit fusion.
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9. Chirp fusion is demcnstrated in. the fifth display of Figuré 1. The
"chirpless™ §da7 is presented to one ear and thie /da/ chirp to the other. Sub-
jacts perceive the entire syllable /da/ ‘plus = nonspeech chirp. Pilst work has
shown that pitch differences of 20-Hz do not alter fusion xates. Inténsity °
differences of 30 db also do not affect chirp fusion. Relative cnset differences

E'25 msec are tolerable-in chirp fusion, but larger relative onset differences
inhibit fusion.

6. Phonclogical fusion occurs for pairs of phonemes wkich can form
clusters, for example BANNET/LANKET-—> BLANKET. Display six shows that when v
[da/ is presented to one ear and /ra/ to the other, the subject often perceives -~
/dra/. large differences in pitch (20 Hz) and in intensity (15.db) do not
appear to affect fusion rate. Gross differences in timing also appear to have
no effect; differences of as much.as 150 msec in the to-be-fused stimuli do not

‘appear -to alter the rate of fusion for stimuli such as BANKET/LANKET. Varia-

tions in Vocal tract size are also toleratad. Certain lirguistic variables,

‘however, dc infl@gnce.fusion;ré;e:~ two- such variables are the %“ypss of conso

narit and liquid phorniemes involved in the fusion, and~the semant:c .context in
which the stimuli appear. :

—

CONCLUSTON

‘There- are at least Six,differenf—typesAofifusion in auditory perception.

‘They Have been compared and contrasted with respect to three .primary parameters:

pitch, intensity, .and timing. The first three fusions discussed (sound locai-
ization, spectral fusion, and psychoacoustic fusion) zre sensitive to small
changes in any of these parzmeters. Sensitivity to~small differences in
stimulus -energy and stimulus timing has been noted to he a property of periph-
eral mechanisms (Turvey, in press). Thus, for ':hé purposes .of this paper,
these three fusions are considered lower-levei, peripheral processes.

In contrast, the other three fusions (phonétic feature fusion, chirp fusion,
and phonological fusion) appear to be higher-level processes. Ir generzl, these
fusions are insensitive to large stimulus differences in pitch, intensity, and
timing. Since relative insensitivity to stirmlus energy and stimulus timing
has been noted «s a propérty of central mechanisms (Turvey, in pvess) these
three fusions may -be considered higher-level, rentral processes.

The six fusions run the gamut from primitive to highly complex levels of
precessing. Both man and animals can localize sound, a very low level of fusion.
Phonological fusion, at the other end of the fusion continuum considered here,
appears to be a situation complex enough to allow alternative modes of processing:
some subjects fuse the stimuli presented to opposite ears and give a single
linguistic response, while others donot. All six processes that we -have con-
sidered are fusions: the subject combines two signals into- a single percept.

Yet they are clearly different in many ways. Therefore, we have described,
compared, and contrasted the various kinds of fusion so that more precise experi-
mental questions can be posed in order to unravel the processes involved.
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Constructive Theory, .Perceptual Systems, and Tacit i(nowiedge_*f

Mo. To Turvey+ ——— A s - ',.-a—f':!:

Haskins Laboratories, New Haven

In préparing my comments.on Mace's p,'apgr1 I found myself in the pleasant
position of .having nothing to criticize:. I am sympathetic to -Gibson's. (1966)
theory of perception and it seems to me that Mace's -comments-on-Gibson and :the,
constructivist alternative are both justified and well put. T will tlierefore
{use. ‘this opgortunity to ‘téuch. upon .three .topics vhich are related, if only.
tangentially, to-the issies diScussed by.Mace. First, I will make scme addi-
‘tional .comments: on - constructive-‘theory with speécial reférence ‘to the. domain: of
such a theory; second; I will addréss mysslf to the: idea that "pérceptual.
systems" as defined by Gibson:can play several-different roles: in. the percep-
‘tual .process;. and third, I will comment -on analysis-by-synthesis for the piur-
pose of .drawing a distinction betwéen tacit and explicit identification along

the lines suggested by -Michael Polanyi (1964, 1966).

Constructive Theory. and Linguistic Perception

- Constructive -theory assumes: that perceptual eéxperience is not a diréct
response to stimulation. Rather, the perceptual -experience ie constructed or
created out of a number of ingredients, oniy Some of which ~: . provided by the
sensory' stimulation. Other ingredients.in a pércéption recipe are provided by
our expectations, our biases, and our knowledge of the world in- general.

" In view of most students -of the constructivist leaning all perceptual
experiences are constructed"...from fleeting fragmentary scraps of data sig-
‘nalled by the Senses and drawn from the brain's mémory ‘baiks--themselves con-
structions from snippéts of the past" (Gregory, 1972). The extreme construc-
tivist positidn expressed in this quote (and criticizéd by Mace) is conveniently
satirized in an analogy drawn by -Gilbert Ryle (1949)- A prisoner has been held
in solitary confinemént since birth. His cell has no windows but thére aré somé
cracks in the walls through which occasional flickers of light may be seen, and

-

*Presented at the Conference on Cognition and the Symbolic Processes-at Penn-
sylvania State University, Octcber 1972, and to be published in the conference
proceedings. - '

Yalso University of Connecticut, Storrs.

1Mace, W. M. Ecologically stimulat:iqé 'cogt;iti\.re psychology: Gibsonian per-
spectives. (A paper presented at the Conference.)

[HASKINS LABORATORIES: Status Report on Speechh Research SR-31/32 (1972)]1
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through the stones occasional tappings and scratchings may be heard. 'On the
basis. of -these snippets of light and sound our prisoner-héro becomes -apprised
of -unobserved happenings outside his cell such as football games, beauty
pageants, and the layout of edges and surfaces. 1In order for our prisoner to
perceive these things he must, of course; know something about them in advance.
But we should ask how he could ever come to know anything about, say, football
games except by having perceived one in the first place? .

e ———

Ryle's analogy undetscores the fact that constructiv1sm in dts extreme .
form takes as its departure point traditional image- optics rather than Gibson s
(1966). ecological optics; it denies the richness and variety of-stimulation at
thé receptors and consequently den1es the elaborateness ‘of theé perceptual
apparatus. But if we accept ‘Gibson' s—arguments for information in stimulation
and forperceptual machinery -capable 6f detecting that 1nformation then -the
extreme constructivist view is unnecessary. Thus, for example, g1ven Mace s
arguments and’ demonstrations we do- not -have -to- intérpret Wallach and -0' Connell's
(1953) kinetic depth effect as.a perception synthesized out of 1nformat10n
collected. over a- period -of time: (cf. :Neisser, 1968, 1970) That is to 'say- we do

not have to 1nterpret ‘the perceptual experience of a rigid three—d1mens1onal

-

'rotating object as being the: Tesult of combining :successive ret1nal snapshots of

a two-dimensional form. “The constructivist interpretation of the k1net1c depth
effect :arises, in part, ‘from the failure. to .appreciate that transformatlons of
patterns are probably more stimulating and informative than the static patterns
themselves. .

The main thrust. of Gibson s theory, vis-a-vis construct1v1sm, is that there
are complex variables of stimulation which specify directly the properties of
the world. Perception of ‘the environment corresponds simply and solely to the
detection-of ‘these var1ab1es of stimulation and there are no intermediary
intellectual steps needéd to construct perception out of what is detected.
G1bson, of course, doés not argue that all perception is of this kind3 that is,
he does not argue that all experiences called “perceptual are ‘a direct function
of stimulation. Indeed, he admits that some of ‘the experiénces called perceptual
are not a function of stimulation at all (Gibson, 19593:466). ‘However, lie does
believe that perception is exclusively a function of stimulation where cond1-
tions: 6f stimulation permit.

‘One apparent exception to Gibson's principle of direct perception is the
perception of either the spoken or the written language. Given what we know
about’ -speech perception in particular, (Liberman, Cooper, Shankweilér, and

] Studdert-Kennedy, 1967) and language perception in genéral,we can state in a

paraphrase of Gibson that the conditions of lirguistic stimulation do not per-
mit -direct perception. It is quite evident that the comprehension of linguis-
tic items received by ear and by eye reliés heavily on the .context in which the
items-are occurring. The perception of both spoken and written language pro-
ceeds faster than it should and.it is remarkably unaffected by a variety. of
omissions and errors. Thus, our interpretation of a verbal item in normal
spoken or written discourse is in some: part dependent on our prediction of what
the event- might be and is not simply dependent on the stimulation provided by
the item itself. Our predictions of~-or expectations about--a linguistic event
derive from three major sources: our knowledge of what has just been perceived;
our internal model of the -language, i.e., our knowledge of theé various linguis-
tic rules; and our knowledge of the world. . *
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) Of course, what I have just .described characterizes the approach to per-
ception known as analysis-by-synthesis, an approach which has assumed a central
role in modern constrictivist theory (see Néisgser, l967) Yet while analys1s~
by-synthesis and. constructive theory may prove to be useful to our understanding
of ‘the perception of linguistic information by ear and by -eye (although it goes
w1thout ‘Saying that not everybody necessarily ‘agrees; seée Corcotan, 1971) they
may not prové particularly useful, or:even rélevant, to -othér kinds of percep- .
tion.. There are many good reasons for believ1ng that .speech perception and
reading are rather special perceptual activities and: that they may not-be
representative of How (perception occurs. in. genéral. To. begin with, speech ‘per-
ception appears to involve .an articulatory model-~i. €., & production model
(see. Liberman et al.;, l967) Both experiment (e.g., Corcoran; 1966; Klapp,
1971) &nd clinical observation (e.g., Geschwind 1970). suggest that reading is
at ledst in part parasitic upon the. mechanisms of speech.. ‘There is no compel-
ling . evidence to suggest ‘that other forms of -perception procéed by reference to
a production model The ‘special- .character of linguistic perception is further
supported by Mattingly -8 (l972) -argument that grammar emerged. as. an. interface
between two mismatched nonlinguistic systems which had evolved separately. ‘On

the vocal.apparatus--and on the other we have an intellect which represents,
rather amorphously I suspect, ‘the- world of experience (i €i; the mechanism of
long—term ‘memory). Grammatical codes~ therefore, .convert representations of
experience 1nto ‘a- form suitable for efficient acoustical transmission, or they
Mattingly, and Turvey, l972) [And surely this k1nd of radical conversion is
dt the heart of eonstructivist theory, ‘both: linguist1c perception .and lingu1s—
tic memory are restructurings of st1mulation But we should ask, .as-Liberman
(l972) -‘has, whether such radical conversions occur® in .other pérceptual situa-
tions. ] .
It is perhaps’ instfﬁctive to note that hemispheric damage which results in
thé reading impa1rment generally referred to as word~blindness or alex1a may
leavé unimpaired the ability to’ name- obJects (Howes, 1962). But more Amportant
to our :present concerns is the observation ‘that alexic patients generally have
no difficulty perceiving thé spatial aspects of things -such as -distance, shape,
size, and movement, that is, the propertiés of stimulation Gibson is primarily
concerned with. We should also note a rather perplex1ng observation reported
by Kohler (1951) concern1ng the Innsbruck investigations on the reversal of
the visual world by meéans -of prisms. After several weeks or months of wearing
prisms which reverse the visual world, the visual world may qu1te suddenly
return to normal. But whén this reversal of the visual world to normal occurs
writing may remain reversed; the parception of writtén language apparently
involves at some level a special visual process.. Thetpoint is that answers to
the question; "how do we perceive linguistically?" should not be viewed as
answers to the question: "how do we perceive?"

Perceptual;gystems,Do More Than Register Invariances

Traditionally the senses have been conceptualized as passive conduits -
wvhich transmit imperfect images from the retini. to the brain whére they are
represented as collections of raw sensations and out of which perception is
eventually fashioned. For each kind of sensory experience there is, reputedly,
a special sense; thus, the spécial sense of vision 1§ the source of visual
sensation, the special sense of proprioception is the source of the sensations
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of ones own movements, and so on. The convention, of ¢durse, has been to
classify the senses by modes of conscious quality.

By contrast Gibson proposes that the senses are~activersystems which
registér the invariant structure§ of available stimulation furnished at the
téceéptors and which -afford to the-qbsgrvér‘d@;gcﬁ—knowlgdge of his environment.
In this view, the "senses'-=which: Gibson prefers to ¢all perceptual systéms--
deteéct inférmation rather‘than yield sensations -and are é}ggsifiéd'by modes of
activity rather than by modes of consciousness. Thus looking: and listening "
Yeplace, respectively, the having of visuil and auditory sensations. Of further
importance is thé idea that a particular kind 6f information is not necessarily,
the special domain of a particular perceptidl -systém; but rathér that differerit

‘gystems can détect thé same information either singly or in combination.

Gibson's substitution -of the concept of perceptual systems for that of
the sénses is a commeéndable one, and 'its far-réaching implications for a
gefieral theory of perception have been ‘Spelled out in the. papers by Mace and
Shaw? in this conferénce. What T’ wish to ‘touch:uipdn in-the present dis¢ussion
is the idea that perceptudl systéms are flexible machineries which can be put
to usés: other than that of discovéring invariants in changing stimulation,
although that is théir primary function. Thus, in addition to detecting
iﬁﬁériahcéslpétéép;ué;~gyéceggwgagzbe,ggné;at;yg-dgvié¢é>whiéh—coﬁs;rgcggpgrf
ceptual éxperiences Of ¢értain kinds: But e should giard against concliding:
that just becausg;péfééptuél'sygtémg géglpénsgpuét,sthen“théugveryéayrpe;gepgigg
6f the éveryday world is; constructéd: As T view it, relatively few perceptual
-&xperiénces are constricted. While there is certainly an intimate and theore-
tically provocative relation between .the workings of a perceptual system as a
deteéctor of invariancés and theé workings of a perceptial system as a generative
device, I do not think that the relation is one of identity.

‘ There 1§ -certainly nothing novél in the idea that a perceptual system can
be generative. Indeed, B: F. Skinnér (1963) has elegantly expressed this
notion in his chcice phrase describing -the behavidrist position on conscious
-experience: 'séeing does not imply -Something seen:" If T uiderstand Skinner
correctly he is saying that seeing is (can be?). a ‘behavior and therefore seeing
a Rolls-Royce, for éxample, is an activity which can be évoked (given the right
contingencies) even though no Rolls-Royce 1$ presént to be seen. It i§ instruc-
tive to note that the statemeiit which Skinner finds so admirably descriptive of -
the béhaviorist viéwpoint is the very kind'pf stétementnwhiéh expreésses the
position advanced by constructivists (Gregorys 1972; Kolers, 1968; Neisser,
1967), -although I-suspect that Skinner and the constructivists. find this state-
ment appropriate for différent reasons. In any event, the idea that a percep-
tual system may yield an experiencé in the absence of stimulation has been well
recognized. Thus, dreaming, hallucinating, illusioning, and imaging may all be
considéred as éxamples of this characteristic of perceptual systems. But while
it is reasonable to propose that a person who is seeing or hearing or smelling
things that are not present must be generating them for himself, we need not be
convinced by this -that the generativé -mechanisms he uses overlap with the

normal meéchanisms of seeing, hearing, and smelling. Fortunately there are more
solid grounds for inferring the overlap.

’ZShaw, R. Algoristic foundations of cognitive psychology.
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‘this outcomé is that detecting, -say, a visaal signal and generating a visual

>signals the ‘sequénce verbally. The inference is that imaging the block F and

this- case, signaling the yeses and nos. by pointing is superior to saying the

‘sequént recall of the 1ocation of the digits in the matrix is poorer in the

In a signal detection experiment a subject is asked to image Something ) =
and' to indicate when he has a .good image: At that point a signal is either :
presented or not’ and the subject is required to report. whether the signal -did
or did not occur. If the subject was entertaining an auditory image and the
signal was auditory then sensitivity (measured -as d') is poorer than if a
visual image had beén -entértained. Similarly, ‘the .detection of a visual signal
is 1mpaired more significantly by concurrent visual imagery than by concurrent i
auditory imagery (Segal and* Fusella, 1970 1971).. The interpretation given té b

image require the services of a common mechanism.

A similar conclusion can be drawn from the work of Brooks (1968). A sub-
ject is required to récall (image) a block F that he has recently studied.
With-the ‘block F in mind ‘he must signal its corners, signaling those at the
bottom -and top by." yes those in.between by "ho' -and starring, say, at the
bottom right hand -corner. The task is ‘far moré difficult if he must signal the
sequence -of yeses -and ros by pointing at an: array. of -yéses and: nos than- if he

pointing at the visually disp1ayed words both depend on the- system for seeing. ) :
By way of contrast -wé -can- ask the subject to learn a short sentence" ("A bird -
in the hand is not in the bush ") and then to .go through ithe: sentence menta11y .
indicating each ‘noun:‘by " yes " and-évery: Word. that is: not -a.noun by In . =

yesés and nos -aloud; presumably because: the speech imagery required to maintain
the -Sentencé and: to go. through the- sentence conflicts with speaking the yeses
and nos..

In a similarly ‘motivated experiment (Broo's, 1967) the subject is instructed
about the arrangement of digits in a matriX. ‘The subject is toid to image the
matrix and then to allocate the digits 4in the matrix aceording o the instruc-
tions which are presented to him either in a written ‘form:-or aurally. His Sub~

-~

reading condition than in the listening condition. The: inferencé in this case
is that reading a message is antagonistic to- thé simultaneous representation
of spatial relations, whereas listening to a message is not. -

Other experiments have pointed to this dependence of memory on the percep-
tual apparatus relevant to. thé to-be-remémbered material. Thus Atwood (1971) . S
showed that an irrelevant visual perception interfered more with verbal learning
by means of imagery than did an irrelevant auditory task Den Heyer and Barret
(1971) showed that ‘the short-term retention of the digits in 4 matrix was inter- -
fered with more by a verbal interpolated task than by a visual interpolated
task, while the reverse was true for the retention of the spatial location of
the digits.

On this evidence we may conclude that perceiving and imaging engage the
same neural apparatus, at least at some level, and that memory sustainiag opera-
tions (such as rehearsal) and acts of remémbering (Such as imaging) are carried
out within-the percéptual system most related to the memory material. In
othér words, thére is support for the argumént that a perceptual system is also
a generative system.
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It is commonplace to regard imagery and hallucinating experiences and the
like as-the aiousal of stored representations. The use of nouns such as
"image, hallucination, dream," etc., commits us to the idea of something~-an
objéct or a scene--which is recalled or rearoused or constructed and which
then--1ike a réal object or scéne-<is viewed or experienced by an observer. -
Alternatively we could argue that it is the act of imaging-or dreaming' or
hallucinating that is experienced, and that (following Skinner, 1963). imaging,
dreaming, and hallucinating do not imply things imaged dreamt, or hallucinated.
On this argument, which I hnppen to-prefer, it is true to -8ay that I am imaging
my ‘grandmother, but it is not true to say tha: I have an image of my grandmother
in my head:

Related to the generative capability of perceptual systems is a rather
important use for at least .one perceptual system, the visual perceptual system:
to model :or imitate external events. In a sense, all acts of construction
carried out by a perceptual system- are - imitative acts, but what I have in mind
‘here is the ‘idéa of ‘the visual perceptual System functioning as an analog
spatial model in which orderly, physical operations can be cénducted vicariously
(cﬁ -Attneave, 1972) This characterization. -of the v1sual systém is similar to
Craik's (1943) thesis that -the brain is essentially a complex machine- which can
parallel or model physical processes, a capability of neural machinery which
‘Craik views as the fundamental feature of thought and explanation.

Evidencé that the visual perceptual system -can model ‘physical’space, i.e.,
that it can exhibit processes :which have a similar relation structure to
,phys1cal space (cf. Craik, 1943) is to be found in éxperiments conducted by
Shepard and ‘his colleagues. In one experiment (Shepard and Metzler, 1971)

objects and were- asked to decide .as quickly as possible whether ‘one of the
objects could be. rotatéd inté- the other. ‘The décision latency was shown to be -
an. increasing linear function. of ‘the -angular difference in the portrayed orien-
tation of the two. objects. At :0° differénce the- latency was 1 sec while at
1800 diffeérence the latency was 4 or 5 sec. Each additional degree of rotation
added approximately 16 msec to the latency of recognition ‘and this was essen-
tially so whéther the rotation- was in the plane of the picture or in depth. In
a further experiment (Shepard and’ Feng, 1972) subjects were given a picture of
‘oné. of the patterns of six connected squares which is produced whén the faces
of a cube are unfolded and laid out flat. Theéir task was té-decide with minimal
delay whether two marked edges of two-differént squares would meet if the
sqiare was folded back into the.cube. The time to reach a decision increased
linearly with the sum of the number of squares that would bave beeén involved if
the. folding up operation were actually performed.

In these experiments of Shepard's the subject is apparently imitating
covertly those _operations which hé would perform if he were actually to rotate
a physical object or actually to fold up a physical pattern of squares into a
cube. Moreover, these covert motor activities parallel actual motor activities
in that they are performed in a continuous space and in’real time. On the evi-
dence we should argue that the neural spatial representation which is afforded
by the visual perceptual system and in’'which these covert performances occur
is a model of, or an analogue of, physical space:




- From other experiments we can infer an' interesting complicity b&tween
other perceptual systems and the Visual one:where -spatial properties aré
involved. Auditory localization (Warren, 1970). has been shown to be better
with the eyes open than with the eyes closed; learning responses to tactile <’
stimuli delivered in fixed locations is bétter with unrestricted than with
restricted vision (Attneave and Benson, 1969), and the short-term retention of
a spatial arrangement of tactile stimulation is impaired significantly more by
an irrelevant arithmetic task presented visually than by that same task pre-
sented auditorily (Sullivan, in preparation). What these éxperiments imply is

_that information about location is mapped into the spatial analogue system pro-

vided by vision even when the location information is received or detected by
other perceptual systems.

Knowing About Things You Do -Not Know You :Know About

_ As T have commented above, analysis-by-synthesis and constructive theory
have much in common. The idéa of synthesis is a slippery one but we aan come
to terms with it if we consider the way in whlch a blindfolded man might attempt
to- recognize a solid triangular figure by moving his finger around the outline.
(The exampreils taken- frof an -early: discussion of synthesis by Mackay, 1963.)
To our blindfolded man the concept .of triangularity is .defined by and symmetri-
cal with the sequence of elémentary resporses. necessary in the act of répli-
cating the outlire of a: triangle: Now'we may presume that the recognition of
any- sensory évent is in some sense an act of replication of the stimuli
réceived. In other words, replicas of the input sre generated until there is a
significant degree of resemblance between a Synthetic replica and the input.
Of ‘course the input which the replicating or synthesizing mechanism is dealing
with is in quite a different physiéal form from the original input to the
sensory receptors. It is probably in 'the form of nenroelectrical activity of some
spatial-temporal specifié¢ity. In afy event, to identify a triangle I do not
have to synthesize triangles; to identify a-smell I do not have to synthesize
odors.

* Generally speaking, analysis=by-synthesis models propose that identifi-
cation lies in the act of achieving a reasonable facsirile of the input. But
thé constructivist view of perception, at least on my understanding of it, may
wish ‘to ascribe something more than "identification" ‘to the replicative act.
The stronger and preferred position is that the perceptual experience of some-
thing corresponds to the act of synthesizing that something. Thus, for example,
with reference to the spontaneous reversal of perspective during "midflight" of
a Necker cube set into oscillating, apparent motion; Neisser (1967:144) comments:
"...the reversal of perspective at that point emphasizes that figural synthesis
is not a matter of cold-blooded inference but ‘of genuine:.construction." The
experiences of dreaming, hallucinating, and imaging are especially relevant; as
I noted earlier, it seéms reasonable to propose that a person who is seeing or
hearing things that are not present is experiencing his own.internal acts of
synthesis. But on the constructivist view one wants to argue, in addition,
that the perception of an actual event corresponds to an act of synthesis and
this in my opinion raises a serious, and zs far as I know, unanswered question.
Is the act of synthesis which underlies the imaging of, say, a capital A or a
loved one's face, the same kind of operation as that which underlies the
identification of a capital A or a loved one when théy are visually present?
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I am aware of very little information which bears on this question.
There are, however, a few hints from case studies of agnosia which suggest that
the two operations I have réferred to are not 6f the same kind. A patient who
cannot read letters, i.e., cannot identify them when they are presented
visually, may still be able to visualize them and deséribe their features. °
Conversely, a patient who .can read letters may not be able to image them at
all (Nielsen, 1962:35-40).

Let us hold this somewhat 'isolated observation in abeyance .for a moment
and turn to a more serious but. related problem. If identification occurs in
conjunction with the synthesizing of a reasonable match, and if perceptual
experience corresponds to that successful act of synthesis then wé ‘should con-
clude as follows: the conscious perceptual experience of a sensory event is
the earliest stage in the processing of that event at which the identification
of that even® can be said.to have occurred. I intend to argue that this con-

clusion is false and that at least for certain kihds of linguistic material

identification precedés.the.qonscious’éxperiencg—and on occasion can be shown

to” occur in. the absence of any -conscious experience. whatsoever. If my argument

is correct then we ‘should suppose that the processes underlying identification

-and those underlying conscious -experience- are quite different. To put this -

another ‘way, the operations by which identification of a capital A (using our
earliér example) proceéds.and- those by which the conscious experience of a
capital A is expressed are not identical. Thus we should not be surprised to
find, on occasion, brain-injured patients 'who cannot identify letters but can
easily image them.

Michael Polanyi (1964, 1966) has for some time argued for distinguishing
between two species of knowledge: tacit knowledge, about which we cannot speak,
and explicit knowledge, about which we can. This distinction--adopted here in
a_tather diluted form--will prove fruitful to the ensuing discussion. T will
attempt to show that we may know the identity of a verbal event tacitly, but a
further operation--different from that underlying tacit identification--is
needed "if we are to know the identify of the event explicitly.

A good starting point is provided by the situation evident in visual
masking. As you probably kiow, when two stimuli are presented .to an observer
in rapid succession perceptual .impairment may result. Either the first .or the
second stimulus may be phenomenally obscured, or at least, not identifiable.
One general principle of masking is especially relevaat: when masking is of
central origin (under conditions of dichoptic stimulation) the later-arriving

stimulus is the one likely to be identified rather than the leading stimulus.

In short, masking of central origin is primarily backward and this I propose
is an important comment on the nature of central processes (Turvey, in press).
We should also note that whether or not a lagging stimulus can centrally mask
a leading stimulus is dependent on there being some geometric (and/or perhaps
semantic) similarity between the two. By way of contrast, uasking of periph~
eral origin can occur in the absence of any formal similarity; in the periph-

" eral domain the comparative energies of the two stimuli are more important

(see Turvey, in press).

Paul Kolers (1968) offers a useful analogy for backward masking of central
origin. The idea is that the central processor may be-likened to a clerk who
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receives customers on an aperiodic schedule. When a customer ‘enters the store
the clerk asks him a variety of questions in order to determine the customer's
dispositions and wants. However, if a second customer enters soon after the
first the clerk may be hurried and, therefore, less.thorough in his.treatment

of the first. .Consequently, some things may be left undone. But we should

nite that thé clerk has registered and responded to some of the first customex's
requests. The analogy emphasizes that .although processing. of the first stimu-
lus in a backward masking situation may not be completed and consequently an
expliciz account of the first may not be forthcoming, something about the first
may wel.. be known.’

One kind of experiment in particular is a rather elegant demonstration of
this point. We know that when a stimulus is decreased in-physical energy,
reaction time to its onset is increased proportionately. -However, the reaction
time to a backwardly masked stimulus, which may appear either phenomenally
decreased in brightness or absent altogether is not so affected (Fehrer and
Raab, 1962; Harrison and Fox, 1966; Schiller and Smith, 1966). Thus, we should 3
suppose that in the presence of the masker those operations which determine the
phenomenal appearance. 6f the stimulus have been left relatively undone, but
those wyhich detect the occurrence of the stimulus and determine, its intensity .
have been completed..

But other experiments are more relevant to the distinction that T seek to
draw- between tacit and explicit identification. First is an experiment reported
by Wickens (1972) which shows that an observer may have some knowledge of the
meaning of a maskad word even though he might be unable to report-the actual
identity of the word. 1In this experiment.a word was briefly exposed and -
followed by a patterned mask. Then the subject was given one of two possible
words and asked to guess whether it was similar in some way to the masked and
nonidentified word. This seécond word was never identical to the masked word .
but it was, half of the time, "similar on some dimension to the masked word.

The other half of the time it was dissimilar. For some dimensions at least-~-
the semantic differential, taxonomic categories, and synonymity--the subject

was likely (better than chance) to identify the semantically related word. The—
conclusion we may draw from this experiment of Wickens is that one can have
tacit knowledge about the meaning of a word in advance of explicit knowledge
about its. igentity. This is also the conclusion I think we should draw from

the expe§3ments of Reicher (1969) and Wheeler (1970). Those experiments showed

‘that-undeér identical conditions of backward masking, with careful controls for ez, ™

response-bias effects, a -letter could be more accuirately-recognized if it was
part of a word than if it was part of a nonword, or presented singly (cf. Smith
and Haviland, 1972). It has always seemed 'to me that the simplest interpreta-
tion of this result is that meaningfulness (and/or ‘familiarity) affects the
time taken to process (cf. Eichelman, 1970). But if this is true then we are
faced with trying to understand how meaningfulness or familiarity can assist
speed and accuracy of identification since we should argue, on the conventional
view, that sensory data have to make contact with long-term <torage, i.e., have
to be identified, before their meaning-or familiarity can be ascertained.

This issue is similarly exposed in those experiments which demonstrate a
direct relation between the number of syllables or pronounceable units in a
verbal event and the time taken to identify it. Thus, for example, Klapp (1971)
has shown that the time taken to press a key to indicate that a pair of two-
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syllable numbers, e.g., 15 and 15, or 80 and 80, were the same was measurably
shorter than the time needed to indicate the sameness of _a_pair of three-

this startling result is: how can the number of syllables affect the time to
identify, since surely one must first identify an optical pattern such.as 15 or
70 before one can know how to pronounce it?

In a similar vein there is evidence that the category, letter or digit, to
‘'which a character belongs can be known before its identity.is determined
(Brand, 1971; Ingling, 1972; Posner, 1970). In short, we can knoWw that a
character is a letter or a digit before we know which letter -or digit it is.
On’ Ingling's (1972) data in particular we should have to argue that determining
citzgory membership is not based on any simple or obvious feature analysis. In
passing we should also note that these demonstrations are in concert with the )
special cases of visual alexia reported by Dejerine (1892) and Ettlinger (1967).
Here ‘injury to the left hemisphere results in an inability to read letters but
leaves unimpaired .the ability to read arabic numerals. . And it is not that the
patient has necessarily forgotten the names because he might be able to iden-
tify letters conveyed to him tactually.. Nor is his problem that of being
unable to discriminate letter .features since he can sort letters into: groups
where each group represents one particular letter.

l ' By way of sumsary, there is -good reason to propose that with respect to
certain events one can be .'aid to know something about the identity of an-event
before one knows that event's. identity. This seeming paradox, alluded to
elsewhere by Coltheart (i972a, 1972b), can be resolved if we distinguish between
tacit and explicit ldentification and view the latter as preceded by and shaped
by the tormer. An experiment by Worthington (1964) shows that one can have
tacit knowledge of the semantic character of an even:t in the absence of any
awareness, i.e., explicit knowledge, of its presence. On the surface at least,
Worthington's experiment had to do with the time course of dark adaptation. .
Light adapted subjects seated in.a black room were requested to view a desig-
nated area in which would appear a dim white light. Their task was simply that
of pressing a button as soon as they saw anything in ‘the specified area.
Pressing the button turned the light off and the dependent measure was the time
elapsed before the button was pressed. Unbeknown to the subjects, the dim
light was a disc with a word printéd on it in black. The word could be either
an obscene word or a geometrically similar neutral word. Worthington found
that the average button-pressing latency was determined by the semantic status
of the word; with the obscene words yielding longer elapsed times. It is
i:pqttant to note that no subject ever reported seeing anything in the white
1ight. . *

Further support for the tacit/explicit distinction is to be found ir theé
literature on selective attention in audition, particularly in two experiments.
Both use the technique of dichotic stimulation with the shadowing of one of the
two concurrent messages. The general finding with this paradigm is that the
subject knows little about the unattended message. But I should choose my
temms more carefully; the general finding is that the subject knows very
little explicitly about the unattended ‘message. At all events, as Cherry (1953)
initially observed and as many have confirmed since (e.g., Triesman and Geffen,
1967) a subject may be able to give a relativély detailed account of the
physical character of the unattended message but may be sorely limited in his
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syllable numbers, e.g., 28 and 28, or 70 and 70. The question we should ask of:
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ability to report on the semantic content of the message. We shall see,

however, that the subject knows a great deal more about the unattended message
than he caa tell.

In one experiment (Lewis, 1970) pairs of words wire presented simulta-
neously such that the unattended message words were &ssociatively related,
semantically related, or unrelated to their partners in the shadowed message.
Although the subjects were unable to report the words on the unattended channel,
it was shown that shadowing reaction time was slower when the word presented in
the nonattended message was synonymous ‘with its-pair on the shadowed ear. 1In
short, the unattended words were identified but their identification apparently
was not made explicit. Similar evidence is provided in a recent experiment by
Corteen aud Wood (1972). In this éxperiment certain words were first associated
with shock to establish skin-conductance change to these words alone. The
shockrassociated words, were then embedded in the unattended message along with v
words from the same class (cities) as the shock-associated words, and with con-
trol words. Both the shock-associated and nonshock-associated city names pro-

.duced a significant number of autonomic responses even though the subjects -

(according to the criteria of awareness- employed) were not’ aware of them. -

We should suppose, as I did earlier, that there are important distinctions .
to be drawn between the processes by which we tacitly know and those by which :
we explicitly know. To tegin with, I suspect that the operations of tacit and
explicit identification differ in that the former, unlike the latter, do not
make demands on our limited processing capacity. . Support for this idea can be
drawn from several sources: recent experimental and theoretical analyses of
attentional components (Posner and Boies, 1971), attempts to determirie the
locus of the Stroop ‘effect (Keele, 1972; Hintzman, Carre, Eskridge, Owens, °
Shaff, and Sparks, 1972), and investigations into the relation between central
processing capacity and iconic memory (Doost and Turvey, 1971). Essentially
these sources hold that selective attention and limited capacity effects
operate after a sensory-event has made contact with long-term store (cf. Norman,

1968; Posner and Warren, 1972).

The argument has been made that certain variables which affect identifica-
tion, such as meaning and familiarity, can only influence the course of percep-
tion after contact with loug-term store. -Thus, in an ‘experiment such as Klapp's
(1971) contact between an optical pattern, say, "17," and long-term store, must
precede the determination of how that pattern is to be pronounced. Therefore, .
it must be argued that the number of syllables in the verbalization of the
pattern cannot affect the course of tacit identification. On the contrary, the
number of syllables can only affect the temporal course of explicit identifica-
tion. By the same token, it is the conversion from tacit to explicit identifi-
cation rather than the process of contacting long-term store which is sensitive
to meaning and familiarity.

A nonlinguistic analog of the Reicher-Wheeler phenomenon has-been reported
by Biederman (1972). Essentially, the eéxperiment showed that an object was
more accurately identified when part of a briefly exposed real-world scene than
when it was part of a jumbled version of that scene, exposed equally briefly.
And this was true even when the subject was instructed,’ prior to exposure,
vhere to look and what to look for. Biederman's discovery implies that the
coherency and symmetry of the real-world scene affected the explicit
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identification of the particulars of its composition. In a somewhat related

experiment Eichelman (1970) has ghown that a physical match (see Posner and

Mitchell, 1967) is made faster between two words than between two nonwords -
{cf. Kreuger, 1970). .

The question we should ask of all these experinments is: how can "higher
order" properties of stimulation, such as symmetry, familiarity, and meaning,
affect the identification of the "lower order" properties from which the
"higher order" properties are apparently derived? On the present view, the
answer to 'this question is that these higher-order properties are detected by
Yelatively direct means (analogous, perhaps to Gibson's idea of “resonance"),
and that explicit knowledge about the particulars, and other kinds of informa-

tion embodied in the stimulation, is accessible only after such tacit identi-
fication.

In sum, pattern recognition can be said to consist of two rather broadly
defined stages. The first is thut in which stimulation contacts long-term
store and the second is that in which the tacit identification afforded by the
first stage is converted into explicit knowledge. It would appear on the evi-
dence that ‘the processes involved in the two stages are quite different. More-
over, it would appear that much of what we know about "pattern recognition" is
related to thé class: of operations by which things come -out of long-term store,
i.e., the tacit-to-explicit conversion, rather than to the manner in which
patterns of stimulation contact long-term store in: the first place. In short,
the "Hoffding Step" (Hoffding, 1891; Neisser, 1967) remains very much a mystery.

In view of the foregoing we might also speculate that the form of knowledge
at the tacit level differs from that at the explicit level. This is, of course,
the essence of Polanyi's (1964, 1966) argument. Here we should take it to mean
that the explicit account of an event and the tacit account of that same event
may look quite different, even radically so. Consider if you will the phenom-
enon in the short-term memory literature known as release from proactive inter-
ference (PI). On successive short-term memory tests of the distractor kind
(Brown, 1958; Peterson and Peterson, ‘1959) a subject is given short lists of
maybe three words to retain, a new list for each test. If the words pPresented
on the successive tests are grawn from the-same category recall performance
across the successive tests will decline precipitously. If we now present words
on a short-term memory test wlich have been drawn from a category conceptually
different froz that used in the immediately preceding tests then there is an
abrupt recovery in recall performance. For example, if a subject received
three successive tests with digits .as the to-be-remembered material and then on
the fourth test he was given letters to retain, performance on the fourth test
would be equivalent to that on the first and substantially superior to that on
the third. Wickens (1970) has proposed that the PI release procedure identifies
"psychological” categories. We can assume that there is a common way of encod-
ing within a class (accounting for the decline in recall) which differs between
classes (accounting in turn for the increase in recall with shift in class).

Table 1 shows two distant classes of material as defined by PI release.
The set of words in the left column consists of a random arrangement of three
words drawn from the evaluative dimension, three words from the potency dimen-
sion and three words from the activity dimension of the semantic differential
(0sgood, Suci, and Tannenbaum, 1957). Each word rates high on one dimension
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farm wife
prevent burn
—._~ uncls silence

sea debt
car sing —-
play young —
religious disease
action alone

- develop serious

and is relatively neutral on the other two. The right -column of words is simi-
larly constructed. The difference between the two columns is that the left-
hand column words are drawn from the positive pole of their respective dinan-

sions and the right-hand column -vords are drawm- from the negative pole of their -

regpective dimensions (all words were selected frou Heisse, 1965) The experi-
mental evidence ig. that shifting across dinensions -within the same polarity

does not yield a release from: PI; on the other hand, a highly significant im-
‘Provemer:t in- recall occurs following a change in polarity either within or
between dimensiciis (Turvey -and Fertig, 1970 Turvey, Fertig, and Kravetz, 1969).
In brief, it has been shown that ‘the polarities are orthogonal but the Aimen-
sions-are not. What I should like to argue is that this distinction between
positive and negative polarity is made only tacitly. In the PI release situa=<
tion a distinction is obviously ‘being made, and without effort, between the two
polarities. But I submit that close exanination of Table 1 and carzful perusal
of ‘the individual words- will not lead you to conclude that the two- columns
differ in any sensible way. Imagine if the words in the two columns were simply
mixed together and you were ignorant of the semantic differential (as were the
subjects in the experiments). I doubt if you could even begin to sort them into
the two categories I have described.

In other words, you can make a distinction- tacitly that you cannot readily
mike explic’tly. Quite to the contrary is the situation with nouns and verbs.
A shift from nouns to verbs or vice versa does not lead to a release from PI
(Wickens, 1970), but one can with some facility distinguish nouns from verbs if
one ir asked to do so. In the Lewis (1970) experiment referred to above,
synonymity between attended and unattended words exerted a marked effect on the
reaction time to attended words, but associative relations based on assoclative
norms did not. We might argue from this result that associative norms reflect
explicit distinctions but are themselves not isomorphic with the structure of
tacit knowledge. Similarly, we can argue that the structure of tacit knowledge
does not incorporate images. On thé evidence, a distinction is not made -
tacitly between high-imagery concrete words and low-imagery abstract words,
although such a distinction is clzarly made explicitly. Wickens and Engle
(1970) £ailed to find PI release with a shift from concrete to abstract words,
and vice versa, even though the imagery variable is known to be important in
free-recall and paired-associate learning (Paivio, 1969). Imaging, we might
suppose, is constructing from tacit knowledge.

Assuming, therefore, that my interpretation of the PI release situation is
not toc far off the mark, we may draw the following, highly speculative but
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intriguing-conclusion: you may make distinctions tacitly that you cannot make
expl1citly, and, conversely, you may make distinctions explicitly that are not
furnished tacitly. In this latter case we should assume that such explicit

. distinctions are constructed.
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Hemiretinae and Nonmonotonic Masking Functions with Overlapping Stimuli

Claire Farley Michaels+ and M. T. Turvey++
Haskins Laboratories; New Haven

Single letter targets followed at varying. onset-onset intervals
by a patterned mask wére presented for identification to the hemi-
retinae of both eyes. The tdrget and mask stimuli were spatially
overlapping, the mask could impede target perception dichoptically
and the energy of the target stimuli was twice that of the mask.
Under these conditions U-shaped monoptic masking functions were ob-
tained which. did not differ, as a function of hemiretina, in their
overall shapé ot in théir -points .of maximal masking.

Recent evidence indicates that U-shaped masking functions are not limited
to conditions of metacontrast. Nonmonotonicfunctions relating degree of mask-
ing to stimulus-onset-asynchrony (SOA/ for spatially overlapping targets and
-masks have been renorted by Purcell and Stewart (1970), ‘Weisstein (1971), and
Turvey (iu .press). _Turvey (in press) has ‘hypothesized that rionmetacontrast
U-shaped functions should occur under the following conditions: when the, en-
ergy of the target is greater than that of the mask, and when the mask can
effectively impede the percéption of the target under conditions of dichoptic '
presentation, i.e., the mask is an effective central mask.

An explanation of thé U-shaped function obtained when these conditions pre-
vail can be stated quite generally in terms of a gradual shift with increasing
SOA from masking of peripheral origin to masking of central origin (Turvey, in
press). It is proposed that at-zero and at very brief SOAs the induced per-
ceptual impairment is of peripheral origin. At brief intervals the two stimuli,
target and mask, engage common peripheral networks and under conditions of peri-
pheral interaction the stimulus of greater energy dominates. Thus, peripher-
ally, a greater energy target will occlude a lower energy mask. At comparatively
larger SOAs it is proposed that the two stimuli do not interact’ peripherally but
arrive centrally as separate events. The nature of central processing is such
that given the reception of two stimuli in close succession the. operations o6n
the earlier stimulus are either terminated or distorted by the arrival of the
later stimulus. Centrally the enérgy relation between the two stimuli is rel-
atively unimportant; what matters is the order of arrival, with the advantage
accruing to the later stimulus. Thus, centrally, the later-arriving mask can
impede the perception of the greater-energy target. With further increments in
SOA the perceptual impairment of the target induced centrally by the after~coming
mask daclines because more time is allawed for the central processor to determine
the target stimulus before the mask arrives.

+'Also-University of Connecticut, Storrs.

[HASKINS LABORATORIES: Status Report on Speech Research SR-31/32 (1972)]
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These notions have received some support in a recent series of experiments
reported by Turvey (in press). The present experiment was conducted as a fur-
ther demonstration of nonmetacontrast U-shaped masking functions under the condi-
tions described above. In addition, the experiment asked whether the overall

shape and/or peak of the functions varied with the hemiretina to which the target
and mask were presented, .

Method. Two three channel tachistoscopes (Scientific- Prototype, Model GB)
modified for dichoptic viewing were used to present single letter stimuli (A, H,
M, T, U, V, W, X, Y) to one of the four hemiretinae. The viewing field of the
tachistoscope subtended 6.5 horizontal by 3.5 vertical degrees of visual angle.
The lines composing the letters were .15 degrees thick, while the letters were
92" degrees high and, on average, .60 degrees wide. The center of the letters
was 1.15 degrees’ of visual angle to the left or right of a centrally located
point of fixation. The target letter was followed monoptically by a pattern
mask which consisted of two identical composites of letter fragments, the centers
of which wére positioned 1.15 degrees to the left and 1.15 degrees to the right
of the fixatiou point. The mask and a target letter are presented in Figure 1.
Pilot data had indicated that the mask could successfully impair target .identifi-

Fig.-l
Figure 1: The mask stimulus (right) and an example of the target
stimuli. (The internal border represents the edge of
the viewing field.)

cation under conditions of dichoptic presentation, e.g., if a target was presented
to the temporal hemiretina of the left eye and the mask to the right eye. Both-
the target and mask durations were set at 10 msec to preclude eye movements. Lu-
minances of both stimuli were set initially at 10 ft L, and a 50 percent Kodak
neutral density filter was then used to reduce the mask luminance. Thus, the
energy of the target stimuli was twice that of the mask.

A completely within Ss' design was used, with each S receiving 10 targets to
each hemiretina at each of 10 s0As (0, 10, 20, 40, 50, 60, 80, 100, 150, and 200
msec). For half of the Ss, SOAs increaséd across trials and for the others, they de-
creased across trials. The 40 trials at each SOA were randomly .divided among the
four hemiretinae with the restriction that each hemiretina receive 10 presentations.
On a particular trial, the S knew neither to which eye nor to which side of a con-
stantly illuminated fixation point the stimulus was to appear.
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Eight Yale University urdergraduates, naive about tachistoscopic viewing,
were paid to serve as Ss. They were instructed to identify the letter and go
guess if unsure. The entire procedure took about 40 minutes including‘ifﬂft
minute rest.at the halfway point.

Results and discussion. The number of letters correctly identified at
each SOA was averaged across §s for each hemiretina. These results are pre-
sented in Figurz 2. An Eye X Pathway-type (Contralateral vs. Ipsilateral) X
S0A X Ss analysis of variance revealed that only SOA was significant, F(9,63)=
16.6, p_<.001. All Ss demonstrated maximal masking at SOAs of either 40 or 50
msec. Examination of Figure 2 clearly shows U-shaped functions for each hemi-
retina but obviously neither the minima of these functions nor their ascending
and descending components ‘differed.

According to the hypotheses advanced earlier, two types of masking occurred. .
In peripheral processing, energy was the critical variable and at brief SOAs the
higher -energy. target masked the after-coming mask; that is, the target ‘won out
in the competition for peripheral networks. At longer SOAs, the mask escaped
peripheral impairment by the target and the rules’ of .central processing took
effect; namely, the mask had the advantage of ‘being a second -event .and, as such,
could disrupt the central’prbcessing of the target. On this account, the pre-
sent results indicate that central masking did not differ as a function of the
hemiretina to which the target and mask were delivered.

s O

Another variable needs examination in the present context. Degree of eccen-
tricity from the fixation point has been found to be a determinant of vowel re-
action time (McKeever and Gill, 1972) and degree of metacontrast (Stewart and
Purcell, 1970). We might suspect, that degree .of eccentricity affects peripheral
and/or central masking. This possibility awaits investigation.

Finally, the existence of U-shaped functions in the present expetiment rein-
forces the notion that they are not unique to the metacontrast situation as ‘some
have supposed (cf. Bridgeman, 1971).
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Visual Storage or Visual Masking?: An Analysis of the "Retroactive Contour
Enhancement" Effect 3 .

M. T. Turvey,+ Claire Farley Michaels,+ and Diane Kewley Port .
Haskins Laboratories, New Haven

ABSTRACT

Standing and Dodwell (1972) reported that a contoured target
stimulus, which is only poorly identified when exposed- briefly
against a steady background field, can be identified accurately if
the field is terminated shortly after target. offset. This observa-
tion was replicated and, in addition, it was shown that target iden~
ification is enhanced. when the target onset is—temporally proximate
to the onset of the field. Furthermore, it was:demonstrated that
‘continuous background field is not essential for either effect. It
was argued that. these "retroactive" and "proactive" enhancements of
target identification were due-to a -complex interaction among for-
ward, backward, and simultaneous masking.

INTRODUCTION

A target letter which is at or below recognition threshold when exposed
briefly on a steady homogeneous or heterogeneous background field can become
fully visible if the field terminates within about 100 msec of the target.
This recent discovery of Standing -and Dodwell (1972), which they have named
retroactive contour enhancement (RCE), suggested to them a visual storage
process for subliminal stimuli localized at’ a very early stage in the flow of
the visual information.

The present paper examines the question of whether Standing and Dodwell's
RCE phenomenon was the result of a stprage process, as they have argued, or
the result of some other kind o: operation in the visual system.

EXPERIMENT I

The first experiment sought to replicate the basic finding of the Standing
and Dodwell paper.

+Also University of Connecticut, Storrs.
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Method

Subjects. The subjects were four Yale University undergraduates who were
paid $2.00 per hour for their services. All four subjects had normal or

corrected-to-normal vision and all four were unfamiliar with tachistoscopic
viewing.

Apparatus and stimulus materials. The same apparatus and the same mater-
ials were used for all four experiments reported. The stimuli were presented
by means of a three-channel tachistoscope (Scientific Prototype, Model GB) with
automatic slide changers. The viewing distance was 15 in. and the field of
the tachistoscope subtended 3.5 deg vertical and 6.5 deg horizontal.

The target stimuli were a set of 100 trigrams constructéd—from the set of
consonants with the restriction that no consonant was repeated within a tri-
gram. The black letters on a white surround ‘subtended’ .67 ‘deg vertical and,
on the average, .36 deg horizontal. The thickness of the letter parts sub-
tended .13°'deg visual angle; and the -average separation betweén -adjacent:
letters was .40 deg. The background field, or mask, was a random noise field,
3. 5 deg vertical by 6.5 deg horizontal, used in previous -experiments- (see
Turvey, in press, Figure 2).- The random noise luminance was set -at 0 6 ft L
as measured by a SEI photometer.

Procedure. There were two durations of the random noise mask, 700 and
1000 msec (botn had been used in the Standing and Dodwell experiments). Five
intervals, 500, 600, 625, 650, and 675 msec, were used between onset of the -
mask and onset of the target stimulus. The duration of the target stimulus was
20 msec. Therefore, at the longest onset-onset interval of 675 msec the
700-msec mask terminated 5 msec after target offset and the 1000-msec mask
terminated 305 msec after target offset. The mask exposure was superimposed on a
fixation field of 0.02 ft L. The relation between the stimuli in.the two con-~
ditions is shown in Figure.l.

Prior to testing each subject, the appropriate level of target stimulus
luminance was determined so that the subject could identify an average 1.5 con-
sonants in a trigram display exposed for 20 msec against a steady random noise
background. The luminance value so determined was the target stimulus lumi-
nance used for the experiment. The average target luminance was 3.2 ft L.

Each subject was given twelve blocks of 20 trials, six with the random
noise exposed for 700 msec and six with the rarndom noise exposed for 1000 msec.
Within a block the onset-onset times, or stimulus onset asynchronies (SOAs),
were randomized, with the restriction that each SOA occurred four times. The
subjects alternated between the random noise exposures of 700 and 1000 msec
across the twelve blocks with two subjects beginning with the shorter duration
and two with the longer. The consonant trigram changed with cach trial, and the
subjects were scored for the number of consonants correctly identified. All
stimuli were presented monocularly to the right eye; Standing and Dodwell had
used binocular presentation.

Results and Discussion

The function relating the proportion of consonants correctly reported to
SOA for both exposure durations of the random noise are given in Figure 2.

-
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Figure"l: Temporal relation between random noise mask and target
stimuli in the 700 msec and 1000 msec conditions of
Experiment I.
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A Treatment (random noise duration) x Treatment (SOA) x Subjects analysis

yielded a significant effect of noise duration (F = 74.87; df = 1,35 p < .005),

& significant effect of SOA (F = 23.17; df = 4,12; p< .00l) and a significant

inte;;c;ion between random noise duration and SOA (F = 9.57; df = 4,12; * -
p< .005).

The present experiment corroborates the main finding of the Standing and
Dodwe:ll experiments: the identification of a target stimulus increases when
the background field on which the target stimulus is exppsed terminates shortly i
after target-stimulus offset. In Standing and Dodwell's éxperiments the target
stimuli consisted of one letter (S or L) in a forced-choice task, while the

_present experiment required identification of consonants presented in trigram

strings. The implication is that the phenomenon is quite robust.

The only difference between the data of Standing and Dodwell and those
presentad here is that the increase in identification with increasing SOA in the
700-msec condition was more gradual in the present experiment. The source of
this difference probably lies in the differénce between the stimuli and response
measures used in the <wo experiments.

EXPERIMENT II

The second experiment sought to determine whethef,the result of Experiment I
could be obtained within a smaller range of mask exposures. :

Method

The experiment was ccnducted in two piirts and the apparatus and stimuli
for both parts were the same as used in Experiment I. Both parts of the experiment

. used random noise exposures of 100 and 200 msec and a target exposure of 5 msec.

The luminance of the random noise was set at .32 ft L for both mask duraticns
and for both parts of the experiment. The stimuli were presented monocularly
to the right eye.

Prior to testing of subjects in both Parts 1 and 2, the target luminance
was determined at which approximately one item could be identified against a
steady mask background. The target stimuli were then presented to each subject
at this luminance for the course of the experiment. The average target lumi-
nance for the four subjects was 2.5 ft L.

Part 1. For each of the two mask exposures of 100 and 200 msec duration
the target stimuli were superimposed on the mask field at SOAs of 10, 25, 50,
75, and 90 msec. The presentation of the mask expos re duration and SOA com- . -
binations follgwed the same pattern as described in Experiment I. However,
only six blocks of 20 trials were used in the present situation, three for each
mas.t duration.. As before, SOAs were randomized within a “lock with each SOA
occurring four times. Two of the authors were the subjects for this part of the
experiment. '

Part 2. The second part of the experiment differed from the first in that
five additional SOAs of 110, 130, 150, 175, and 190 msec were examined at the
mask exposure of 200 msec. The two subjects for this part of the experirent .
were Yale University undergraduates who had never participatad in a tachisto-
scopic experiment before and who were paid for their services. Both subjects
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received nine blocks of 20 trials; three blucks with the mask at 100 msec,
three with the mask at 200 msec and SOAc less than 100 msec, and three blocks
with the mask at 200 msec and SOAs greater t%an 100 msec. The order of the
three blocks was partly counterbalanced acrous the two subjects and within a
block SOAs were randomized with the restriction that each SOA was examined
four times.

Results and Discussion

The averaged data of the two subjects in Part 1 are given In Figure 3 and
those of Part 2 are given-in Figure 4. Inspection of both figures reveals
that the functions relating ‘identification performance tc SOA are nonmonotonic
for the 100 msec mask exposure of Parts 1 and 2 and for the 200 msec exposure
- of Part 2. Thus, superimposing the target onto the mask background in close
temporal proximity to either mask onset or mask offset led tz enhancement in
letter identification. In short, there was both proactive and retroactive
facilitation and this U-shaped relation between target perceptibility and
temporal location in the mask brings into question the memory interpretatiocn of
RCE proposed by Standing and Dodwell. According to that interpretation traccs
of the target -and mask persist beyond their exposures,. and, presumably, these
perceptual traces decay exponentially with time. It is assumed that the target
trace is the more durable of the two, either because the target is of greater
intensity or because -the target, -unlike the mask, is contoured. Ia any event,
if the mask offsets soon after the target exposure the mask trace will termi-
nate before the target trace; consequently, the target trace may be accessed
and the contour information recovered. On the other hand, if the mask offsets
well beyond the target exposure, the mask or its perceptual ‘trace may persist
beyond the useful life of the target trace. Under these conditions recovery of
the target would be impessible.

There are two fundamental difficulties with the persisting trace or visual
storage hypothesis. First, by necessity it must predict a positively monotonic
relation between target perception and SOA--in contrast to the U-shaped relation
obtained in the present experiment. Second, although the storage hypothesis
addresses itself to the improvement in target identiiication with proximity to
mask offset, it does not speak, obviously, to the problem of why the steadily-
presented mask should impede the perception of the target in the first place.

"wo other points n2ed to be made. First, in both Experiments I and IT it
was determined that the relation between the target and mask energies which
produced RCE was such that the mask, at its longest durations of 1000 and 200
msec, did not significantly affect the accuracy of target identification if it
followed the oifset of the target or if it preceded the onset of the target.
Second, while letter identification by three of tiie four subjects in the pre~
sent experiment was poorest in the 100 msec mask duration condition at SOA =
50 msec, one subject's letter identification (in Part 2) was lowest at SOA =
30 msec and reasonably good at SOA = 50 msec., This subject variability
accounts 1in part for the different minima observable in the 100 msec mask
functions of Figures 3 and 4.

EXPERIMENT TIE

The third experiment was similar to Experiment II, with one major diiference.
Instead of overlapping the target and mask fields temporally, the mask was
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terminated at target onset and continued from target offset. In other words,
the target was inserted into a temporal "hole" in the mask, with the duration
of this hole equal to the duration of the ,target. This was done to assess
whether an uninterrupted presentation ofhthe mask was essential to the pro-
active and retroactive facilitation effects demonstrated in Experiment II. A
positive demonstration would argue that the paradigm used by Standing and
Dodwell does not differ appreciably from the more common masking paradigm
used to investigate interference between temporally discrete events.

Method

Two paid, tachistoscopically naive, Yale University undergraduates at~
tempted to identify the trigram stimuli under conditions very much like those
of Experiment II, Part 2. The general procedure was to present a target for
10-msec preceded and followed by random noise. Two identical random noise
fields were presented on two separate channels of the tachistoscope. In this
experiment, therefore, there was no fixation field .since all three channels of
the tachistoscope were used for the random no*se/target/random noise sequence.
The total duration of random noise/target/random noise was either 100 or 200
mséc. In the 100 msec condition the target stimulus was presented at the
follow1ng SOAs: 10, 30, 50, 75;and 90 msec, where the SOA was measured from
the onset of the first exposure of the random noise. In the 200 msec condi-
tion the target was presented at five additional SOAs of 110, 130, 150, 175, and
190 msec. Since the random noise mask was off for the duration of the target,
the total time the mask was exposed was 90 msec in the 100 msec condition and
190 msec in the 200 msec condition.

Both subjects received nine blocks of 20 trials in the fashion described in
Part 2 of Experiment II. “Prior to the experiment the target luminance was deter-
mined by an identification accuracy of a little less than one consonant per tri-
gram exposure when the target was superimposed upon the continuous mask. This
luminance was 4.0 ft L for both subjects. The luminance of both random noise
fields was 0.32 ft L and the stimuli were presented to the right eye.

Results and Discussion

The averaged data for the two subjects are plotted in Figure 5. Comparison
of Figure 5 with Figure 4 shows that the functions relating SOA to consonant
identification for the 100 and 200 msec conditions of the present experiment are
identical in form to those of Experiment II. The conclusion we draw from this
is that a continuous mask is essential neither for the RCE effect nor for the
proactive facilitation demonstrated in Experiment II.

For the luminance levels used in the .present experiment it was determined
that with the mask only preceding or only following the target, impairment in
the identification of the target was minimal. This was true for both the
shortest (10 msec) and the longest (190 msec) exposures examined. Uttal (1969)
has recently reported an experiment which showed that a leading mask and a
lagging mask which failed at a certain interval to impair target identification
when presented separately, significantly reduced target identification when
presented in combination. Uttal (1969, 1971) and Walsh (1971) have speculated
that the elevated masking evident in Uttal's (1969) combined forward and back-
ward masking situation may have resulted from the oummation of "latent" masking
effects which in themselves were inadequate to affect target recognition.
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- If target perception in the present experiment was determined by the joint
effects of "latent" forward and backward masking, then we can argue that the
systematic, nonmonotonic changes in target perception as a function of SOA were
the result of systematic changes in the differential masking irfluences of the
forward and backward exposures of the random noise. We should recall at this
point that in the present experiment SOA was defined as the interval eldpsing
between the onset of the first exposure of the random noise and the onset of
the target. Therefore, since mask/target/mask time was held constant within a
condition, increasing SOA was equivalent to increasing the duration of the
forward- mask and to decreasing the duration of the backward mask.

Within limits, an essential determinant of monoptic masking is the energy
relation between the stimuli, and in the view of a recent discussion of masking
(Turvey, in press), when two stimuli are competing for common peripheral net-
works, the stimulus of greater energy tends to have the advantage. 1In the 3
present experiment the target was more intense than the mask, 4.0 ft L compared
to 0.32 ft L, and therefore, for equivalent exposure: durations the target was
of greater energy than the mask, where energy 'is defined as: duration x
luminance. Thus, at brief SOAs in the present experiment the target probably
impaired the leading random noise more than the leading random noise impaired
the .target. Therefore, we suspect that at these brief SOAs forward masking
effects were minimal, and the weight of the masking action wag on the lagging
exposure of the random noise. This, we may recall, was not an effective masker
when presented in the absence of the leading exposure. However, at longer SOAs,

e.g., 60~-70 msec, the forward random noise¢, because of its increased encrgy,
was a more pronounced forward masker and could more effectively interact with .

 the lagging random noise to impede target perception. In short, the transition

from brief to moderately long SOAs in the present experiment was accompanied by
an increase in the effectiveness of the forward masker. In the presence of the
backward mask this resulted in the decreasing perceptibility of the target as

a function of SOA. This accounts for the "proactive facilitation' effect
evident in the present data, and we can account for the RCE effect in a similar
fashion.

We can assume that at the longer SOAs the duration, and therefore, the
energy of the, backward mask was reduced below that point at which independently
it could maximally influence the target. We should bear in mind, of course,
that the maximal influence of the random noise as either an independent forward
or backward masker was not sufficient to impair target identification. As
Walsh (1971:265) has commented, '"discriminability is not equivalent to invulner- L

. ability." 1In any event, at the longest SOAs the backward masking action of the

random noise was minimized, leaving the leading exposure of the random noise as
the major source of masking. Consequently, in both conditions of the present
experiment target identification increased as backward masking decreased, with
increases in SOA from the middle to the longest values. This increase in target
identification at the longest SOAs is RCE.

Thus, the RCE effect manifest in the present experiment may be interpreted
as a-change in target identification resulting from variation in the joint <~
masking effect of leading and lagging masks. We believe that this conclusion
can be generalized to the RCE effect observed in Experiments I and II of the
present paper, and -to the experiments of Standing and Dodwell. In those experi-
ments the target and mask overlapped temporaily, a condition which, in view of
the foregoing, can be interpreted as a target/mask composite preceded and
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followed by a mask. . At most, performance in a continuous mask situation should
be poorer than performance in a comparable, interrupted mask situation in view
of the additional element of latent simultaneous masking. In our view, there~
fore, the difference between the two situations is simply one of degree.

EXPERIMENT IV

The fourth experiment was designed to test the masking interpretation of
Experiment III and thus, of the RCE effect. If target identification in
Experiment III was due to the joint effect of the forward and backward mask;
then varying the masking capability of either the leading or lagging exposure
of random noise, or both, should affect target identification.

We have good reason to believe that in the present series of experiments
the locus of the influence of the random noise mask on target stimulus percep-
tion was peripheral rather than central. It was determined thit at the inten-
sity levels used in Experiments I, II,and III, the random noise; either over-
lapping or not overlapping temporally with the target, could not impede target
perception when it was presented to one eye and the target stimulus was pre-
sented to the other. In addition, the random noise mask of the present series
of experiments had been shown previously, over a range of conditions, to be a ]
relatively ineffective dichoptic masker for the present set of trigram target
stimuli (Turvey, in press). _ .

Accepting the peripheral origin of the RCE effect demonstrated in the
three experiments of the present paper and, we presume, in the experiments of
Standing and Dodwell, we would expect that a major determinant of peripheral
masking, the energy relation between the stimuli (Turvey, in press) is also a
major determinant of RCE. In this view, what was important to the RCE effect
of Experiment III was the reiation between the energies of the pre- and post-
target mask exposures and the target, and not the proximity of the target to
mask offset. To test this hypothesis the luminance and duration of the lagging

random ncise exposure were varied. If energy, rather than the time before
* mask offset, was the important variable determining RCE, then trarget percep—
tibility should not be altered by the reciprocal intarchange of mask duration

and mask intensity, but it should be significantly influénced by the indepen-
dent manipulation of either. o

Method

Three Yale University.undergraduates, naive about tachistoscopic presen-
tation, were paid for their participation. The experiment used the target and
mask stimuli of the preceding experiments.

In most respects the experimental procedure was similar to that descrived
for Experiment III, i.e., a 10 msec target was preceded and followed by a
random mask exposure. In the present experiment, however, the duration and
intensity of the lagging exposure were systematically varied. The luminance of
the lagging random noise was set at 3.2 ft L and then presented at 50%
(1.6 ft L), 25% (0.8 ft L), or 10% (0.32 ft L) of this value. These three
luminance levels of the lagging mask were combined factorially with three dura-
tions of 10, 20,and 50 msec. Each subject received six blocks of 15 trials,
two ‘blocks per mask luminance level. Within each block five trigrams were
followed by a 10 msec mask exposure, five by a 20 msec mask exposure, and five
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by a 50 msec mask exposure, with the mask duration randomized within the 15
trials. The-six blocks were balanced across the three subjects such that each
luminance: level appeared with equal frequency at each position in the test.

i Thus, each subject received all nine luminance/duration conditions with lumi-
i nance level counterbalanced and duration randomized within luminance level.
|

Throughout the experiment the leading random noise exposure was constant
at 50 msec duration and 0.32 ft L intensity. The mask was terminated at tar-
get onset and continued from target offset. The same target luminance of
3.2 ft' L was used for the three subjects, and all stimuli were presented mon-
optically, to the right eye.

Results and Discussion . %

The proportion of letters correctly reported at each luminance/duration
combination is given in Table 1. Inspection of the table shows that increasing
~either the duration or the intensity of the lagging mask decreased target per-
ceptibility. An analysis of variance showed that both main effects of duration

TABLE 1

“EXPERIMENT IV: Proportion of letters correctly identified as a
function of luminance and duration of lagging mask.

Duration ° Luminance (per cent of 3.2 ft L) _
(msec) 10% 25% -50%
10 .86 .83 - .42
' 20 .77 .51 .11
50 41 .17 .07

and of luminance were significant; F = 42,13; df = 2,4; p< .0l and F = 129.20;
df = 2,4; p< .01, respectively. Moreover, it was obvious that the total

energy (luminance x duration) of the lagging mask was the important determinant
of performance in the present experiment. First, increasing both duration and
intensity resulted in a greater impairment in target identification than
increasing either independently. Second, in the three cells of Table 1 in
which energy was held constant by the reciprocal variation of luminance and
duration, i.e., 10% x 50 msec, 25% x 20 msec, and 50% x 10 msec, target percep—
tibility was relatively constant. We should also note that reducing mask
duration at each of the threée luminance levels resulted in an improvement in
target identification; thus, the RCE effect was observed at each luminance
level.

]

On the evidence of Experiment IV we may conclude that the enhancement in
target identification that accompanied the reduction in the target offset/mask
offset interval of Experiments I-III was due to the reduced energy of the mask
exposure following the target rather than to the increased proximity of offsets.
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. But more generally, we may conclude that the nonmonotonic relation between

target perception and SOA evidenced in the present experiments was due to

systematic changes in the joint masking effect of the preceding and succeeding
exposure of the random noise.
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Reading and the Awareness of Linguistic Segments

' Isabelle Y. Liberman,+ Donald Shankweiler,+ Bonnie Carter,++ and

F. William Fischer+t -

ABSTRACT

Since many children who can understand spoken language cannot
learn to read, we have asked What the child needs for reading beyond
‘that which he already commands for specech. One important extra
requirement is conscious awareness of phonemic segmentation. In
speech, phonemic segments are normally encoded into units of approx-
imately syllabic size. Awareness of linguistic structure at the
phoneme level might therefore be difficult to attain, more difficult
in any case than at the syllable level. Using a task which required
our four~, five-, and six-year-old subjects to tap out the number of
segments in spoken items, we found that analysis into phonemes is,
indeed, significantiy harder than analysis into syllables. At all
three ages, far fewer children reached criterion with the phoneme
task; those who achieved criterion required a greater number of
trials to do so.

There are many children who readily acquire the capacity to speak and
understand language but do not learn to read and write it. It is ~f interest, '
therefore, to ask what is required in reading a language that is not required
in speaking or listening to it. The first answer which comes to mind, of
course, is that reading requires visual identification of optical shapes.

Since our concern here is with reading an alphabetic script, we may well ask
whether the rapid identification of letters poses a major obstazle for children
learning to read. The answer is that for most children perception of letter
shapes does not appear to be a serious problem. There is considerable agree-
ment among investigators that by the end of the first year of school, even
those children who make little further progress in learning to read generally
show no significant difficulty in the visual identification of letters as such
(Vernon, 1960; Shankweiler, 1964; Doehring, 1968; I. Liberman, Shankweiler, .
Orlando, Harris, and Berti, 1971; Kolers, 1972).

+ﬁniversit:y of Connecticut, Storrs, and Haskins Laboratories, New Haven.

++University of Connecticut, étorrs.
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Beyond identification of letters, learning to read ré%hires mastery of a
system which maps the letters to units of speech. There is no evidence,
however, that children have special difficulty in grasping the principle that
letters stand for sounds. Indeed, children can generally make appropriate
sounds in response to single letters, but are unable to proceed when they
encounter the same letters in the context of words (Vernon, 1960).

Another possible source of difficulty is that the relation in English
between spelling and the language is often complex and sometimes highly irregular.
But even when the items to be read are carefully chosen so as to include only
those words which map the sound in a simple, consistent way and which are part
of their active vocabularies, many children continue to have difficulties
(Savin, 1972).

, There remains at least one S6ther possible barrier to reading acquisition.
As suggested by several investigators (I. Liberman, 1971; Mattingly, 1972; Savin,
1972; Shankweiler and I. Liberman, 1972), in order to read an alphabetically
written language, though not necessarily to speak and listen to it, the child
must be quite consciously aware of phonemic segmentation. Let us consider the
child trying to read the orthographically regular word bag. We will assume that
he can see the written word and.can identify the letters b, a, and g. We will
assume also that he knows the sounds of the individual letters, which he might
say as [ba] [ae] [gA]. But if that is all he knows, then he would presumably
read the word as the trisyllable "buhaguh," which is a nonsense word and not the
meaningful monosyllable '"bag." If the child is to map the three letters of the

.printed word bag onto the one-syllable spoken word "bag" that he already knows,
he must be consciously aware that the-sgdken word consists of three phonemic
segments.

As we have said earlier, we believe that it is this requirement, this need
to be consciously aware of the phonemic segmentation of the spoken word, that
presents real difficulties for many children learning to read. But why should
this pose special difficulties? If the sounds of speech bore a simple one-to-
one relation to the phonemic units in the spoken message, just as the letters
do (at least in the orthographically regular case), it would be hard to see why
the child should be unaware of the phonemic segmentation. That is, if there
were in the word "bag'" three acoustic segments, one for each of the three
phonemes, then the segmentation of the word that is represented in its spelling
would presumably be quite apparent. .

However, as extensive research in speech perception has shown (Fant, 1962;
A. Liberman, Cooper, Shankweiler, and Studdert-Kennedy, 1967; Stevens, 1972),
the segmentation of the acoustic signal does not correspond directly or in any
easily determined way to the segmentation at the phonemic level. It should be
emphasized that this lack of correspordence does not come about simply because
the sounds of the phonemes are joined together, as are the letters of the alpha-
bet in cursive writing or as may be implied by the reading teacher who urges
the child to blend "buhaguh" into "bag.' Rather, the phonemic segments are
truly encoded in the sound. In the case of ''bag,' for example, the initial and
final consonants are folded into the medial vowel, with the result that informa-
tion about the successive phonemic segments is transmitted more or less simul-
taneously on the same parts of the sound. In exactly that sense, the syllable
"bag' is not three acoustic segments, but one. This is not to say that the
phonemic elements are not real, but only that the relation between them and the
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sound is that of a very complex code, not a sinple substitution cipher

(A. Liberman et al., 1967). To recover the phonemic segments requires a corre-

spondingly complex decoding process. In the normal course of perceiving speech,

these processes go on quite automatically and, in the usual case, without con-

scious awareness. . °,
That it might be more than a little difficult to bring the processes of

phonemic analysis above the level of conscious awareness is suggested by the

fact that an alphabetic method of writing has been invented only once (Gelb,

1963) and is a comparatively recent development in the history of writing sys-

tems. Of more immediate relevance to us is the evidence that children with read-

ing disabilities may have difficulty even with spoken language when required to

perform tasks that might demand explicit awareness.of phonemic structure. These

children are often reported,. for example, to be deficient in rhyming, in recog- -

nizing that two different monosyllables share the same first (or last) phonemic

segment (Monroe, 1932) and according to recent research (Savin, 1972), in speak-

ing Pig Latin, which demands a conscious shift of the initial phonemic segment

to the final position in the word.

‘l

As noted earlier, research on speech perception has found that the acoustic
unit into which the phonemic element3 in speech are encoded 'is of approximately
syllabic dimensions. We would therefore suppose that the number of syllables
(though not necessarily the location of syllable boundaries) might be more
readily available to consciousness than the phonemes. If so, we might then have
an explanation for the assertion (Makita, 1968) that Japanese kana, which is
approximately a syllabary, is easier for the child to master. Since word seg-
ments are perhaps even more accessible, we might expect that an orthography
which represents each word with,a different character, as in the case of Chinese
or the closely related Japanese kanji, would also not cause, in the beginaing
reader,l the particular difficulties that arise in mastering the more analytic
alphabetic system. Indirect evidence of the special burden imposed on the
beginning reader by an alphabetic script can be found also in the relative case
with which reading-~disabled children learn kanji—like representations of lan-
guage while being unable to break the -alphabetic cipher (Rozin, Poritsky, and
Solsky, 1971). It is worth noting, in the context of the foregoing observations,
that since the time of the Greeks, methods of reading instruction (Mathews,
1966), have sporadically reflected the assumption on the part of educators that
the phonemic structure is more easily taught through the use of syllabic units,
presumably because the latter -are easier for the child to apprehend.

llt should be emphasized that the advantage of a logographic script is limited

to the beginning reader. For the older child and adult, the kanji system
presents other difficulties, such as the large number of characters to be
learned (some 1,800 kanji for the daily newspaper, 5,000 for a novel). As to
the Japanese kana, it appears an ideal writing system for the open-syllable '
Japanese language with its relatively small number of syllables {approximately
90) but would be hardly appropriate for the complex and highly variable
syllable structure of English. Though neither the logograph nor the syllabie
would be recommended as substitutes for the alphabet in the English writing
system, they might be considered for use as units in initial teaching methods.
L. Gleitman and P. Rozin of the University of Pennsylvania (personal communi-
cation) have incorporated both into a teaching method which they consider to
be promising with problem readers.
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However, no research has been addressed specifically to the question of
whether children, when they begin to read, do, in fact, find it difficult to
make an explicit phonemic analysis of the spoken word and whether this ability
comes later and is more difficult than syllabic analysis. 1In this study, we
will see how well children at nursery school, kindergarten, and first grade
ages can identify the number of phonemic segments in spoken words and will com-
pare this with their ability to deal similarly with syllables.

METHOD

Subjects

The subjects were 135 white, middle class children from a public preschool
program in the suburban town of Manchester, Connecticut, and from the elementary
school in the adjoining town of Andover, Connecticut. They included 46 nursery
schoolers ages 48 to 68 months, mean age 58 months ¢{S.D. 5.40), 49 kindergar-
teners aged 63 to 79 months, mean age 70 months (S.D. 4.10), and 40 first
graders aged 65 to 96, months, mean -age 83 months (S.D. 5.50). The nursery
school group contained 21 boys and 25 girls; the kindergarteners, 18 boys and
31 girls; the first.graders, 15 boys and 25 girls. All available children at
the appropriate grade levels in the participating schools were used, with the

_following exceptions: among the nursery school children, four with speech and
‘hearing problems, 12 who refused to enter into the testing situation at all,
and five who were so inattentive and distractible that demonstration trials
could not be carried out; among the kindergarteners, one who had returned to
kindergarten after several months in first grade and one whose protocol was
spoiled by equivocal responses. No first graders were excluded.

" Alphabetized class registers at each grade level were used to .alternate

. the children between the two experimental groups, the one requiring phoneme seg~

mentation (Group P) and the other, syllable segmentation (Group S). Equalization
of the numbers of children assigned to each type of task was complicated at the
nursery school level by the sporadic lack of participation by individual children.
An attempt to equalize the numbers of boys and girls in the two task 8roups was
hampered by the unequal numbers of the two sexes at all grade levels. The final
composition of the groups is shown in Table 1. .

TABLE 1: Composition of phoneme (P) and syllable (S) groups across
grade and sex.

Grade Nursery School  Kindergarten First Grade
Task P S P S P S
Male 9 12 9 9 7 8
Female 11 14 15 16 13 12
Total 20 26 - 24 25 20 20
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The level of intelligence of all the subjects was assessed by the Goodenough
Draw-A-Person Test (DAP). When' computed across tasks, the mean DAP IQ was
110.06 (S.D. 18.20) for the syllable group and 109.19 (S.D. 15.73) for the
phoneme group. "Across grade levels, the mean IQ was 112.11 (S.D. 17.04) for
the nursery schoolers, 108.90 (S.D. 17.92) for "the kindergarteners, and 107.73
(5.D. 15.50) for the first graders. Two-way analyses of variance perform:d on
the DAP IQ scores revealed no significant differences in 1Q, either across
tasks or azross grade levels. In addition, the mean chronological ages of the
two task groups were also found to be not significantly different. The mean
age in months of the syllable group was 69.41 (S.D. 11.25); of the phoneme
group, 69.58 (S.D. 11.18). Therefore, any performance differences in the two
types of segmentation can reasonably be taken to be due to differences in the
difficulty of the two tasks. 5

Procedure

Under the guise of a “tapping game," thz child was required to repeat a
word or sound spoken by the examiner and to indicate, by tapping a small wooden
dowel on the table, the number (from one to three) of segments (phonemes in
Group P and -syllables in Group S) in the stimulus items. Four sets of training
trials containing three items each were given. During training, each set of
three items was first demonstrated in an order of increasing complexity (from
one to three segments). When the chiid was able to repeat and tap each item in
the triad set correctly, as demonstrated in the initial order of presentation,
the items of the triad were presented individually in scrambled order without
prior demonstration and the child's tapping corrected as needed. The test
trials, which followed the four sets of training trials, consisted of 42 randomly
agsorted individual items of one, two, or three segments which wers presented
without prior demonstration and corrected by the examiner, as needed, immediately
after the child's response. Testing was continued through all 42 items or until
the child reached criterion of tapping six consecutive items correctly without
demonstration. Each child was tested individually by the same examiner in a
single session during either late May ox.June, 1972.

Instructions given to the twc experimental groups at all three grade levels
were identical except that the tralning and test items involved phonemic seg-
mentation in Group P and syllabic segmentation 'in Group S. (See Stimulus Materials

for further details,) The instructions used for the syllable task were as
follows:

"We are going to play a tapping game today. I'm going toc say some
words and sounds and tap them after I say them. Listen, so you'll
see how to play the game."

Trainigg;;rials.

Step 1. (Examiner demonstrates with first training triad.) 'But
(one tap). Butter (two taps). Butterfly (three taps)."

"Now, I want you to do it. Say but...Good. Now, tap it...
Good. Now, put your stick down. Say butter...Tap it...
Good. Now, put your stick down. Say butterfly...Tap it...
Now, put your stick down." (If the child makes an error in
tapping, the entire triad is demonstrated again. 1f exzor
persists, E goes on to Step 3. If tapping is correct, E
goes to Step 2.)




Step 2. "Now, let's do it again to make sure you've got the idea.
I'11 mix them up and see if I can catch you. Say brtter...
Now, tap it...Say bur...Now, tap it...Say butterfly...Now,
tap it."

Step 3. "lLet's try some more words. 1I'll do it first." (Demonstra-
tion is continued with the next three training triads,
following all procedures in Steps 1 and 2 as needad.)

Test triais.

"Now, we'li play the real game. I'll say a word, hut I
won't tap it, secause you know how to play the ganme yourself.
S0, you say the word after me and- then tap it. . After esch
word, be sure to put your stick down so I'll know you've
finished tapping."

“Here's the first word., . You say it and tap
it." If the child taps incorrectly, E says, "Listen to the
way I do it. Now, you do it the gsame way I did it." 1If the
child still taps incorrectly, E says, "Okay, here's tha next
one," and goes on to the next word. If the child taps cor-
rectly, E says, "Good! Here's the next one."

The same procedure is continued until the end of the list of
42 items or until the child reaches criterion of tapping six
consecutive items correctiy without demonstration.

Stimulus Materials . .

The training trials for the phoneme task included the following four
triads:

1) /u/ (as in moo) 2) /se/ (as Zn hat)
boo as
boot ) has

3) /0/ (as in go) . 4) /1/ (as in bit)
toe ) ma
tall . cut

For the syllable task, the training trials were:

1) but i 2) tell
butter telling
butterfly : . telephone

3) doll 4) top
dolly ~ _ vater
lollipop elephant

It will be noted that in” both the Group P and Gi.up S training trials, the
first two triads were formed by adding a segment to the previous item, while in
the third triad, the final item varied from this rule. In the fourth triad,




all three items varied in linguistic content, so as better to prepare the child
for the random distribution of iinguistic elements in the test trials.

TABLE 2: Test-list for the phoneme segmentation task.

1. is 15. /o/ (as in bought) 29. /U/ (as in bull)
2. /€] (as in bet) . 16. cough 30. toys
3. my 17. oot ’ 31. cake
4, toy 18. /u/ (as in boot 32. cool
5. /ae/ (as in bat) 19. heat 33. /e/ (as in bait)
6. /i/ (as in beet) 20. ‘e 34. Ed .
7. soap 21. /a/ (as in hot) 35. cup
8. /I/ (as in bit) 22. pa 36. at
9. -his 23. mat 37. book
10. pout 24. /Al (as in but) 38. /Uk/ (as in book)
11. mine 25. so 39. 1lay o
12. caw 26. /ai/ (as in bite) 40. coo
13. out 27. up 41. /0/ (as in boat)
14. red 28. /au/ (as in bout) 42. oy )

TABLE 3: Test list for the syllable segmentation task.

1. popsicle 15. chicken 29. father

2. dinner 16, 1letter 30. holiday
3. pemy 17. jump 31. yellow

4. house 18. morning 32, cake

5. wvalentine 19. dog 33. fix

6. open 20. monkey 34. bread

7. box 21. anything _ 35. overshoe
8. cook . 22. wind 36. pocketbook
9. birthday 23. nobody 37. shoe :
10. president " 24, wagon 38. pencil
11. bicycle 25. cucumber 39. superman
12, typewriter 26. apple 40. rude
13. green 27. funny 4i. grass .

14. gasoline 28. Dboat 42, fingernail

As can be seen in Tables 2 and 3, both experimental test lists contained
an equal number of randomly distributed one-, two-, and three~segment items.
These were presented in the same order to all children in each experimental
group. The items had been checked against word recognition and vocabulary
tests to insure that they were reasonably appropriate for the vocabulary level
of the children. In addition, a pilot study carried out in a day-care ceater
had confirmed the suitability of both the vocabulary level and the test pro-~
cedure for children aged three to six years. No further control of linguistic
content was attempted in the Group S items, ekcept that the accent in the two-
and three-segment items was always on the first syllable. In the Group P

—
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list, an effort was made to include as many real words, rather than nonsense
words, as possible. Of necessity, the one-segment items, which -consisted of
14 different vowel sounds, usually formed nonwords. The two-segment items in
Group P were constructed by adding a consonant in the initial positicn to six
. of the vowels and in the final position fo the remaining eight vowels. All of
the three-segment items in Group P, with one exception, were constructed by
the addition of one consonant to a two-segment item in the list.

RESULTS
The number of trials taken by each child to reach criterion level -(six
correct test trials without demonstration by the examiner) is displayed in
Table 4 for the phoneme (P) and syllable (S) task groups at three srade levels.

TABLE 4: Number of trials taken by each child to reach criterion in
the phoneme (P) and syllable (S) groups at three grade .
levels. (Maximum possible trials is 42. Blanks represent
children who did not reach criterion.)

Grade Nursery School = Kindergarten First Grade
] (age four) - (age five) (age six)
Task P . S P S P
—_— —_ e -—_— — 27
—_— —_— —_ 19
—_— —_— —_— 18
—_— —_— _ 13
—_— _— —_— —_— 41 10
— —_— 40 10
—_— —_— 36 10
—_— —_ —_— —_ 35 9
—_— —_— 34 6 -
_ _— — —_ 34 6
—_— — 28 6
_— —_— 27 28 6
—_— 42 —_ 25 22 6
—_ 31 o 19 19 6
_— 36 — i3 13 6
- 36 —_— 13 10 6
— 35 —_— 10 10 6
— 29 —_— 7 9 6
25 38 7
25 25 6
16 23 6 )
12 18 €
6 6
6 ) . :
Mean number —_ 25.7 26.0 12.1 25.6 9.8

trials to
reach criterion
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It is apparent that the test items were more readily segmented into syllables
than into phonemes. 1In the first place, we see from the table that the number
of children who were able to reach criterion was markedly greater in the
syllable group than in the phoneme group, whatever the grade level. This aspect
of performance is shown graphically in Figure 1 in terms of the percentages of
children in nursery school (age four), kindergarten (age five), and first grade
(age six) who reached criterion in the two types of segmental analysis. One

can see that a2t age four, none of the children could segment by phonemes, while
nearly half (46%)-could segment by syllables. Ability to perform phoneme
segmentation did not appear at all until age five and then it was demonstrat=ad
by only 17% of the children; in contrast, almost half (487%) of the children at
that age could segment syllabically. Even at age six, only 70% succeeded in
phoneme segmentation, while 907% were successful in the syllable task.

If we now refer back to Table 4 we see that the relatively greater diffi-
culty of phoneme segmentation is indicated not only by the fact thdt fewer chil-
dren reached criterion level with the phoneme task than with the syllables, but
also by the fact that those children who+did reach criterion on the phoneme
task took a greater number of trials to do so. The mean number of trials to
reach criterion in syllable segmentation was 25.7 at .age four, 12.1 at age five,
and 9.8 at age six. For the phoneme segmentation group, on the other hand, ‘we
cannot say what the mean number of trials was at age four, since no child
reached criterion at that age. At age five, only four children succeeded in
phoneme segmentation, and their mean number of trials was 26.0, more than twice
the mean of the 12 children of the same age who completed the syllable task. At
agé six, 14 children met the criterion in phoneme segmentation, and here the
mean of 25.6 is nearly three times that of the 18 children who succeeded on the
syllable task. Moreover, the mean of the phoneme group at age six is roughly
equal to the mean of the syllable group at age four.

The contrast in difficulty between the two tasks can also be seen in
Table 4 in terms of the number of children who achieved criterion level in six
trials, which, under the procedures of the experiment, was the minimum possible
number. For the children who worked at the syllable task, the percentage who
reached criterjon in the minimum time increased steadily over the three age
levels. It was 7% at age four, 16% at age five, and 50% at age six. In striking
contrast to this, we find that in the phoneme group no child at any grade level
attained the criterion in the minimum time.

An analysis of variance was carried out to assess the contribution of the
several conditions of the experiment. The measure on which the analysis was
performed was the mean number of trials taken to reach criterion. For all those
children who did not reach criterion, we here assigned an arbitrary score of 43,
which is one more than the 42-trial minimum provided by the ptfocedures of the

experiment. Due to the unequal numbers of subjects in each cell and the necessity

of retaining all the data, the harmonic mean was used in the computation
(Lindquist, 1940). The three variables considered were task, grade, and sex.

The analysis of variance for these variables and their interactions is summarized
in Table 5.
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Analysis of variance summary table--main
effects and interactions of task, grade
level, and sex.

TABLE 5:

Source df MS F

Total i34
Task (T) 1 5053.61 39,50%% .
Grade (G) 2 2718.91 21,25%=
Sex (S) 1 693.18 S5.42%
TxG 2 . 280.58 2.19
Tx S 1 40.29 0.31
Gx S 2 415.20 3.25%
fxGxS 2 19.24 . 0.15
Error 123 127.95
*p < .05

+ It can be seen that the main effect of task was significant with p <.001.
The same high level of significance (p< .001) was also found for the effect of
grade. Somewhat less significant effects indicate that girl§ were superior to
boys (p< .05) and that there was a grade—~by~sex interaction (p< .05). Inspec-
tion of the test data suggested that the grade-by-sex interaction could be
attributed mainly to the superior performance of first grade girls. T-tests.
showed no significant differences between boys and girls at the nursery school
and kindergarten ages in either the phoneme or syllable tasks, but at the first
grade level, the girls were superior in the syllable task (p<.02) and also,
though less.significantly, in dealing with the phonemes (p< .10).

DISCUSSION

We have suggested that one way in which reading an alphabetic script
differs from perceiving speech is that reading, but not speech perception,
requires an explicit awareness of phoneme segmentation. In our view, the aware-—
ness of this aspect of language structure might be particularly difficult to
achieve because there is in the speech signal no simple and direct reflection
of phonemic structure. Phonemic elements are encoded at the level of sound into
units of sgllabic size. It ought, therefore, to be easier to become aware of
syllables.# In this study, we have found that analysis of a word into phonemes
is indeed significantly more difficult than analysis into syllables at ages four,
five, and six. Far fewer children in the groups which received the phoneme
task were able to reach criterion level; those who did, required a greater
number of trials; and none achieved criterion in the minimum time.

<

2P. MacNeilage (personal communication) has suggested that this “is true of educated
adults as well. In a recent experiment, he has found that his subjects show
virtually perfect agreement as to the number of syllables words contain, but
considerable variability in their judgments.of the number of phonemic consti-
tuents. -t

— -
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The superiority of first grade girls on both tasks accords with the many
indications of the more rapid development of language in girls (McCarthy, 1966).
One might have expected, however, to find manifest superiority of girls at the
earlier ages as well. At all events, it is appropriate to mention in this con-
tex. that boys far outnumber girls among cases of reading disability (Vernon,
1960; Thompson, 1969; Critchley, 1970).

Though phoneme segmentation was more difficult than syllable segmentation
at all three age levels, the phoneme task did show improvement with age. We
cannot judge from this experiment to-what degree these measured increases repre-
sent maturational changes and "~ what extent they may reflect the effects of
instruction in reading. We would guess that the sharp increase from 17% at age
five to 707 at age six in children reaching criterion level is probably largely
a consequence of the intensive concentration.on reading instruction in the
first grade. To be sure, a certain level of intellectual maturity is undoubt-
edly necessary to achieve the ability to analyze words into phénemes. But
there is no reason to believe that the awareness of phoneme segmentation -appears
spontaneously when.a certain maturational level is reached. (If it did, we

should think that alphabets might have been inventéd more frequently and earlier.)

In any case, the possibility that these changes with age are relatively inde-
pendent of instruction could be tested by a dévelopmental study in a language
.community such as the Chinese where the.orthographic unit is the word and where
reading instruction does not demand the kind of phonemic analysis needed in an
alphabetic system. ’

We are especially concerned to know more about those substantial numbers
of first graders, some 30% in our sample, who apparently do not acquire phoneme
" segmentation. It would, of course, be of primary interest to-us to know whether
they show deficiencies in reading acquisition as well. It remains to be seen in
further research whether inability to indicate the number of phoneme constitu-
ents of spoken words is, in fact, associated with reading difficulties. Our
test can provide a measure by which differences in segmentation ability can' be
assessed directly. If we should find that performance on a test like ours can
differentiate good from poor readers (let us say, among second and third grad-
ers), we should be encouraged to assume that inability to analyze words into
phonemes is indeed a factor in reading disability. 1In any event, we would
especially wish to determine whether more explicit instruction in phoneme seg-
mentation by an extension of this procedure would be helpful in improving the
reading ability of beginning readers.

. We have here supposed that fairly explicit awéreness of phoneme segmenta-
tion is necessary if the child is to discover the phonologic message and,
ultimately, the meaning it conveys. But this is only a part, albeit an
essential one, of a broader requirement: the orthographic representations must
make contact with the linguistic system that already exists in the child when
instruction in reading begins. Accordingly, the explicit awareness of linguis-
tic structure with which we have been concerned is.not necessarily the only
condition that must be met, though we believe it is an important one.
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Machines and Speech*

Franklin S. Cooper
Haskins Laboratories, New Haven

INTRODUCTION

Speech, as a topic for the Conference on Research Trends in Computational
Linguistics, was included in the agenda because of its emerging relevance to
the field. This factor set the tone for the opening discussions within the ~
group and was largely responsible for the fact that most of the group's atten- 5
tion was spent on the two topics for which the overlap with the subject matter
of conventional computational linguistics wag most clearly evident. There was
tacit agreement that many of the problems that concern speech researchers and
for which they regularly use computers would not be of interest to most of the
conferees. Thus, there was little discussion of such current speech areas as
the physiology of speech production and audition, perception of speech and
speech-like stimuli, cross-linguistic studies of speech and universal phono-
logical theory, children's language acquisition, speech and hearing disabil-
ities, etc. —

Instead, the discussion centered on speech production by computers in the
context of reading machines for the blind and on speech recognition by comput~
ers as a central problem in designing speech understanding systems. There was
in addition some discussion of the research tools needed both for research in
depth at major research centers and for graduate level training in a larger
number of university laboratories. The Chairman, 'in his report to the plenary
session, dealt only briefly with the state of the art in speech research but
put primary emphasis on research opportunities, covering some areas in addition
to those which had received attention in the group discussions.

Speech as a Part of Computational Linguistics

Computational linguistics, as defined by past usage, has dealt mostly with
written rather than spoken language. This is mainly an historical accident;
nevertheless, the time has come to examine the areas in which speech may now be
considered a part of this field. There are, indeed, new factors to be consid-
ered: one is that the domain of automated language processing is, in practice,
being extended to include systems that generate speech as an output and that
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accept it as an input. Another reason, based in theory, is a growing awareness
of parallels between low level processes of speech production and perception

and higher level processes involving syntax and semantics. This has come about
mainly as a consequence of psycholinguistic experimentation on human language
processing at all levels, although most of the effort--and the more penetrating
methodologies--have been applied at the level of speech. Thus, research on

human processing of language, speech included, can serve to suggest areas and ...
methods that coumputational .linguists may wish to explore.

This is not to say that all of speech research ought to be co-opted into
computational linguistics: much that is merely descriptive or that is concerned
with the technology of voice communication has little to offer or to gain in
return. A reasonable criterion might be that there should exist a mutual inter-
dependence between the speech processes and the higher level processes involved
in the same overall automatcd language operation. This, at least, was the basis
we used in choosing topics for discussion, and in considering practical applica-
tions. The nature of the interdependence will become evident in the following
discussions of reading machines and of speech understanding systems.

Speech as an Output of Automated Language Processing: Reading Machines for the
Blind

Most of the familiar instances of speech from machines--telephone directory
assistance, airline announcements, etc.-—are essentially uninteresting to compu-
tational linguists. They involve such limited vocabularies and fully defined
syntactic siructures that adequate speech can be had simply by using prerecorded
words and phrases or their synthetic equivalents. The more general problem of
generating speech from unrestricted text is only now approaching solution,
primarily in connection with reading services for the blind. Indeed, many of
the problems that face any automated speech output device of a non-trival design
can be described and analyzed by detailed consideration of this single applica-
tion. The practical problem of providing such a service has many additional
aspects, nonlinguistic as well as lingui8tic. Here we shall undertake no more
than a sketch of component operations and problem areas.

The primary function of a reading machine for the blind1 (so called because
of the many attempts to build simple, portable devices) is to provide blind
people with adequate access to:the full range of printed materials that’ sighted
people read. An approach that has been tried repeatedly during the past sixty
years is to use a photoelectric probe that converts letter shapes into sound
shapes which the blind user is expected to learn. This task, it is argued, ‘is
no worse than learning a foreign language; indeed, it should be easier, since
the lexicon 4nd syntax are those of English. In practice, learning is laborious
and reading rates are disappointingly low--comparable to Morse Code and roughly
an order of magnitude less than listening to spoken language. ' The reason for
the superior performance of spoken language is by now quite clear: speech is a

1Two recent reviews that deal with the general problems of sensory aids for the ,
blind . (including reading machines) and that give extensive references to the
literature are by Allen (1971) and Nye and Bliss (1970).
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highly condensed encoding of the message, whereas the letter sounds provide
only a serial encipherment into acoustic form and so are far less efficient
carriers of linguistic information.

Both theory and.experience suggest, therefore, that high performance by a
reading machine requires that it be able to speak plain English--or whatever
language 1is being used. The complexity and size of such a machine are such that e’
it will have to be, for the present at least, a central facility that records
tapes  on request, or possibly serves a remote user who is linked to it by tele-
phone. Many of the“practical problems are therefore those inherent in the organ-
ization, financing, and administration of any sizable service function such, for
example, as a time-sharing computer system.

3wsc=? In the ‘operation of a reading service center, the first step is to obtain s

a machine-readable alphanumeric tape from the printed text that was requested .
by the blind user. Sometimes compositor's tapes (from which the book was
printed) will be available, but usually the printed page must be converted by
cptical character recognition (OCR) machines, or by manual keyboarding. [This
problem of entering data from the printed page is shared with many projects in
computational linguistics. At present, there are no suitable OCR machines
available as standard equipment, and 'only a few companies are prepared to
supply special machines capable of reading proportionally-spaced characterers
in multiple foats. Service bureau facilities for reading conventional printed
text are likewise limited and expensive. The reason for this situation lies
only partly in the technical difficulties; mainly, there is less customer demand
for such devices than for simpler and cheaper machines designed to read-’at high
rates the specialized, uniformly-spaced characters from credit cards and
business documents. It may well be that the needs of computational linguists,
as well as those concerned with reading centers for the blind, can only be met
through a development project aimed at their special needs, i.e., for moder-
ate accuracy, moderate speed, and reasonable cost in a machine with enough
virtuosity to recognize the commonly used fonts and to scan bound volumes.
Whether or not such a project falls within the scope of computational linguis-
tics remains open to question. It could nevertheless be so useful for text
input to computers that a good case can be made for it.]

The next step, once the text is available to the computer in alphanumeric
code, is to arrive at the pronunciation of each word in terms of some appropri-
ate phonetic notation. Due to the nature of English orthography, no simple set
of rules can be employed to derive an acceptable guess at the proper transcrip-
tion 'for all English words, though there are spelling regularities that may,
perhaps, be exploited to advantage. Hence, some kind of pronouncing dictionary
(in machine-readable form) is‘essential. Two general approaches are being
tried: (1) There is the straight-forward, pragmatic one of storing the phonetic
equivalents for every word of a large lexicon, including separate entries for
most root-plus-affix combinations. This allows the specification of inherent
lexical stress, as well as of a code indicating the usual syntactic role of the
word. A dictionary of this kind with approximately 150,000 entries, about
equivalent to a desk-type dictionary, is easily accommodated on a single IBM
1316 disk pack. (2) With a more analytic approach, considerable savings in
dictionary size, perhaps ten-to-one for very large dictionaries, may be achieved
by attempting to break the input words into their constituent morphs. However,
word pronunciation is not a simple function of the pronunciation of its consti-
tuent parts: for example, a suffix may shift the placement of primary stress
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and force a change in vowel quality. In any case, the dictionary must contain
phonetic equivalents for the full set of morphs and for a substantial number

of frequent words that violate spelling-to-pronunciation rules. Research prob-
lems of considerable interest are involved in such an approach: for example,

the development of a..set of pronunciation rules based on an underlying repre-
sentation of English morphemes, working out algorithms for word decomposition,
finding rules for the placement of lexical stress in words that are reconstituted
from their morphs, and inferring syntactic roles that such words can play.

Once a canonical phonetic representation has been obtained for each word
in the text, it is necessary to employ a set of phonological rules to determine
how the sequence of words which constitute an integrated sentence should be
spoken. Perceptual experiments with concatenated words, using recordings of
single words spoken in isolation, have demonstrated the importance and the
extent of the sentence-level recoding of spoken word strings. As an example at
the segmental level, a rule transforms the phonetic sequence [d, word boundary,
y] into [Y], which means that the normal segmental realization of the sentence
"Did you go?" is actually [dIJugo]l. While effects of this sort are familiar,
the exact form which the rules take is not known and the inventory of such
- segmental rules is far from complete. Finding these rules is a challenging
research problem and one to which computational methods can make- an important
contribution, especially in testing the reliability and range of application
of proposed rules. N

Of more importance than such segmental rules are phonological rules that
determine the temporal organization of the acoustic output and the fundamental
" frequency of vocal cord vibration as a function of time. Segmental durations
and intonation contours are influenced by a number of factors, especially the
syntactic structure and stress pattern of the sentence. Indeed, some sort of
syntactic analysis is essential for the synthesis of a satisfactory, spoken
sentence. In some degree, structure can be inferred from orthographic punctua-
tion, and rules based on punctuation are sometimes sufficient. Nevertheless,
better methods are needed. This dependence of speech quality on syntactic
structure is perhaps the major area of overlap between the reading machine prob-
lem and ccnventional computational linguistics, and a promising target for
further research. o

i At this point in the process of generating speech from written text, the
computer has assembled a phonetic string that has had appropriate allophonic

and stress adjustments and that has been marked for intonation and juncture.

It remains to convert this phonetic description into control signals that will
operate a hardware synthesizer, or its simulation in software. Two general
methods of speech synthesis by rule are currently utilized: (1) For a terminal-
analog synthesizer, the rules manipulate acoustic variables directly, e.g.,

sound source type and pitch, formant frequencies, and intensities. In this case,
the rules for.synthesis begin by consulting tables for the canoniczl form of each
phone, then computing the necessary contextual adjustments (corresponding
approximately to coarticulation in human speech).. Typically, there are about a
dozen parameters that are used to control a hardware synthesizer; these are
specified at regular intervals of about ten milliseconds, requiring a total out-
put bit rate of about 4800 per second. (Z) For an articulatory-analog synthe-
sizer, the rules typically manipulate articulatory variables such as the posi-
tions and shapes of simplified models of tongue, lips, velum, larynx, etc. The
resulting shapes (of the model vocal tract) are then used to compute an acoustic
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output, or the control signals for terminal-analog hardware. (It should be
pointed out that substantially more work has been done on terminal-analog

models and rules which currently provide a more intelligible output than do
articulatory implementations; however, articulatory models are improving rapidly
and are of greater theoretical interest because rules of coarticulation may
ultimately be built in as automatic constraints. In addition, modelling of this
kind may lead to a better understanding of the physiology of speech production;
indeed, this is an area of promise for future research to which the present
discussion will return.)

The intelligibility of the synthetic speech currently produced by rule with
terminal-analog systems is surprisingly good. Tests of consonant-vowel. words
and nonsense syllables synthesized by rule have shown that listeners are able

N to identify chem correctly 95% of the time. Systematic testing for longer
words and sentences has not been done, but interviews and informal tests have
been carried out with blind students who have lictened to chapter-length
recordings of textbook materials. Few words are missed and overall comprehen-
sion is high. Nevertheless, it is clear that the treatment of consonant
clusters and of stress and phrasing needs improvement and often seems unnatural.
Future improvements in the rules will depend on careful analyses of nacural
speech and the systematic manipulation of synthetic speech to test the percep- _
tual relevance of proposed changes in the rules.

The evaluation of synthetic speech in terms of its real-life utility to
blind individuals is a major task. The speech itself needs to be considered
along two dimensions--intelligibility and naturalness. The voice .quality of
current synthesizers is not as natural as would be desirable, despite efforts
to improve it. This may imply that we are ignoring some critical variables
such as glottal source irregularities or, alternatively, that naturalness will
not be achieved until the synthesis rules are improved sufficiently to avoid all
of the conflicts between accusiic cues and message content. It is interesting
to note~-and ultimately encouraging--that it is the rules in their present form
and not the synthesis hardware that is at fault. In fact, extremely good
synthetic speech-~indistinguishable from the spoken version--can be made by
meticulous hand adjustment of the control parameters. -

But complete naturalness may be too much to expect for speech that is
synthesized by fully automatic methods. Evaluation must then deal with the
question of how useful the product is for, say, the blind student in preparing
his lesson assignments. Its principal advantage over natural speech is that he
should be able to get the material he wants when he needs it, not some weeks or
months later as often happens with recordings by volunteers. The computer can
read tirelessly aud faster than a human, though its actual performance will
depend on how well the service function is organized. Good intelligibility of
the synthetic speech is, of course, essential but this may not be an adequate
criterion. It might be that listening to synthetic speech imposes so much
perceptual load that comprehending and remembering the content would be exces-
sively difficult; hence, comprehension tests and measures of fatigue -are more
likely to be relevant than intelligibility tests in evaluating the practical
usefulness of computer-generated speech. Evaluations of this kind are being
started, in parallel with efforts to make the synthetic speech sound more natural.

This sketch of the reading machine problem has péinted to some of the areas
of interdependence between speech research and computational linguistics. Thus,

163




-

many problems of dictionary management are shared. Spelling-to-sound rules and
algorithms for decomposing words into constituent morphs would reduce the size

of the dictionary needed for a reading machine, just as comparable algorithms

for syllabification do for automated typesetting. Li“ewise, reliable methods

for reconstituting words and for inferring their usage would be useful to either
a machine that must read them aloud or to one that is composing written responses.

But the common ground is evident at the level of syntactic analysis. An
efficient general purpd!EBg:SEEr is almost equally necessary for properly

rendering a senience into spoken form, or for inferring its content from its
written form. For the present, reading machines must depend on explicit punctua-
tion and 'a pseudo parse of some' kind; perhaps, short-cut methods that yield good
speech would also have practical application to the automatic punctuation of
synthetic written responses. The existence of this common ground implies
research opportunities on the interrelations of spoken and written language--
another topic for later discussion. But before dealing with areas for research
and practical application, the report will give an account of the discussions

on speech understanding systems.

Speech as an Input to Automated Lagggggg}?rocessing Speach Understanding
Systems

Most of the discussions in ‘this session centered on Advanced Research
T“rojects Agency (ARPA)-sponsored projects on speech understanding systems, under-
way for about six months. Five major research groups, already engaged in other
ARPA-supported work, are involved. As an initial step, a study group assembled i
from these projects analyzed the problems and prepared a set of objectives, o
specifications, and plans (Computer Science Group, Carnegie-Mellon Univ., 1971).

The overall objective is to develop one or more demonstration systems,
primarily to show that the technology now exists--though it is scattered--to
make such an undertaking feasible. Each of the major vesearch groups is under-
takiag a task of its own choosing, but with the expectation that a cooperative
effort on some one of these projects, or an entirely different one, will emerge.
Definition of the tasks was considered to be a crucial point in setting the
level of difficulty and the chances for success. Indeed, the long background of
failures to solve the "speech recognition problem" was in part responsible for
the ARPA decision to undertake a related, but more manageable, program.

The machine recognition of speech has been a persistent challenge for at
least the past twenty years. Sereral ways have been found to recognize. spoken
digits, or even a few dozen words when they are spoken singly and carefully.
But the general problem, usually put in terms of a phonetic typewriter or a
system for automatic dictation, has remained elusive. The muzh larger vocabu-
lary that is required, the necessity cf dealing with connected speech, and the
need to accommodate a number of different speakers have all posed severe diffi-
culties. Moreover, as more has been learned about the nature of the speech
signal and its understanding by humans, the clearer has become the magnitude
and complexity of the recognition problem. It should be noted that most attempts
thus far to deal with the general problem have used a "bottom-up' approach, i.e.,
one in which phonetic elements, words, and sentences, are all found by successive
analyses based on the acoustic signal. The speech understanding systems pro-
jected by the ARPA Study Group differ in two important ways: constrained ’
objectives make the problem more manageable, and reliance is not placed on ‘
bottom-up analyses.
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Speech understanding, in the present context, mrans essentially that a
computer, when told to do something, will "understand" well encugh to take the
correct action or will ask for clarification. If, for example, the computer
has control of a robot, then a command to put the rid block in the box can lead
to an easily confirmed performance, provided there is a red block, and a box
that is larger than the block; otherwise, it should lead to a qusstion or an
error message. Or again, if the computer contains a file of information about
moon rocks, it should be able to answer inquiries about the numbers, sizes, and
chemical compositions of those rocks, whether the query is phrased as a ques-
tion or as a demand for data.’ Obviously, tasks of this kind are multidimen-
sional and can be constrained in ways that will; in fact, determine their
difficulty. The attempt has been to chocse tagks--more or less like th. two
mentioned--that are constrained in such a way as to make them manageable, but
not to the point of making them trivial. A practical payoff was not considered
a mandatory requirement.

Performance in the task situation not only limits the numbe: of possible
responses to the veice input, it also provides additional iLases for analyzing it.
Thus, limitations on the vocabulary, on the syntax that is permitted for the
task, on allowable operations to'be performed, and predictions of the probable
behavior of the person speaking--all provide bases for making hypotheses about
the actual massage carried by the incoming acoustic signal. Indeed, it is on
such lexical, syntactic, semantic, and pragmatic "support" that the research
groups ave putting their hopes and focusing their e«fforts; althoughk the acoustic
signal is not being ignored, it is receiving far less attention than it has in
past efforts to sclve the _eneral recognition problem--quite possibiy, less
attention than it will need to receive if effective use is to be made of "top-
down" or "side-in" approaches.

~ The ARPA Study Group's final report discusses at length the kind of support,
- and the nature of the problems, to be expected at the various ievels. Inter-
dependence across levels is a charact2ristic of the entire undertaking, and
there is much overlap with the domain of conventional computational linguistics.
There are challenging differences, too: neither sentences nor words are well
formed, as one would expect them to be in written text; moreover, the need for
live interaction lLetween user and computer means that the computations must be
done in real time or less, much of it while the sentence is still being spoken.

Only at the very lowest levels, where parameters are being extracted from
the a ~u'tic gignal and are used to guess the phoneme string, are the problems
vholly within the dorain of speech research. Here, although engineering prob-
lems of pitch derivation and formant tracking are not trivial, the majorx
difficulty lies in inferring the phonetic string--a difficulty that may be
inherent in the nature of speech itself. It is clear that in the production of
speech there is much restructuring (or encoding) of the segmental units to
achieve a compact, smoothly flowing output; that is, there is much overlap of
the gestures for units that are_themselves sequential. It is, indeed, the ruies
for this coarticulation that provide a basis for speech syrithesis by rule. But
the rules we use are generative rules; the inverse rules, to the extent they
exist, are largely unknown except for those phones and contexts where coarticula-
tion is minimal and the "code" can be said to be transparent. A general
paradigm, proposed by Stevens (1960) some years ago and labelled "analysis-by-
synthesis,' uses heuristics to guess the phonetic string and thzu confirms by
synthesis, or uses error signnls to make a better guess. An alternctive,
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referred to by the Study Group as "hypothesize-and-test," looks for transparent
places in the code (and for other acoustic landmarks) to generate a much less

complete hypothesis about the phonetic string, and then brings to bear informa-
tion from higher level processes. An example would be to look for a word that
begins with strong, high frequency noise, then guess- the word to be "six" if it

has one syllable, or "seven" if two, provided one has other reasons to expect a
spoken digit.

Obviously, there are significant research problems at the speech. level, as
well as practical difficulties, for a speech understanding system. Can a set of
rules for analysis be devised? Or can even a partial set having practical
utility be devised? What kinds of heuristics will be most helpful if one
resorts to andlysis-by-synthesis? What relative reliance should be.placed on

‘extracting as much information as possible from the acoustic signal versus having
‘to depend on support from higher linguistic levels? Underlying these questions

is the assumption that present knowledge of the acoustic cues is reasonably com-

-;p1ete' in 'fact, much remains to be learned about the cues that operate in con-

sonant ‘clusters and in connected speech both careful and casual.

At the next higher 1eve1 the principal problem is how to convert the-
string: -of phonetic e1ements~-perhaps incomplete, -and certainly: error-prone-into
a string of words, which may also have intervening gaps. Word boundaries :are
not at-all evident at the acoustic level, and so-do nnt appear in the phonetic

'string. Segmentation into lexical eléments must then proceed mainly by matching

.....

“to. strings that correspond to words in the task vocabulary. Often the ‘low-level

ana1y31s will have generated more than one possible candidate for each phone,
omitted an element, of supplied a wrong entry. The matching operation must some-

‘how avoid the combinatorial explosion that could readily occur if there were

several options for each of a string of phones. ‘Omissions and érrors pose’
obvious additional difficulties. There is, therefore, serious need for support

. from ‘higher levels as weéll as efficient analysis at the phonetic level.

The constructién of sentences from a partial and "noisy” string of ,words )
can draw support from whatever restrictions the task may impose on the syntax, ) >
or from information about the location of syntactic boundaries that can be

inférred from-the suprasegmentals found in the acoustic signal. The latter '

relationshlp is essentially.the inverse of the dependence of synthesis on'syn-
tacti¢ information -to assign stress and intonation and *~ereby generate speech
that sounds natural. There are other problems at the ¢ -.tence lavel that have
their counterparts in parsing written text. They differ, though, in that
analysis of the spoken sentence will often have to deal with intrusive hesita-
tion sounds, with non-well-formed or incomplete senteénces, and with both back-
wards and forwards parsing from a starting point somewhere wi'thin the utterance.

- There are obvious research problems of considerable importance in devising

methods for parsing under these conditions.

Interpretation of the sentence as a basis for action can rely only in part
on the output of the syntactic analysis, since that output is 1likely to be
faulty or ambiguous. Good use will need to be made of the sewantic constraints
imposed by the task, and of pragmatic information about the behavior té be

. expected of the human operator. Except for such help, the task of interpretation

has all the complexities inherent in the content analysis of written text, If -
the appropriate response from the computer is an answer to a user's question,
then varipus-cognitive functions must also be performed and a sentence must be °




generated that is appropriate in botl content and form. The response itself
could be in either written or spoken form, with the latter making use of
techniques for text-to-speech conversion developed for reading services for the
blind.

It will be evident that speech understanding systems are involved with
language at all levels, and pose many problems that should interest computational
" linguists. The differences between these problems and more familiar ones reflect
deep differences between oral ‘and written language. Even so, this'account has
probably understressed the pervasive influence of speech at all levels of the
speech understanding problem, and not merely those levels to which the term is
usually applied.

Research Areas With Speech Involvemenr

The preceding discussions of speech outputs from computers (for reading
machines) and Speech imputs to computers (in speech understanding systems) have
exposed a number of important areas for research in computational l1ngu1stics.
Some of the basic problems that weré mentioned in passing deserve additional
consideration. ) : C-

Translating between wr1tten anid- oral language. - Although it may: be over-
dramatizing the differences between written and oral language to speak of trans-
lating the one into the other, it may nevertheless suggest a useful point of
view in reexamining some old problems and consider1ng some new ones. We have,
seen that the research on reading machines for the blind makes explicit some
written/oral differences that often pass unnoticed. Ideally, a reading machine
should convey all of the useful information that is on the printed page. This
may include much more than the bare text we have so far considered, even with-
out taking account of pictures and diagrams, a task far beyond present capabil-
ities. The ‘well printed page uses many typographic devices to organize and ’ § 3
modify the literal text: punctuation marks are so commonly used that we think '
of them as a part of the text, though their realization in sound follows very R
different rules than those applied to the letter; capitalization, too, an '
additional aid is widely used, and for a variety of purposes; an additional
aid is the-judicious use of d1£ferent type fonts, sizes, weights, and leadings;
and finally, paragraph identation is another of 'the devices used to indicate
breaks, subordinations, listings, etc.

All of these carry valuable information to the eye. How, and to what
extent, can this information be ''translated" for easy use by the ear? Not, one
would hope, by overt description of the typography. The commonest forms of
punctuation have acoustic reflexes that are fairly simple and regular. Are
there comparable acoustic signals for other graphic symbols? The inverse trans-
formations involved in writing are no easier, though they are more familiar:
thus, oral questions, statements, and exclamations are indicated by their
standard typographic sigas; likewise, emphatic stress can in be signalled by
"italics. But how does one convey a note of incredulity or petulance without
resorting to bald description? We know that the skillful writer can do it;
perhaps, then, ways can be found to convey typographic messages of comparable
subtlety to the blind listener in a reasonably graceful way." As a practical
matter, when one is converting a compositor's tape into speech, something must
be done with each of the graphic signals that it contains.
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If composiuors tapes seem to carry too much information about graphic
details, they can be accused equally of carrying too little of the essential
information about the sentence. Where, for example, is sentence stress to be
placed during synthesis? Where are the breaks into breath groups-for a long
phrase? And just how should the intonation be handled? But it is hardly -
correct to say that the information--or most of it--is not provided; rather, it
is buried in the structure, which is why good speech synthesis will be so
dependent on adequate parsing. This assumes though that full knowledge of struc-
ture—i¥ a sufficient condition for making speech that sounds natural. Even if
true, much has yet to be done about finding the rules by which sentence structure
can be.converted into sentence suprasegmentals. Rules for the inverse trans-
formation from suprasegmentals to structure--to the extent that they exist--could
be extremely helpful in supplementing the phonetic analysis in a speech under-
standing system. A related-problem that dips more deeply into conventional
speech research is the relationship between stress and intonation (as linguistic
entities) ‘and the relevant dimensions of the acoustic signal. These relation-
ships are known only in part.

Ihe written sentence “is, nevertheless, incomplete in at’ least some respects:
witness- Sentences that are ambiguous in written form but not in spoken form, .~
because the real-world context is missing in the one case but often is indicated
(by stress and 1ntonation) in- the othér. One can find ambigu1ty at the lexical
level, too--witness homographs and- homophones-—though the amblgulty in one mode
of express1on is usually resolved in the other. It m1ght -be 1nterest1ng to
explore the condit1ons for ambiguity wheiever it occurs. .

These are a few of the translation problems that one would encounter in
dealing only with English. It is easy to see, from the different structures
and orthographies of other languages that different--but probably not fewer--
problems would arise with them. Finally, the genéral problem of working back
and forth between oral and written versions of the same language will be one of
increasing concern to computational linguists as automated language processing
becomes more and more involved with speech as its input and output modes.

.Modelling speech production. We have seen that the rules by which speech
is synthesized necessarily deal with the higher level processes that are the
normal domain of computational lingu1stics. Although thé models of speech pro-
-duction to which those rules apply lie more nearly in the usual realm of speech
research, the models must operate from higher level control signals. Hence, the
development of speach models and the organization of their control signals is an
area of research thai is relevant to computational linguistics as well as impor-
tant in itself. Additional reasons are that the processes of speech production
parallel those at higher levels in interesting ways, and that experimental
methods for probing the lower level processes are well developed.

The process of human speech production has several distinguishable sub-
processes, organized hierarchically into levels. Parallels with the levels of
linguistic processing are based mainly on operations that restructure the intended
message to make it more compact and to put it into linear form, an obvious require-
ment for eventual output as a time-ordered acoustic signal. Speech has the
additional feature that its processes change mechanisms on the way down; implemen-
tacion is nc longer done at all levels by neuromechanisms, but must include
signal transformations in proceeding from nerves to muscles to gross movements
and to sound g2neration. Thus, some of the restructuring, or encoding, that we
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find in the .spoken message is a consequence of interface requirements. Lin-
guists usually stop~~perhaps with good reason--when they have specified the
phonetic string (or its equivalent in the form of a sequence of feature
matrices), leaving actualization of the message to a human speaker.

What remains to’ be performed--and to be modelled-~are the successive con-
versions that lead eventually to speech: (1) The phonetic string must be
grouped into pronounceable units and converted into a pattern of neural commands
to muscles. This involves collapsing the string of linguistically discrete
elements into an articulatory unit of about -syllabic size and the temporal
coordination of a substantial number of néural signals. Some of ‘hem may be
crucial for maintaining phonemic distinctions (and some merely accessory), or
all may be directed at achieving aparticular target performance. The organiza-
tion of these unit gestures is a topic of very lively interest in current
speech research. (2) The pattern of neural impulses activates the muscles of
‘articulation in a process that may be quite straightforward, or may involve
gammza-ef ferent feedback loops in important ways~~another topic of current
interest. (3) In either case, the gesture in neural form is converted, subject
.to muscular and mechanical restraints, into gross movements of the several
articulators, and these in turn detérmine the configuration of the vocal tract
and its acoustic eéxcitation. This involves encodings of quite a different kind
from those mentioned- above, but often quite extensive; they account at least
for a mechanical component in coatticulation. (4)- Finally, excitation and con-
flguratlon determine uniquely--but not simply--the acoustic waveform of speech. -

Efforts to model these processes have typically worked upstream from the
acoustic level, usually dealing with a single conversion. Thus, the work of
Fant (1960) and others has given us a good grasp of how to convert changing
articulatory shapes and excitations ‘into changing acoustic spectra. X-ray
movies and sound spectrograms are only two of the experimental methods for
exploring and testing these conversions. The relationships between muscle con=
tractions and articulatory movements are under intensive investigation, using
- electromyography both to measure muscle activity and to infer neural signals,
and using x-rays and spectrograms to observe and infer the resulting movements.
Efforts are being made to describe the organization of gestures in motor command
terms, with verification to be provided by measurements on muscle activity,
configurations, and sound.

Computer methods have been used to good effect in both the experimental
work and in modelling conversions at the lower- levels. They have been used
also to good effect, but in quite different ways, in speech synthesis by rule.
Thus, the terminal—analog type of synthesis by rule bypasses all the inter~
mediate stages and operates directly from an input phonetic string to the output
speech waveform. The articulatory type of synthesis by rule makes a lesser leap
from phonetic string to articulatory gestures, then uses level-by-level models .
to get to the acoustic output. The obvious goal is good modelling of the con-
versions at each level, confirmed by direct experimental measures wherever that
is possible, and also by the synthesis of natural~sounding speech when the
models are used in tandem.

Interfacing speech to phonology. It might appear from the preceding dis~
cussion that the processes of speech begin where those of linguistics usually
end, i.e., with the message in the form of a phonetic string or the equivalent
sequence of feature matrices. However, the phones and features of the speech
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. researcher are not—-or not necessarily-—those of the linguist, since they are
defined by different operations. It is the resulting mismatch at this level

that poses one of the major problems in modelling the total process of generating
spoken language. =~ .
When linguists use labels such as '"compact" and "diffuse" for features,
there is no implication that the features will convert directly into components
of a pattern of neural commands to muscles; when such labels as "voiced' and
"voiceless" are used, the differences in operational definition are concealed,
though they are no less real. "The differences have-their origins in the dis-
similar approaches taken by linguists and speech researchers. The latter
usually try to work with real mechanisms and models of processes whereas lin-
guists more often concern -hemselves with relationships that they can formalize
as rules, though exceptions are to be found on both sides. w !
The interface problem, then, has two different complekions. If linguists'
rules really reflect underlying mechanisms and processes--a claim that linguists
rarely make for them--and if current speech models prove.to be tenable then a
conversion is surely possible and finding it becomes an important research goal.
But it is conceivable that the linguists rules are wide of the mark as to
processes, however useful -they may -be -as descriptive devices. It would not
then be possible to find ‘the "réal' conversion, though the search for it might
make clear ‘tHe directions in which phonological theory ought to move. In any
case, the problem is inescapable in some guise when automated language pro-
cessing must operate across the boundary between speech and phonology.

& “)-:.
Converting generative rules into analytic rules. The d1scussion of; moil-
Iing speech production, including the special case of interfacing speech”to ¢
phonology, has all been generative and most of the models that are concrete and
believable are likewise models .of production processes. This does not imply
that perception has been 1less studied than production, but only that the
research has yielded a more coherent set of relationships for the latter.

There may be a good theoretical reason why this is so: 'the production
process includes important operations that are in principle irreversible--
irreversible in the same sense that a drainage system would be irreversible,
i.e., water does not run uphilland, if it did, it would not know which way to
‘go at the confluence of two "downhill" streams. To the extent that speech per-
ception is organized in motor terms and shares these irreversible operations,
it cannot be expected to provide a model for straightforward analytic rules.
Put another way, the production of speech involves encoding operations and so
one must expect that thé inverse operationms, like decoding in cryptography,
will be inherently complex and liable to ambiguity.

An alternative view of speech perception does not link it to the motor
system and so evades any need to run that machinery backward. It puts its
dependence on auditory mechanisms, starting with feature detectors, and employs
processes that are in principle describable by models and analytic rules,
though these have yet to be discovered. '

Clearly, the nature of speech.perception is a central problem for speech
research, Its relevance to computational linguistics, already discussed in .
connection with speech understanding systems, lies in how it affects one's
choice of strategy in choosing methods for inferring the phonetic string from
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acoustic parameters, i.e., whether to stress analysis by synthesis with all its
inherent difficulties or to concentrate on finding analytic rules, accepting
the risk that they may not exist in any useful form.

Applications With Speech Involvement

One can be reasonably certain that the practical applications of automated
language processing will not lag far behind the development of a technical
capability.2 It is easier to foresee exampies that involve written-to-oral con-
versions than oral-to-written, so they will be discussed first.

Reading machines. Synthetic speech as a reading service for the blind has
already been discussed at length in terms of the research problems involved in
setting up a central facility to make tape recordings from books. There is
genuine need for such a sérvice, especially for students and professionals.

The practical objective is to have several service centers scattered across the

country so that mailing .delays will not be excessive. This will have to be

preceded by a shakedown of the methods (still research oriented) and-then some

operating experience with a pilot center that uses production methods and

equipment. It should be possible to -accomplish béth tasks within about five

yéars, and to have bégun the establishment of a network of servicé centers: —
e d

An obvious extension is to allow local users to have on-line access to
the text reading facility and, as a secoénd stage, to make this access available
by telephone. The latter would -pose formidable problems if character recogni-
tion were pesformed centrally-and only text scanning were done remotely. 1t
may be, however, that newer methods of feature extraction, or total recognition
of the printed text, will have been developéd by that time, and so would make
the data transmission problem quite nanageable. Nevertheless, real-time con-
tinuous processing poses very different problems from those of batch processing,
some very similar to the problems encountered in real-time interaction with a
speech understanding system.

Remote retrieval of information. The same technology that reads for the
blind can be uséd té-allow quick access to library holdings by telephone from
a remote location. Many of the local requiréments for such a service will be
met for -other reasons in any case, so the additional investment need not be
large. Thus, some types of library holdings (abstracts, bibliographic informa-
tion,.etc.) are increasingly being supplied and stored on magnetic tape, with
programs that provide fast access to desired items. With a little help from -
the reference librarian, machine-readable information could be found and pro-
cessed by the library's computer to yield synthetic speech which the remote -
user could listen to by telephone. Such a service will not answer all needs, -
of course, but it should be valuable-~in many instances.and it has the great
virtues of requiring few additional central facilities and of being able to
use the existing telephone network instead of special terminals.

2'I‘he current status of research and development in ‘this area is reported in the
Conference Record of the 1972 Conference on Speech Communication and Process~ .
ing, April 24-26, 1972, at Newton, Mass. [The Record is available from the
National Technical Information Service or the Defense Documentation Center,

AD 742236 ] -
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" viding spoken responses.

An obvious elaboration is to allow the human caller to speak directly with
the computer-~another application of speech understanding systems. Even with-
out this complication, however, there are important linguistic problems involved
in remote information retrieval. An obvious one is that much of the information
now stored in machine-readable form is very "dense" in that it uses many abbre-
viations and graphic devices. Even connected text is often telegraphic in
style. The reinterpretation of such information, now organized for the eye, to
make it suitable for.the ear becomes almost a condition for telephone access.

Computer assisted instruction (CAI). Most CAI terminals operate solely
with visual output and Keyboard input, not because these modes are always
optimal but because other modes pose major technical difficulties. Speech out-
put, in particular, would be highly desirable in many cases, and is clearly the
method of choice for much of the interaction with children in the lower grades.
They could benefit from a great deal of content instruction if it were pre-

. sented orally, but they do not have the reading skills to 'cope with it visually.

For older students, too, cral information would often provide a useful supple-
ment to visual displays. ;

This enhanced capability for :CAI requires little more than adaptation of
the text~to-speech techniques developed for the blind; in fact, the problem of
providing good speech is-easier, since the instructional text can be stored as
a marked- phonetic transcription’ that has beén hand tailored to givé natural
sounding speech. Moreover, the storage requirements--hence, *+he possibilities
for truly interactive CAI programming--are essentially the sai- .~ for literal
text. Thus, the real utility of synthetic speech to CAI is ... .ly to be far
more dependent on imaginative programming than on technicrl limitations in pro-

"

The ideal arrangement, in adding a speech capability to CAI, would be to
let .the machine respond appropriately to spoken responses by the student.
Special purpose solutions, comparable to digit recognition, might work very
well in many cases, especially with older students. But the greater need, and
certainl, the greater technical challenge, lies in making it possible for the
younger student to interact in a reasonably free manner with his aut-mated
instructor. Clearly, this involves all of the problems of speech una rstanding
systems’ as currently envisaged, compounded with the technical problems of pro-
cessing children's speech and the linguistic problems of dealing with their
free-form syntax. As a practical matter, it would be a mistake to hold back on
the use of speech as an output in the hope of an early solution to the input
problem, despite the many-advantages that two-way speech would have in enliven~-
ing the interchange and removing artificial constraints on instructional pro-
gramming. .

Voice typewriter. The prognosis for typing or typesetting under voice
control is probably no better than that for voice input to CAI. It is apparent
by hindsight that the choice of the voice typewriter as an initial target for-
research on speech recognition was a serious error. Such a machine must deal
with unrestricted inputs and- a wide range of speakers and dialects. Oné can

scarcely imagine a practical task of greater difficulty! However, both the nature

of the problem and paths to intermediate goals that migh; lead on to an eventual
solution have become much clearer. Thus, on the one hand, what we know of the
nature of speech tells us that pattern matching +ill never provide a general

solution, no matter how sophisticated the techniiues; on the other hand, the use

172

—nd




of a "side-in" apﬁréach to speech understanding problems of limited scope
promises to be one of the paths that might eventually lead to general speech
recognition.

Speech understanding systems. The nature of the problems, the difficulties
to be expected, and some of the areas in which research in both computational
linguistics and speech can be helpful have already been discussed. The tasks in
which speech inputs are to be used were chosen as demonstrations rather than
practical applications. Even so, they are difficult enough to pose very real
research challenges.

The question is often raised about what, if any, really practical applica-
tions exist for voice input or, in more realistic form, what practical tasks
there are that are not handled adequately by more conventional and less.-complex
means. The ARPA Study Group listed some eight tasks as examples of practical
appliuations. airline-guide information service, desk calculator (with voice
input), air traffic controller, missile checkout (accepting spoken comments and
questions from a human inspector), medical history taking, automatic protocol
analysis, physical inventory taking. (involving voice interaction with a human
inspector), and robot management by voice. If none of these seems of compelling
urgency, it may be in part a reflection of the fact that our capabilities in
spéech;recognition are still so primitive as to shackle our imaginations.

) .

Man-machine cooperation. In summary, there are several practical uses to
which speech outputs from automated language processing can be put, and probably
will be put in the near future, though the prospect for practical application
of speech inputs seems more remote. But one is tempted to say about speech
recognition that, like Everest, it is there-—-and eventually the challenge will
‘be met. . -

Man-machine cooperation with computers is already a fact of life, though at
present that cooperation can only be had on terms that are convénient to the
computer. Again, one is tempted to say that such a state of affairs cannot con-
tinue} it is a safe prediction that man will insist on cooperation cn his own
terms. This means that computers must learn to listen as well as to talk. It
will not matter much that this involves complexity and expense; if these were
paramount considerations over the long term, we would all have telepraphs in our
homes instead of telephones.

Instrumentation for Research and Training .
N . N

The objective of the session's participants in their discussions of machines
and speech, was to consider not only promising areas for .research but also needs
and new possibilities for research tools. One suggestion that met general
approval was that a state-of-the-art survey be commissioned to discover what the
needs really are and to make generally available a knowledge of recent develop-
ments in the leading research laboratories. Very often, new devices or softwa.e
which are built to fill a local need do not seem to the investigators to ‘be
sufficiently important to justify separate publication. Hence, they remain un-
known, except to a handful of visitors.

This led to a discussion of how widespread the need might be for sophisti-

cated new research instrumentation. The need is, or course, dependent on the
number of centers in which basic speech phenomena are being studied intensively,
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and on the prospect Jor additional centers. On this basis, instrumentation
needs are comparatively modest quantitatively, thoygh crucial for the limited
number of major research centers that do exist--perhaps half a dozen in the
United States, and comparable numbers 'in Western Europe and in Japan. The
establishment of additional centers is made difficult by the "critical mass"
(for both men and equipment) that is needed to do eflective research; indeed, -
the increasing complexity of adequate tools and the ne«d for cross-disciplinary
approaches seem likely to increase the pressures toward centralization of
research. There are, on the other hand, both a need for well-trained people,
and a number of good academic centers where training could be much improved by
enough research equipment to make that training modern and realistic. The

sound spectrograph is one such tool that is now rather widely available. Speech
synthesizers, on the other hand, which could be at least as useful, are rather
rare. This seems unfortunate, especially since the technology is well known and
the costs are not excessive. Thus, a good background for many of the kinds of
speech research described in preceding -sections could be obtained with a mini-
computer plus disc file, obtainable for $10-15,000. The point was made that the
much larger computers already available for batch or time-shared use at many
universities are not adequate substitutes for even a mini-computer that can be
used on-line, in fact, 'very few computer systems can handle speech, primarily
because of the high, continuous data rates that.are required. A state-of-the-
art review could be particulafiy useful to- schools that wish to.install a train-
ing facility of the kind described, not only in alerting them to the-possibil-
ities, but also in providing detailed.iﬁformation that often takes a great deal
of time'to learn by trial and error--a familiar experience, summarized by one
discussant: ''the first program costs a year."

Some of the new developments and trends to be expected in research instru-

“mentation will be cheap mass memories of very large size and a new order of

magnitude in central processor speeds.” There are -general ‘consensus that the
trend toward interactive systems that operate in real-time will continue, with a
large payoff in research productivity. Likewise, new facilities for graphic
output are becoming easily available and will be most useful.

In summary, although this part of the discussion found continuing progress
and no urgent needs in the limited number of centers where most of the basic
research on speech is done, it delineated a considerable need to upgrade aware-
ness and training facilities in a much larger number of university ceanters in
order to enable their graduates to become familiar with modern methods and
problems. A state-of-the~-art survey would be a useful initial step.

Conclusion

The group's discussions concerning Machines and Speech dealt mainly with
the nature of the research problems that are encountered in incorporating speech
into computational linguistics. Two. specific applications--reading services for
the blind and speech understanding systems--were discussed at length. Both are

-examples of an increasing trend toward automated language processing and, in

particular, extensions of this technology to the use 6f speech as an input-output
modality.

The group identified a number of specific areas in which there is strong
interaction between the usual domains of speech and computational linguistics.
Thus, for example, the synthesis of natural-szouunding spc2~h, starting with written
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text, requires information about the placement of sentence stress, about
durations, and about pitch contours. This is information that is implicit in
the structure of writtén 'sentences; hence, good synthesis would seem to require
a capability for parsing. Conversely, in attempting to infer sentences in
written form from an oral input, the suprasegmental information could provide
much help in assigning structure to a string of phonetic elements. In general,
many of the problems--and some very promising areas for research--lie-in the
conversions that must be made between language in written form and language in
oral form. Thus, the addition of speech as input and output modes for automated
language processing will necessarily focus attention on a whole set of problems
that might otherwise pass unnoticed. - —_—

There are other areas of speech research that also interact with higher

" level processes. -Thus, efforts to build detailed models of the procééses of
speech production (and to apply them to synthesis) must start with a description
provided by phonology, and so cannot igndre ‘the interface--presently mlssing--
between speech processes and phonological rules. .

Practical applications that make use of speech as an output from automated
language processing are well on the way to being realized: reading services for
the blind, remote. retrieval of information by telephone, and a vocdl response
capability for computer assisted instructiom. ‘The prospects for processes that
use speech as an input.are more tenuous, though'a major effort is under way to
build demonstration models of speech understanding systems, i.e., computers that
will accept instructions or questions via microphone. For the long term, there
is little doubt that man-machine interaction will become increasingly important
in a practical sense, or that there will be a steady pressure on the machine to
conform to human convenience, i.e., to learn to talk and to listen.

The state of speech research here and abroad was also discussed briefly and
it was noted that the trend toward concentration of research in only a few major
centers is likely to continue because of the critical mass of men and instrumen-
tation needed to deal with problems that are increasingly complex and multi-
disciplinary. But adequate research training need not be correspondingly con-
centrated; the provision of modest research facilities--in particular small com-
puters used for synthesis studies--could do much to broaden the base of research
training. A state-of-the-art survey and prospectus would be a useful first step.
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An Automated Reading Service for the Blind*

J. Gaitenby, G. Sholes, T. Rand,+ G. Khhn,+ P. Nye, and F. Cooper
Haskins Laboratories, New Haven

ABSTRACT

This is a progress report concerning the state of the reading
-machine that has been designed and developed at Haskins Laboratories, . - i
and that is about to be evaluated in field tests. After being
exposed to standard comprehension tests and making judgments on rate
preferences, blind studentsr~performing as subjects in the testing--
will assess the relative utility of synthetic speech recordings in
compatison with face-to-face readings and naturally-spoken tapes.

INTRODUCTION

‘We are concerned with the problem of getting the results of research on a
reading machine for the blind out of the laboratory and into application. The
reading machine in question converts printed material to synthetic speech. It
is hoped that within three to five years a pilot version of the machine can be
installed in a university library to assess the feasibility of éventually con-
structing a larger-scale automated reading service for the blind--perhaps on a
national basis. At present the methods for text conversion to artifical speech--
and the speech itself-:have reached an advanced stage of development. An
optical character recognition device, forming the dnput of the system, will be
received from a manufacturer within a few months. Meantime, editing of the

"spelling and sound" dictionary (in which text word orthography is matched to
phonetics) continues along with further refinement of the dictionary word re-
trieval and str2ss assignment programs. Mbdifications in the speech synthesis
procedure are under way for improving the naturalness of the spoken output, and
on a separate front, attention is being directed to the planning and artrangement
of extended evaluation studies using texts generated in synthetic. speech. This
paper contains a short description of the steps used in the automated reading
process and some of the plans for a full-scale evaluation of the synthetic
speech output. (Accompanying the oral version of the paper were taped samples
of synthetic speech illustrating the performance to be expected from a reading
machine.)

*Presented at the 1972 Carnahan Conference on Electronic Prosthetics, Léxington,
Ky., September 22, 1972, by P. W. Nye.
. e

+Also University of Cohnecticut, Storrs.

[HASKINS LABOKATORIES: Status Report on Speech Research SR-31/32 (1972)]
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There will be very few, if any, blind people present who will dispute the
statement that existing reading services which use tape recordings have short-
comings. These become particularly obvious when the services attempt to produce
new tapes of recently published books. Sometimes months can elapse following a
request beforz the.recording is completed and the last chapter is received by
the subscriber.. The reasons for these delays do not, however, stem from glaring
faults in the structure and efficiency of the organizations involved, but rather
from the fact that they use human readers. Whether the reader is an actor work-
ing for a fee, or a volunteer, he or she must schedule visits to the recording
studio when the facilities -are available, and can then only work well for an
hour or two at each session. Therefore, a major limitation lies with' the human
reader, and a solution to part of the problem appears to be available through
the use of reading machines.

Techniques for recognizing printed characters and for synthesizing speech \ v

‘have been steadily improving over the past fifteen years. During this period

the ‘staff of Haskins Laboratories have beer concentrating their efforts on the
problems of speeth gynthesis and, with the support of the Veterans Administra-
tion, have been actively engaged in the development of a reading machine for the
blind. * At this point, sufficient progress has been made to-make it obvious that
a complete reading machine, which can produce speech from a printed page, can
now be made. In fact, with the acquisition of an optical character recognition
machine provided by the Seeing Eye Foundation, we expect to have a complete
working model in the laboratory within the next few months. We have been able
to generate long texts in the synthetic speech output for about two years, and
stress and intonation assignment is now programmeZ in addition to the earlier
speech synthesis by rule. .(In the oral version of the paper a demonstration tape
was played at this point.)

As you have noted, the speech fs.not perfectly natural and requires a little
expoéure to become used to. However, the words you heard were delivered at a
final rate of over 160 words per minute and I am quite sure that if I were to ask
you questions about the passage you would be able to provide answers to most of
them.- My confidence in your probable reactions i$ due to the fact that we have
run pilot tests on comprehensibility of the material with college students, with
blind veterans at the Eastern Rehabilitation Center of the West ‘Haven Veterans
Hospital, and with ourselves as subjects.

The results of these tests have been most encouraging and we feel that the
reading machine system can be of real utility, particularly to blind students.
However, in our efforts to apply the machine to student needs, we find ourselves
obliged to take on several new problems, many of which lie outside the usual con~
fines of a research laboratory. 1In fact, it is becoming clear that it will be
necessary for us to conduct a thorough analysis of the uses to which synthetic
speech can be put--and eventually to build at least one pilot reading service -
center before other agencies are likely to grasp the initiative. This means that
we must continue to use our laboratory facilities for generating synthetic speech,
and must conduct an extensive evaluation program in an endeavor to provide suffi- (
cient evidence to justifv the investment needed to establish a Reading Service
Centex.

THE APPLICATION OF READING MACHINES
1 >
We anticipate tl.at the Reading Service Center (in which the reading machine
will operate) will be located in a library. At the Center printed texts will be

.
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converted to synthetic speech and the outputs will be recorded for use by a
large number of blind subscribers. The reading service can be provided in re-
sponse either to a personal request made at the library or to a phone call. At
the time his request is filed, the user may specify the word rate at which the
material is to be recorded, as well as the book, article, chapter, or page he
needs. Within a comparatively short time (minutes, hours, or possibly days, if
request traffic is exceptionally heavy) he may pick up, or have sent to him, the
audio tape of the entire text desired.

Because of the present limitations on the naturalness of synthetic speech,
it is apparent that a reading service involving text-to-speech processing by
machine can only supplementw-and will certainly not supplant--existing reading
services (Nye, 1972). Thus book production in Braille (as at the American Print-
ing House for the Blind) and spoken tapes issued by Talking Books, Recording for
the Blind, and other organizations, may long remain primary scurces of reading
material for thé blind. However, in the educational field where there is a
widespread need for more access, and more rapid access, to.éhi’brinted word, it
is probable that blind students will frequently accept a somewhat unusual voice
output in exchange for an extremely fast supply of diverse published material

that is not immediately available elsewhere.

THE TEXT-TO-SPEECH SYSTEM .
The procedural steps in the reading machine system designed at Haskins

Laboratories have been detailed in several other -publications, and only a short
review will be given here. After the printed text has been read into the machine,
three successive transformations are involved: first, from English spelling to
phonemic transcription of the same words; second, from a phonemic transcription
to control signals; and third, from control signals to audible synthesized speech
(Cooper, 1963). 'In somewhat more detail, following Nye et al. (1972) the text-to-
speech processing is accomplished in the following way.

The requested text i scanned by an optical character reader (OCR). (The
Cognitronics System 70 page reader, a machine that recognizes OCR-A upper and
lower case typefont, is to be used for .the scanning operation.) The OCR output,
stored on digital magnetic tape, is transcribed to phonetic spelling with the
aid of a 140,000 word text-to-phoneme dictionary that is stored in computer
memory. . -

This stored dictionary, which was culled from the dictionary prepared by
Dr. June Shoup zand associates at the Speech Communication Research Laboratory,
has been extensively revised to make it'compatible with th: local computer pro-
gramming. The vocabulary has been separated into two units: a small high fre-
quency ‘word list is stored in core memory while the main lexicon is held in disc
storage. Any text word. encountered in the scanning stage is first searched in
the high frequency list, and if not found, is then searched in-the main unit. .
When the phonetic words of a sizable body of text, plus their grammatical cate-
gories, have been retrieved, a pseudo-grammatical comparison of successive paired
words is made. Using a system of lexical and punctuational rules, stress symbols
are assigred which are zppropriate to the context (Gaitenby et al., 1972). The
resulting prosodically-énﬁﬁfﬁied string of phonemes (in machine language) is pro-
cessed by the Mattingly (1968) program for Speech Synthesis by Rule, and control
sign:'s for the specific textual message at a predetermined speed are computed.
These signals control the synthesizer and generate intelligible speech at the
specified word rate. The output of the synthesizer is recorded on standard audio
tape and conveyed to the blind user.
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To facilitate further improvements in the operating system, the laboratory
machine includes facilities for manual editing of the dictionary, the phonetics,
and the acoustic components of the message, together with visual displays (by
‘means of a cathode ray tube) of each of these aspects. This allowance for
editorial intervention is an important developmental feature, but it will of
course not be essential to the final reading system. However, during field
evaluation, .substantial feedback from the separate tests is expected, and what

is learned can be structured into on-gol g modification of the speech-producing
program. . :

> FIELD EVALUATION

The purpose of the evaluation tests will be to attempt to answer questions
concerning human factors, cost versus benefit, and technical matters ‘Nye et al.,
1972). 1In pilot studies conducted over the past 18 months we have had the coop-
eration of faculty and students at the Uriversity of Connecticut and at the
. Veterans Administration Hospital in West Haven, and it is anticipated that in
the conduct of the dezailed evaluation study we will again rely upon beth of
tkese institutions for assistance in test design, in acquisition .and scheduling
of testees, .and in admlnistracion of the tests.

Some cf the Cesc materials (rhyme tests, for example) are standard and have
been used elsewhere for such applications as assessing telephone speech quality.
We also intend to use reading comprehension tests similar to those used in the
public education system. On the other hand, certain tests will be created
specifically for appraising the synthetic speech medium. Various levels of
textual material will be presented, in a variety of cubject matter, by a range
of authors. (Authors' styles and vocabulary are known to prcduce differing de-
grees of acceptability among readers.)

4 Beyond the standardized snd specially-designed listening tests, we prcpose

to operate a partial Reading Machine Service for blind students at the University
of Connecticut at Storrs, in order to make ressonable estimates of time and
expense -involved in actual text-to-speech-to~user production, and in crder to
make a genuine test of the feasibility of the system. The magnitude of demand Ly
students for the synthetic speech recordings of their textbook assignments (using
this partially simulated system) should be indicative of the contribution a full-
. scale installation of a Reading Service will provide (although it is racognized
that an innovation such as synthetic speech may encour.ter ikitial resistance).
Demand itself is, of course, one clear type of acceptability measure.

When enough data has been gathered to permit a comparison of synthetic
speech tapes and natural speech recordings, including such factors as demand,
production speed, cost, and acceptability, we should arrive at = realistic index
of the new system's overall feasibility.

In summary, a bench model of an automated reading ---tem for the blind
exists. Pilot tests of the acceptability of the synthetic speech nutput have
been conducted, and the system is now ready for serious evaluation. Cooperative
university and veterans' facilities are on hand to contribute their assistunce
in this enterprise. The evaluation stud; itself represents a start on moving
the system out of the labcratory and into real-life applicavion.
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Physiological ASpécts_of Certain Lar&ngeal Features in Stop Production*

- N
H. Hirose,” L: Lisker, ' and A. S. Abramson, 'H
Haskins Laboratories, New Haven

This study represents one more effort to describe some physiclogical cor-
relates of certain laryngeal features in stop consonant production. - Our speci-
fic concern is with what the linguists call the voiced-voiceless, the aspirate-
inaspirate, and the implosive-explosive oppositions. For this study two sepa-
rate experiments were performed: electromyogragpiy (EMG) of the laryngeal muscles
during producticn of intervocalic labial stops and fiberoptic observation of the
glottis for the same consonants. N

The: subject was a phonetic1an who produced labial stops ‘of the E f1ve phcnetic
types represented in: the bottom line:of Figure 1. From left to right, these are:

“voiced- inaspirates, implosive: voiced inaSpirates, voiced aspirates- voiceless. .

aspirates, and voiceless 1naspirates. Of the various carrier utterance types

indicated we shall be talking only of those with the, vowel [i] in the second and
taird syllables. *

In the first experiment, conventional bipolar hooked-wire electrodes were in-
serted into five laryngeal muscles: the interarytenoid (INT), posterior crico-
arytenoid (PCA), lateral cricoarytenoid (LCA), cricothyroid (CT), and sternohyoid
(SH). The EMG signals were reccrded along with acoustic signals and timing marks
as the subject read the list of test nonsense words 16 to 20 times each. The EMG
signals vere then computer-averaged with reference to a line-up point on-the time
aXis representing the beginning of the labial closure interval in each utterance.
In this discussion we shall restrict ourselves to events in-the immediate neigh-
‘borhood of the line-up poaunt.

__ Figure 2 shows an example of the averaged EMG curves for the five laryngeal
muscles during production of test words containing the explosive voiced inaspirate

‘[b]. The zero on the abscissa marks the line-up point, and each division repre-

*This is a slightly modified version of a paper presented at the 84th meeting
of the Acoustical Society of America, Miami Beach, Fla., November 1972.

+;A"lso Faculty of Medicine, University of Tokyo.
++Also University of Pennsylvania,.Philadelphia.

~Also University of Connecticut, Storrs.

[HASKINS LABORATORIES: Status Report on Speech Research SR-31/32 (1972)]
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sents 100 msec. The EMG curve for the INT shows that this muscle has a Steep
increase in activity immediately before release of the initial [th], which is
indicated by a vertical bar at tae bottom of the figure. Except for a dip-about
200 msec before thz line-up point which presumably corresponds to the [k], the
INT stays active over the interval containing the labial stop of this phonetic
type.

When we then compare the EMG curve for the PCA with the one for the INT,
we can see a clear reciprocal relationship between these two muszles. Thus
PCA activity remains continuously suppressed after a small peak which is pre-
sumably for the [k] in the carrier. The general pattern of-LCA activity is
more or less similar to that of the INT in this case. The characteristics of
the CT and SH will be discussed later.

. H

In-Figure 3, the results for the test utterance containiig the voiceless
aspirates [ph] are demonstrated. Note, in this case, ,'that there is a marked
dip in INT activity starting approximately 100 msec prior to the line-up point
and reaching its minimum approximately ‘'at che release of the stop. Conversely,
marked activity is observed for PCA, starting and peaking reciprocally with the
fall in INT activity. In.the LCA curve there is a dip in step with INT suppres-
sion.

The EMG data in Figures 2 and 3 show marked activity of the abductor muscle
in the production of the voiceless aspirates, while activity is suppressed for
the voiced inaspirates. The adductor muscle group is, conversely, suppressed

-
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Figure 2:
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Averaged EMG curves for tiie five laryngeal muscles for [b].
The time of release of [th] and'[k] and of the onsat and
release of [b] are indicated at the bottom of the figure.

The shaded interval represents voicing throughout the [b]
occlusion.
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Figure 3: Averaged EMG curves for [ph]. The times of closure and
release and the interval of aspiration for [ph] are shown.
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for voiceless aspirate production but active for the voiced inaspirates.

In Figure 4, averaged EMG curves for three different phonetic types are
superimposed for each of the five muscles, allow1ng us to compare the voiced
aspirates, the voiceless aspirates,and the voiceless inaspirates. As we can
see, the increased activity of the PCA and the suppression of the INT and LCA,
which together can be taken as an indication of open glottis, are most marked
for the .oiceless aspirates. For the stop types compared in this slide, there
is- minimal activation of the PCA for the voiceless inaspirates, and its-timing
is .earlier than for the other two classes of stop. There is a similar relation
for the reciprocal INT curves.

N »
Comparison of the voiced aspirates and the voiceless aspirates shows a

) s1gn1f1cant difference both in magnitude and timing of the EMG patterns, in

that abductor activation and adductor suppression start somewhat earlier and o
reach higher magnitudes for the voiceless than for the voiced aspirates. -

It should be remarked here thit, except for the differences relevant to the

phonetic differences among the labial stops, the contours of the thres curves

are similar. This irndicates that the pattern of muscle activity for the carrier
portion of the test utterances is quite constant, regardless of the differénce
in the embedded labial stops. Incidentally, it is alsu to be noted that both-the
CT and SH show no differences in EMG contour for the three labial stop types.
Figure 5 compares the voiced inaspirates, the voiced aspirates, and the voiced
implosives.- Note that there is no appreciable adductor suppression for the voiced
inaspirates. The abductor appears to be continuously-suppressed in tihe case of
the ordinary voiced stops, but for the implosives a small peak is observed, a
finding for which we have yet to discover an explanation.

-It—is interesting to note :hat the SH shows a peak for the implosive that occurs
earlier than for the other two stop types, one which precedes oral release and
presumably is for active larynx lowering. This pattern of SH' activity was also
found in an earlier experiment involving a native speaker of Sirdhi as a subject.

In Sindhi, a language of the Indian subcontinent, the implosive feature is dis—
tinctive. For this sound the CT also shows a peak that is almost synchronous with
the SH peak. This CT activity might be regarded as a teusing of the vocal folds
in compensation for a p0551ble pitch drop due to larynx lowering.

In the second part of our study movies of the glottis were taken during pro-
duction of the same types of test utterances by means of a fiberscope at a film
rate of 60 frames per second. Appropriate frame sequences for the labial strps,
were then examined by the technique of frame-bj-frame analysis. The followiug
features were part1cularly noted:

1) opening and closing movements of the arytenoid

2) interruption and resumption of vocal fold vibration

3) the time ccurse of glottal 'aperture width as measured at the vocal
processes

4) vertical movement of the larynx.

It was observed that all samples of voiced inaspirate sounds, both the ordinary
explosive and the implosive, showed no separation of the arytenoids. 1In the

»

187







< . pv 600

-

!

{

[ b
Lk
th Kk bk

- Fig. 5

e Figure 5: Comparison of EMG curves for [b], [b], and [bh].

. 189




:g 2an31g

"[4] pue “[yd] ‘[yd] 203 uIpTM 1233078 3o so8IN0D SmEL

(5°4309) - aspajay |0:()
S3Wol4 Jo Jaqunp ' ;
Al oL - : 4 ; Y
| — .gd.,..JQ......g.....g..~..




case of the implosives the larynx appeared regularly to shift downwards, this

being manifested as a rapid tilting\of the epiglottis in a postero-lnferior
direction.

o

In-the phonetic types other than the two voiced indspirate stops arytenoid
separation was always observed. Figure 6 illustrates the average time courses
.of glottal opening for these three stops relative to oral release. (The unit
of glottal width is arbitrary.) The figure clearly shows the difference in tem-
poral course as well as degree of opening of the glottis for the different phonet-
ic types. The glottis appears to open earlier and’also to close earlier relative
“0 oral release for the-voiceless-inaspiratés than for the other two, while the
maximum glottal width is the smallest for the same st6p. For the voiceless as-
pirates, thé glottis starts to open later, reaches its maximum width near oral
release, and then gradually .closes. The maximum glottal width is largest for
this stop. .For the voiced aspirates, the glottis appears to open latest, reach-
ing its maximum width somewhat later than for the voiceless aspirates, but closes
at almost the same time as for the v01celess aspirates.

—If we compare our f1beropt1c observation with the EMG data described earller,
there. appears 'to be g good agreement between the two seéts of results, indicating
in particular that the abductor and adductor miséle groups follow coordinated
patterns of activity corresponding to the opening and clesing of the-glottis.
. The overall c01c1u51oh suggested is that the cldsses of-plionetic evénts we l.ave
been, examining are produced by rather different laryngeal gestures deriving from .
dlfferent patterns of laryngeal muscle activity. For the vdicing and aspiration
features ‘these patterns effect differences both in the magnitude of glottal open-
ing and in the timing of glottal adJustment relative to supraglottal events, while
for the implosive.feature there. is lowering of the larynx in synchrony with the
oral closure. '

— Y 191] {a

-




(%1

Effect of Speaking Rate on Labial Consonant Production: A Combined
Electromyographic~High Speed Motion Picture Study .

Thomas Gay® and Hajime’Hirosé+r . .
Haskins Laboratories, New Haven R

ABSTRACT

'
,.---._J‘JM-N‘

This'experiment used electromyography and direct, high speed
motion picture photography, in combination, to describe the effect
of speaking rate on the- production of labial consonants.

Electromyographic signals from .a number of facial muscles were
recorded -simultanecusly with high speed motion. pictures of the lips-
from two Subjécts. The speech ‘material consisted of syllables con-
taining the cénsonaiits /p b m w/ in-both CV- and VC combinations-.
with the vewéls /1i.a u/. :

The major finding of this experiment is ‘that an increase in
speaking rate is accompanied by both an increase in the activity”

level of the muscle and an increase in the speed of movement of.the

articulators+ The data also showed certain manner effects and

instances of both subject—to-subject and individual token variabil-
ity. These findings are discussed in térms of theoretical models

‘of speech production.

It is commonly known that the production of a given phone will vary.a
great deal depending on the suprasegmental structure in which it is placed.
Recent research in this area has been concerned with the question of whether
these allophonic variations, in particular those that arise from changes in
stress and speaking rate, can be attributed solely to changes in the timing of
commands to the -articulators. o .

-

The earliest model of this type was proposed by Lindblom (1963 1964) In
both spectrographic and cinefluorographic studies, Lindblom found that a
destressed vowel, or one produced during faster speech was accompanied by a
change in color toward the neutral schwa. Lindblom's hypothesis was that this
neutralization is a consequence of the chorter duration of the vowel, and,
further, is caused by a temporal overlap of motor commands. to the articulators.

- "

+Also University of Connecticut Health Center, -Farmington.
Halso Faculty.of Medicine, University of Tokyo.

o
[HASKINS LABORATORIES: Status Report on Speech Research SR-31/32 (1972)]
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In other words, the articulators fail to reach, or undershoot, their targets: '
because the next set of motor commands deflectsthem to the following targ set

. before the first target is reached. Although some later experiments have shown

-similar ‘undershoot effects for other phones -(Gay, 1968; Kent, 197C), a number
of other studies have produced results that- imply the existence of another
mechanism, articulatory’ reorganization, in the control of, at least, stress.
For example, both Harris, Gay, Sholes, and Lieberman. (1968) and Harris (1971),
.in electromyographic’ studies of .stress, found higher muscle activity peaks
(greater driving forces). for phones produced in stressed syllables than in noe~
stressed syllables. A poswible conseguence of the electromyographic result was
.later observed by Kent and Netsell (1971) in a cinefluorographic study of
tongue movements. Their data suggest that the effect of increased stress is

to cause the articulators to move faster, more forcefully, and closer to their
intended targets.

Although it is probably safe to conclude that undershoot is at least a , .
‘component. of destressed and faster speech, a genéral model of speech production ' P
based on timing changes alone 1§ too simple. First, it is apparent from -~ )
‘earlier experimeuts that reorganization .of the articulatory gesture exists to g
-enable ‘the - mechanism-to respond actively to; at -least -some, suprasegmentaI :
demands. Second, the. concept of. undershoot, which was.originally proposed to
describe vowel .articulation, does ‘not lénd itself particularly well to the pro-

‘duction of consénants, most of which involve movemerits towhrds occlusal or
constrictive, rather thanlspatial, targets. The experiment -reported here was

concerned with ‘the following questions: does articilatory! reorganization

~ extend ‘to variations that arise from changes in speaking rate, and can a mechan-

ical model of the kind proposed by Lindblom (1963) apply to the production of
‘both. vowels and consonants? The specific purpose of this experiment was to
determine the effects of spoaking rate 'on the production of labial consonants
spoken in various vowel environments. jThe experimental approach utilized the
combined téchniques of electromyography and direct high speed photography to
obtain information about both the forces that cause the articulators to move
and the movements that reéult; simultaneously, on the same utterance.

: _ | - METHOD

Subjects aad Speech Material

The subjects were two adult males, both native speakers of American ,
English. The speech material for one subject (DL) corfisisted of the labial
consonants /p b m w/ in both CV and VC (except /w/ which was -in only CV)
combination with the vowels /i a u/. Each of the syllables was placed in a
word (e.g., keeper, appeal), which, in turn, was placed in a sentence. The
master list contained 21 different words. For the second subject (TG), a more °
symmetrical frame was used. Each of the consonants was placed in either [kVCa]
or [keCV] (again, except for /w/) preceded by the carrier, "It's a...." Also,
since the data anaslyzed for the first subject did not show any interesting or
consistent manner differences for /m/, this consonant did not appear ia the .
second list. For both subjects, the words were random ordered into four differ-
ent lists. The lists were repeated four times, in sequence, for a total of
sixteen repetitions at each of two different speaking rates. The speaking
rates were either moderate or fast and were controlled by training the subject ,;
to speak at what he considered comfortable rates. The subject's performance ?42

/

" was monitored continuously throughout the run.
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Electromzographz

For both subjects, conv:ntional hooked wire electrodes were inserted intc
‘muscles .that control both lip and j&v movements) These muscles are listed in
Table 1. Although all muscle locations showed adequate firing leVels at the-
time of electrodé insertion. some muscle locations deteriorated, at one time or

another, during the run. The extent to which this occurred is also indicatwud
in Table 1.1 .

TABLE 1: EMG electﬁode locations.

Subject DE ) . Subject TG
rbicularis Oris - superior, medial -Orbicularis Oris - superior, medial
(OOSM) (0JsM)
_Orbibularis Oris - ‘superior, lateral Oroicularis Oris -~ inferior (00I)
(00SL) * : _ ’
Orbicularis Oris - inferior (0OI) Quadratus Labii Inferiorus (QLIy

Le;ator'Anguli Oris (LAOX Mentalis (MEN)

Buccirator (BUC), Antorior Belly Digastric (Ab)*
Depressor Anguli Oris (DAO)

Internal Pterygoid (IP)*

*Analyzed for motion picture segment only.

The basic prccedures were to collect EMG dava for a number of *okens of
each utterance and, using.a digital computeér, to aerage the irtegrated %MG
signals at each electrode position. The EMG data w>re recorded on a auiti-
channel instrumentation tape recorder together with *he acoustic signal and a
sequence of digical code pulses (octal format). The:e pulses were used to
identify each utterance for the computer during processing. A more detailed
description of both the data recording and data proce: sing techniques can be’
found elsewhere (Hirose, 1971; Port, 1971)

Direct Hign Speed Photography

High speed motion.pictures of 1lip and jaw movements were reco ‘ded with a
16 mm Milliken camera, set up to run at 128 fps. Both full-face ard lateral
views of the lip's and jaw were recorded by placing a mirror, set at a 45 dogree
angle, ieside the subject's face. The motion picture and EMG. data were syn-
chronized by an annotation system constructed for the purpose that displayed
L

~

1

muscle showed only resting potentials for speech, even though correct elec-
trode placement was ascertained for other functions .clenching, for example).
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It is interesting to note further, that for Subject TG, the internal pterygoid
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‘the octal code pulses on an LED device placed in: the path of the camera. This
display was also driven by a .signal from the .camera to -count individual frames

between the octal codes. A diagram of the EMG and motion picture instrumenta-
tion is shown in Figure 1. .

The combined 'EMG and high speed motion _picture data were recorded at the
beginning of the run, after which the EMG part of the experiment continued. i
Prior to the beginning-.of the run, wh;te reference -dots were painted on the e
nose and lower edge of the subject's jaw. A ruler wae also fi: - d to the mirror
so that the lip and jaw movements couIdJBe ccaverted to actual distances.

The films were analyzed by frame-by-frame measurements of vertical jaw
opening and vertical lip opening at the midlinei? The EMG data from the
motion picture part of the run were processed separately from the remainder of
the run and then compared  with those data to see if the individual tokens were
typical of the average. Our criterion for acceptance of an individual -token.
was that its peak did not exceed the maximum or fall below the minimum of the

\ ) averaged tokens.,

- | ‘ ' RESULTS Lo

Electromyography

Results of the electromyographic analyses are summarized in'Tables 2 and 3.
These tables show the peak -prscle activity levels for each muscle and utterance
for both subjects and b-ch speaking rates.

The values for the yOSM, OOSL, 00I, MEN, and IP represent the peak heizhtr
of muscle activity levels for the closing segment of the gesture while the
values for the AD, BUC, DAO, LAO, and QLI represent tne peak heights for the
opening segment.

|

|

For both subjects, the spee. produced during the faster speaking rate l
condition was, on the average, one-third shorteér i1 duration thau the =peech

produced dutfimg the normal condition. These differences are based on measurz= I

ments made from the complete sentence, i.e., test syllable plus carrier. |

|

|

|

|

|

One of our major concerns in combining EMG with high speed motion picture
photography was the question of whether “he-EMG curve for the single token
motion picture run was a typical one, in other words, one comvatible with the
average. As the valuce in Tables 2 and 3 indicate, this vas almost without
exception the case. Tor those muscies characterized by stcong activity levels,
the single token values followed the averaged values, in both direction and
magnitude. Almost ail or the other muscle locations shcwed the same patterns;
however, since the peak values of these muscles were somewhat lower, the com- |
parisons are'not ecqually valid.3 |

i

2Lip spreading measurements (horizontal distance between the corners) were also
made for /w/.
A 3I'I‘or subject DL, two instances (/im, wi/ - 00I), and for subject TG, one instance
(/pu/- - MEN), occurred.where—tHe single token values did not follow th> averaged
values,
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TABLE 2: Averaged and- single token:- (in parentheses) ‘peak: EMG values ‘for--sub-
jecc DL. Valuyes for the moderite speaking rate -are in the 1eft
-column. and values for the fast speaking r;ate are in the right_column
:of each cell.
_ oosm T “oost oo | a0 tfﬁﬁér, B YV A 2
. 83-i27 | - | s8-69- | 27-38 | 46-126 | 690-710 | -
P2 ]l (60-190) |(25-52) ].Q110-40). | (38-52) (354-550) _(450-975) | (130-550)
aall 5675 f . 1 m=17 | 29=27 76=304 | 451-564 | -
P (70-83) (25f125) (50-65)- . . (33-60) (30-142) ‘(605 950) } (150<690)
ois Il 67-71. | i 70-74. | 26-37 | 77-19v | s0k=é16 |
s (150-170)- -(9§e195) _(65135) | (20-35) (sobsso) _(820-960) | (125-700).
. 54-82- o 37547 | 22-26- 7 65-156 | 626-788. |
iy (75-155) |°(65-75) _ (40—50) _(60:80) | (85-175) l(71o-9zo) ;4757550)
. |l 5367 ) 3=4r |- 35-39 | 112-183 | 915-1009 |
P - (65=105)° 1(60-95) _(35-40) _ (35-40). ~ (65-410) -(960—980) ;gﬁsfng)
wo || 77-88 E| Rt ? 138-149 | 135-242 | 837-1167 |
w (95-115) 1(80=125). z(1053180) 41145-185)':;(75-85) u(850-960) (;30+6qq)
il 78114 | - | 30-69 | 27=68 | 8i-230 . I 671965 " =
= || (70-180) | (65-90) | (65-130)““‘(30—40) 1 (120b180)ﬁe(920-1020) . (75-700).
sall 99-108 | 6369 | 39-61 | 132-514 | 730-854 S
22| (60-155) | (40-80): ﬁ(75—105) . (50-60) | (75650)- t(900-950) (;251595)
wll 658> | j’ 4862 :; 191-124 | 582114 532-717 -
|| (40-160) | (40-45) | (40-60) | (60-240)-* (60=350) (225-950)- | (125-650)
bl 64-80 | 47-sa- f 8i-47 1 130-134 | 763-938 |
22 4].-(40-160) - (70-80) _ (40—55) ;i<80-70) | (95-120) | (740-890) | (130-595):
o |l 110129 | 66-72 | 59-67 | 73-290 | 698-836 |
Il (45-190) | (35-95) | (42-65) | (55-85) | . (40-560):| (475=980). | (160-480)
aa |l 857113 | b 5358 | 37-65 [ 1794560 | 662=704 - | .
= |l (95-195) | (65<130):|. (60-95) | (85-105) '7(6§?205)'.(575-1145) 1;40b710)
sm Il 63-70 , - 57=54 | 31-35 63-185 | 654-630 I
|l (70-110) | (35-65) | (45-55) | (€30-35) | (50-170) | (550-950) | (130-620)
|l 74-76 67-69 30-32 | 70-108 | "809-918 ,
2011 (55-170) ; (80-95) |. (70-80) | (50-55) | (190-275)1 (640-950) | (180-390)
will 0878 | 88-69 22526 | 124-145 | 318-367 | -
" || (60-130).| (55-105)" (75-155) | (25-200) | (100-150) | . (75-775) | (105-705)
wa || .38-60 B 33-37 25-34 113-184 | '213<505 '
2 1] (55-60) | (65-150) | (55-95) | (25-30) | (105-200) | (50-650) | (125-485)
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: ‘TABLE 3 Averaged ‘and single token (in- parentheses) values for
nd subject TC. Valies. for -the moderate speaking rate -are
in.-the left column .@nd values for the:: fast speaking
-‘rate are in the right -column ‘of each zgell. -
. ,,A. - .
—dr oosm N E 0017 | qLt _MEN. o aD
B i ~381-555 I 82-111 1 16-—37 34-26 , o
Pt (414-451), (91-95) (43-46); f(47-51) $:(20-22)
- :aa“ 323-634 | 62101 | 33-36" | 3739 | _ .
F (425-502) _(91-161) (32—43)k‘,(39~202) (5890, =
‘ ol 360=588 [ 88113 | 2031 | 3626 |. s
f i (409-523) (83-113) |- (32-40) {(42-52) |(24=41)
o1l 528580 | 90-111 | %40-49 '% 61-65 .;;ﬁvﬁ N
: P (431-540) [(141151)--(29=38) |.(6570). |-(57:112)
aoil[562-583 92115, | 76-80 | es-67 |
P (551-563) (;11-112) (81-108). | (41-8_1, (35:45)
sl 346=435 110-186- | 32539 | 19:19 o
2Pl:305-420).} (91-134) (35-4oh¢_ (39-40). . | (65-82) :
bi 357-532 5694 | 25-27 20202 |- - )
~ gl || (305-529) _ (63-97): 127-43) (44-45) 1110-13)
T ball 299458 1 55126 | 23<36. 1. 41=30 L
- °a (458-478) (41-30) (24 27)M~ (47=47)- | (57=101)
pall 3172 456 - 84-106.7 20-22 " | 3620 .| T
- (283—409) (72-127) (21-24) (52—59) 1.(10-46)
wlf L 432-508 | 52484 | 36-29 8557 .
s+ ]}:(403-400) 1 . (61:66). | (29~31) (42—65)‘$-(32=52)
- ap || 535<588 | 61-75'~—-42-54 62-71 | -
A1(409-431) | (55-62)., | (39-48) | (71=77) .| (10-38)-
‘b |l 307-347 | oi-188 | 1621 | 23-20° | .
(376-447) | (94-233) | (27=35) [(31-39). | (11-41)
wi|l 264-660" | 80-143 [ 15-20- | 7<8. | A
_ 11 (245=321) | (80=105) | (19-27): | -(7=10). | (10-32)
. wall 277-461 | 88-i85 | 14-32 711 | ‘
(218-300) | (80-147).] (13-21) . |. (7-10) |(32-41)
wall 277-392 ' 89-149 | 12-18 | 10-8 n
(218-343) | (91-169) | (18-27) |- (7-28). | (10-46)




fo. be a generalized in¢rease in articulatory effort.

>Morton, 1968) - .

For'-both subjects, the -major effect of an increase in speaking rate -was
an increase in the activity ‘1evel ‘of ithe 'miisé: _mGenerally speaking, this -
inérease. occurred for all muscles and all utterances, in other words, for the
immediate consonant gesture itself, .as-well as for the' lip opening that

'extends through thedadjacent vowel.4 .For those muscles ¢haracterized: by strong

activity 1evels, these increases weré. ‘on, the order of anywhere from 25 percent

" to 100 percent. ) - " -

-

Thése differences in muscle activity levels indicate that the control ‘of
speaking rate requires -more :than just a simple adjustment of the ‘timing..of
mnotor -commands. Rather, it appears thatrthe labial .consonant gesture is also

'reorganized at theLmuscle command level. Although changes in.- timing .are

present ‘the primary physiological correlate -of ificteased speaking rate seems:

Whereas ‘the speaking rate effects were- consistent for both subjects, other

‘effects, both contextual~and suprasegmental were: quite variable4 For example,

éxamination’ of the orbicularis oris: data: fof Subject DL. shows that, for the

‘most part, muscle activity: levels. were ‘higher for'./p. b m/ produced before a

stressed vowel: than- for: /p- b /" produced after a stressed Vowel- (Theé- other
muscles do-not.: show any consistent stress effects ) For subject TG; -on- the -other

‘hand, 'stress contrasts:for /p. b/ in: combination with -the vowels: /i a/ .show.

exdctly opposite effécts:- consistently higher EMG activity (OOS -001, QLI) for———r
‘thé -poststressed. position' /u/ ‘showed' small, probably inconsequential effects the-
;other way (prestressed) For both subjects, these effects occurred :8CT08s-

changes in spéaking rate. Likewise, subject TG showed“higher OOS OOI QLI —

;activity levels for /p/ -as'.opposed to ‘/bl/,. -while .no consistent. differences were:
evident for subject DL.. This latter variability has ‘beer shown in-a number -of

earlier studies (Harris, Lysaught, and Schvey, 1965 Fromkin, 1966 Tatham and

. One othér 1nteres*ing f:nding 4is worth: mentioning. Although the. internal

.pterygoid 1ocation for subjecr DL was .not. usable- for the entire EMG run, it was
~stable for the motion picture segment. The fact of the s1ngle token notwith-~

standing,fthe effect -of speaking rate-on. the activity of ‘this muscle was -drama-
tic. Activity levels for all utterances increased from what might be -considered
resting levéls for normal speaking Yate .to very high peaks for fast speaking

rate. This is especially interesting 4in: 1ight of the fact that subjéct TG did
not seem to-use this muscle- at -:all. for speech. -

Y

" To summarize at this point then, the major effect of an increase in speak-
ing rate on labial consonant production is a generalized increase in the activ-
ity levels of- the muscles; this in turn indicates an overall increase in artic~ -
ulatory effort for these consondnts during" faster speech.

Lip;Movements

Figure 2 shows typical lip movement curves for /p b w/ of subject DL. For
/p b/, these graphs show that the rates of lip opéning and closing are faster
for the faster speaking rate condition, while lip closure duration remains

4The only exceptions were /ab/ - LAO for subject DL and /bi, ba/ ~ MEN for sub-

jéct TG.
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. essentially the same . -across both rates. This was generally the case for all "

were similar for both conditions. However, in’no case-were the rates of lip:
.movement ever slower for ‘the faster speaking rate condition: 'The data for
. ,*subject TG. were essentially the .same, with only one instance (/pu/)»showing
‘vsimilar rates;.
These differences in 1ip movements are consistent with. the EMG data and ) ;
show that in: order for the -gesture to. be .completed dur1ng faster spéech, it o - .-
fust be done faster; and with greater articulatory effort. jThis increase in f )
»effort for the ‘consonant ‘gesture carriés -over to.the adjacent.vowel as over-
shoot in lip opening. This greater amount of lip opening during faster speech
occurs primarily for the stressed vowel, regardless of whether it precedes. or
- follows the consonant. Although overshoot was present for some of ‘the unstressed )
vowels, it ‘was -hot a particilarly strong or consistent featute. N &
Figure 2, also ‘shows typical . lip,movement curves for /w/ Here the targéts
- ~ for 1ip opening: and closing ‘aré essentially ‘theé .same across: cnanges in speaking
5 rate. This indicates, again, that an ineérease in- speaking rate causés the A
R 3 4articulators to- move. faster and more forcefully toward these targets. Althotigh « -
N ] this f1nd1ng for the stops isinot unexpected the -data. for /w/ are :somewhat . R ]
surpr1sing. Whereas -§top. consonant production involves .an .« occlusal target; one
that must be teached. in--order: to produce the sound; /w/ involves only a spatial
target, and, theoretically ‘tan be undershot. ‘One possible explanation for thé
lack -of /%/ -undershoot, though, is that /w/ might be -characterized by an -acous- -
tic steady state, -and thus, would requirevan invariant target position:

E ) ‘ As ‘might be predicted from the EMG data, the lip movement curves did not

. show any consistent :Stréss or contextual effects. Any effects that might have
"been evident for the averaged EMG data did: not show any- corresponding differ-
-ences in lip opening or c1031ng. These subtle effects, if- indeed they are even
reflected by changes in- the pattern of lip -movements, are probably masked by
the variability inherent in singlée token analyses.

Based upon both the EMG and: motion picture data, it would -appear that

Lindblom s (1963) undershoot model cannot be ‘applied to ‘the production .of labial
consonants. Although changes: in timing are present, the primary physiological
correlate of increased speaking rate is an increase in effort and consequently,

“a faster articulatory movement. As- ‘was mentioned before this is not necessar-
ily an unexpected result for the stops, since thése phones require an occlusal
rather than a spatial targét, and thus, cannot in a strict sense be undershot
(except, of course, in terms of decreased closure duration, which also does

. not occur). The data for /w/, however, are unexpected sincé /w/ does involve
, a spatial target.

AR o ke L
.

Jaw Movement - ’ . .-

Although the EMG levels for the muscles that control jaw opening and
closing (anterior belly of the digastric and internal pterygoid) showed some
increase for the faster speaking rate condition, the jaw movement data.did not

A show any clear speaking rate effects. There weré no consistent differences in 1
: wgll - either rate or degree of jaw opening or closing, 1i. e;, there were ro consistent
- T e TR undershoot effects for the consonant, or overshoot effects for the vowel, as a

function of speaking rate. Although these inconsistencies might be due to the
variability inherent in single token measurements, or for that matter, to the
coordinate system itself (movement inferred from superficial measurements), the

"
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.most likelv explanation is that the jaw, -unlike, the lips; does not need to

reach -a specific ‘target during the production of a labial consonant, and thus, -

- cam be more susceptible to: mechanical or inertial factors.

’200 msec,

~.Although the Jjaw movement curves. did not show consistent speaking rate
éffécts, they: -did show integesting contextual effects. Figure 3- shows 1ip
movement data replotted agdinst jaw movement' curves for words containing /p/.
and. /w/ This figire shows, that fér /p/ jaw movement is more or 1éss locked
to 1lp movement, d.e:,- when: one: is closing So- is, tke other (this was also the
case :for /b m/). Lip and Jaw- ‘coordination for /w/; however, béhaved quite
differently—-jaw ‘movement. .was- much more indépéndént of lip -movement, antici-

pating the following vowel by opening for it during lip ¢losure for-/w/. ‘This
-phénomenon was ‘evident for both subjects, and in each case, the starting point

for jaw opening préceded the point of maximum 1lip constriction by approximately

f P raad

DISCUSSION ~ .
The major finding of ‘this experiment is that for labial consonarnt produc-
tion, -an ‘increéase in>speaking rate is accompanied by. both an. increase in the
activity level -of the ‘muscles and; an incréasé in the speed :0f movement of the
articulators. Both -of these effects -areé .consequenices of .an increasé in
articulatory effort. Although these results easily fit into a target-based

" View of speech production, ‘they- do not fit -at all intd- a simple physiological

Lodel of the. suprasegmental structure of speech.

Lindblom's (1963) original- undershoot hypothesis was ‘proposed' to account
for chang%s in both ‘stress and. speaking ratey: that is, his model predicts. that
undershoot would ocear for both- destressed and faster speech. Indeed, this
seems.'to- be the ‘case- for ‘vowels:, Both Lindblom (1963) and Kent and ‘Netsell
(1071) found: that “the effect of increased stress is to cause the articulators,
speéifically .the tongué, to6 move - closer to-its intended target. Lindblom (1964)
also- showéd the same éffect for slower spéaking rates, as did Kent and Moll
(1972), -whose data -suggest the :same trend for lingual consonants as well as for
vowéls.

The data of our experiment, howevér, -show that the. production of labial
consonant$ is not controlléd in the same way as vowels and, perhaps, lingual
consénants.. For labial consonants, an inérease in speaking rate is not accom-
panied by undershoot, or any corollary change in lip ¢losure duration° rather,
the. articulatory movement is reorganized at the motor command level in much the
same way it is for increased stress, i.e., in' the form of greater articulatory
effort. Not only doés this suggest the existence of more ‘than one mechanism
employed in the control. of speaking rate but, moreover, that stréss and speak-
ing rate variations are not simply covarying components of the same ovérall
structure. Instéad they appéar to be two featurés which are controlled by two
separate mechanisms., -

The data of this experiment show instances of both subject-to-subject and:
individual token variability. The most interesting subject differences had to
do with the EMG measures of the stress and. voicing contrasts. These differences
were more than likely real sincé the muscle activity patterns were consistent
for utterance versus subject contrasts. The extent of this type 6f variabil-

ity, though, is perhaps best illustrated by the data for the internal pterygoid

6
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muscle. For subject DL, this muscle showed rather large speaking rate effects,
vhile- for -subject TG, the internal pterygoid was not even used for -speech.
These: variations would seem- to indicate, among other things, that physiological
data of this type should ‘be handled on an individual, nonpooleu basis.

. The other. type of variability apparent in our data was that for jaw open~ L
B ing and' closing. As vas -mentioned narlier, these inconsistencies are probably
' due to the compounding effects of single token analysis and the fact that the
jaw 1is under less severe constraints than the lips -during labial ‘consonant
‘production.

.~
4

The data of ‘this experiment preclude the hypothesis that the suprasegmental
‘feature of spcaking rate is controlled solely by’ changes in -the timing function
of ithe motor commands. It is apparent that an additional, active méchanism is
employed in the production of, at least, the labial consonants. However, the
extent to which ‘this-mechanism operates and ‘the question -of whether it -operates
by- feature or by phoneme; cannot be. answered without additional data on the way
in which the ‘movements.-of the peripheral mechanism are coordinated with those
.of -the tongue and- jaw. . .

-
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‘Stop Consonant Voicing and Pharyngeal Cavity Size® -

Fredericka Bell—Berti ‘and -Hajime Hiro
'Haskins Laboratories, New Haven . .-

Aerodynamic forces require an increase in vocal ‘tract volume during
stop consonant occlusion if glottal pulsing is to proceed during the period
of consonant .closure. Previous reséarch has -shown that -such: vélume in-
creases do occur for voiced plosives in medial position in American English.
Two modés- have been postulated for producing this increase, We shall call
the first .of these passive pharyngeal enlargement, in'which decreased muscle
-activity in certain muscles. implies an increase in pharyngeal cavity size for
voiced stop consonaiit production. We shall call the ‘second :mode -a¢tive pharyn—
geal enlargament in which increased muscle activity, in muscles which are not
involved in- passive enlargement, implies increased pharyngeal cavity size for
wvoiced stop production.
- Figure"l is~a schematic representation of the two-mechanisms for pharyn-
:geal cavity enlargement. The figure to the left represents a cross-section
of the pharynx, ‘while that to the right represents,a mid-sagittal section of
.the pharynx. The arrows marked.!P" indicate possible dimensions for passive
enlargement, vhile the arrows marked "A" indicate possible dimensions for
-active enlargement. The solid arrow represents anenlargement dimension whose
méchanism has been specified (Bell-Berti and Hirose, 1972). The dotted arrows-
-represent dimensions of pharyngeal expansion whose mechanisms have been sug-
gested (Perkell, 1969; Kent and Moll, 1969), but’which have not been finally
'specified.

Lateral and posterior movement of the pharyngeal walls might be accom-
plished passively, with lower activity in the superior and middle pharyngeal
constrictors and the anterior and posterior faucal pillar muscles for voiced
stop than for voiceless stop consonant production. Depression of the larynx
and antero-inferior movement of the base of the tongue might be achieved
actively, by increased activity of the infrahyoid musculature, particularly °
- the sternohyoid muscle, for voiced, as opposed to voiceless, stop consonant

*Paper presented at the 84th meeting of the Acoustical Society of America,
Miami Beach, Fla., November 1972, .

'+Also the Graduate School of the City University of New York and Montclair
State College, Upper Montclair, N. J.

180 Faculty of Medicine, Uninersitx of Tokyo.

{HASKINS LABORATORIES: Status Report onVSpeech“Research SR-31/32 (1972)]
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production. The remaining dimension is that of increased velar elevation
i ' for voiced stops, which we have previously shown to be accomplished by . 2
N : increased activity of’ the levator palatini muscle (Bell-Berti and Hirose, :
1972). : ~ , .
We obtained simultaneous electromyographic recordings from these six
‘muscles for three % jeakers .of American English. Our -stimuli were nonsense
- . disyllables which contrasced the three stop cognate. pairs of English in dif-
ferent vowel environments. The nasal consonants /m/ aid /§/, which either
preceded or followed the stops, were inclpded for another part of the study.
Twenty-seven. utterance pairs’were: produced:-(all beginning with /f/ aind end-
ing with /p/, for example: /fapmap ‘€abmap/, /fimkip-fimgip/ and / fuptup-
‘fundup/. The EMG signals were rectified, integrated, and computer-averaged
-using the system described by Dort (l97l) The line-up point for averaging
was taken as the boundary between the stop and nasal consonants, determined
from an oscillographi¢ record of the .audio signal. Spectrogzraphic inspection
of the acoustic signal for each subject indicated that voicing proceeded
"through the period of stop closure for -the voiced stops in our samples.

0’ =
o

A1)

S RESULTS ’ .

Peaks ‘of EMG activity were found for all of the stop consonants: for the -
levator palatini muscle. We inspected the EMG activity .of -each huscle at the i
“"time of peak levator ;palatini activity and compared ‘the level of activity asso- !
ciated with stop-articulation for each of our 27 -stimulus pairs.. We assigned——
the muscles to- our passive or active pharvngeal expansion modes and then tested
to see if our hypotheses were accepted. ‘When -the difference in EMG potential
supported the hypothesis for ‘that muscle, a value of "1" was aszigued 'to the
muscle for that contrasting pair. When the difference failed to- support the
hypothesis a value of "“0" was assigned and ‘when there was no difference, o -
value of "1/2" was -assigned.

et

g

The second figure shows the results of our analysis for each subject.

The bars to the left represent support of the active enlargement hypothesis,

while those to the right represent ‘support of the passive enlargement hypo-

thesis. ¥For the first -subject, the active hypothesis is supported only by

the sternohyoid (77%: p<.00003). The active hypothesis is significantly re-

versed for this subject for the lavator palatini (28%: p<.00714), which sup~ | .
! ports our hypothesis only. 287 of the time. The passive. hypothesis is supported o

for this same subject for both the constrictor (91%: p<.00003) and faucal pillar -

(71%: p<.00135) muscles. The active enlargcnent hypothesis is supported for

the third subject for boch the levator palatini (100%: p<.00003) and stexuohyoid

(80%: p¢.00402), while this same subject demonstrates no significant distinction

for the stop cognates for the muscles involved in passive pharyngeal enlarge—

ment. For the remaining subject, support for both hypotheses is found, .tke .

levator palatini (74%: p<.00135) supporting the active hyp Pthesis and the con- . .

strictor (75%: p<.00135) and faucal pillar (71%: p<.00135) muscles supporting

the passive hypothesis. The sternohyoid data for this subject are equivocal.

We nave-also found that at least two muscles supported their hypothesis for

each contrasting utterance pair for each - subject.

We ~an see, therefore, that each subject employed a different articula-
tory strategy for arriving at an increased pharyngeal volume for the production
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of voiced stops in our sample. Our data support the suggestion of other
workers. that pharyngeal enlargement must in part be due to positive muscle
activity: the active mode hypothe31s is supported by at least one muscle
. for each'of :our subjects. The passive mode -hypothesis. is—-alsc supported,
for two -subjects, by both "passive" muscle groups. The balance of active
-and passive enlargemefit gestures; then, varies from subJect to subject,
although the acoustic results are equivalent in that glottal pulsing was - ' ) i ‘
maintained during the stop  oéclusion. We conclude, then, that variations ] '
in articulatory maneuvers may- still result in phonetic constancy: that is,,
we may not spec1fy one universal site of pharyngeal enlargement.

4
¥V o~
T ———
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Electromyographic Study of*Speech'Musculature During Lingual Nerve Block*

Gloria J. Borden,+ Katherine S. Hafris,+4'and-Lorne Catena

‘The larger problem to which this paper is:addressed is the question of -
the hature and -ugse of feedback mechanisms in speech.. 1s skilled articulation
of speech controlled by the central nervous ‘system with. littlé need of sefisory
feedback. from- ‘the periphery, .or is. skilled speech. continuOusly -ménitored by-
afferent information from the. art1culators9 Experiments which we have been
conducting on the speech of subjects with and ‘without nérve blocks give weight
to. the ‘theory that speech is céntrally: controlled :omce it is well learned

‘We know that when a local anesthetic is. applied to the inferior ‘branch of .
‘the tr1gem1nal nerve,, there is a perceptually small-éffect, upon the speech of >
some. speakers. The assumption has ‘beei. that blocking sensation from the tongue
1nterferes with feedback needed for control Last year, we presented a pape*
demonstrating ‘that the ‘nerve block traditionally used- in these experiments not

only affects sensory fibers, but -also ‘blocks motor ‘herve. fibers ‘to the my]ohyoid

and'‘to. the antérior digastric muscles (Borden, 1972) Since then, 4n an effort
to clarify the results, we have attempted to produce a purely sensory block, in .
order-to investigate:-its. efféect’ upon speech and upon. the eleétromyographic
signals produced by the!eentraeélon of se1ected muscles during speech. . That is,
we ‘attempted. to- block the lingual*nerve, which is 'sensory from the ‘tongué, with-
oit affecting the motor fibers. of the mylohyoid nerve.

‘Eleven sentences: repeated eighteen times. each wére recorded for two sub-
jects along -with EMG recordings’from‘the upper 1lip, the tongué; -and certain
suprahyoid muscles. These recordings were made both:undér normal conditions
and .after attempts to, inject Xylocaine in*o the lingual nerve alone. We used

complex sentences becatse % had previcusly found them to be vulnerable to the
nerve ‘block.

<>

*Paper presented at the Amcrican Speech and Hearing Association Convention,
San Francisco, :Cal., November 1972..

Haskins Laboratories, New Haven, and City College of the C1ty University of
New York.

Haskins Laboratories, New Haven, and Graduate Division of the City University
of New York.

™ Ssouthern Tllinois University, Edwardsville.

[HASKINS LABORATCRIES: Status Report on Speech Research SR-31/32 (1972)]
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The results indicate, first, that the nerve block had a rather dramatic )
effect on the contraction of the intrinsic tongue muscles from which we recorded.

Figure 1 shows the activity of the superior longitudinal muscle. The darker

line is always the.activity during the nervé block condition.’ This subject— -
evidenced a significant drop in activity in the right superior longitudinal—(SL)
muscle while theAaneSthesia.waS—;n effect. Normally, the SL .peaks for /6/, as
in. this utterance "It could be the thirsty wasp." :Thé electrode placed on the
left side showed a similar decréase in activity. | .

, A sécond subject, however, reacted quite differently to the nerve block.
Figure 2 siiows the utterancé "It could bé the school blocks" for thé second sab-

ject.” Thé SL which néimally. peaks for 71/ -can be seen to have beén affectéd by

_ the block on the right side in a Way similar to the first subject. The left

électrode, in contrast, reécordéed much more electrical activity during thé block

‘condition than during the normal condition. We-do, theii; see that the block
has an effeét upon these tongue muscles. Tn the -sense that the lingual nerve

is sensoty from thé antérior. part of the t

ongué as a whole; we classify these

muscles as associatéd with sensory fibers from' thé blocked branch of the A
‘trigeminal nervé. The -efféct of the nerve block-was. general depression of

activity in one-subject and in thé other subject, one- side depressed, while che
other -side evidenced greatér-effort ‘under nerve block.

We tufn now to the éfféct of this block upon .muscles -served not by sensory

nerves involvéd: in this fierve block bit by motor nerves. Figure 3 shows the
Tecording from the mylohyoid musélé for -the utterance "It could be the cat's

whiskers." Thi§ musclé which normally contracts for the stop consonant /k/
seems ‘to bé totally blocked on the right side and partially blocked on the left
side. This, it Seems that déspite our efforts to avoid infiltration of -the
anesthesia down.to the mylohysid nerve, we were getting a sighificant effect if
uot a complete paralysis: of :the mylohjoid muscle, indicating an effective nerve

block of that branch. The other subject showed thé same motor effeét. The

‘inactivity of the mylohyoid muscle was consistent at both left and right place=

meénts and held for each token of each utterancé type.’

The other muscle served by~mot5r fibers from the anesthetized nerve is the

anterior digastric, its motor fibers being the lowest branch of the trigeminal
nérve. Again, both sabjects show a depressed anterior digastric during the
nérve block condition. .

So far, we have seen decided changes during nerve block, someé of which
could be explained on the basis of sensory interference with motor control and’

some of whicl could be explained on the basis of a loss of motor nerve function.

Lét us look now at the muscles which we havé called "other," because they are
muscles which are not served by fibers of the mandibular branch of the
trigeminal nerve. There is, therefore, no direct basis for change; that is, the
nerve fibers innervating these muscles should not have been directly affected

by the anesthesia. Figure 4 shows the activity of the superior orbicularis
oris with the electrode placed just left of the midline on the upper lip. It
normally peaks for labial closure, as for /b/'s and /p/'s in "It could be the
spring grapes." For the first subject it is somewhat depressed in amplitude
during nerve block; but for the second subject, it is much more active than
normal.




parm

e
iyt )
iy

215

o
006~ i
. oszad )
00S i
o 14
0st
_ 1a:rans 153 Joosad
| %019 smem
jowioN
’ i
A : _ *
. xC
v » [ = L kl

1
A FuiText rovided by Eric

E




| S%90{q |00

Y3s 3y}

Nd:rans

S atald




.
N

217

Fig. 3

235W006

' . . . m Josz

1a:rens , Hw 005 Ad
x30|g

|pwioN




J ot
OO Normal
et OO Block -
pv100g- SUBJ:DL

sof

ol .<‘A7‘771‘L4_L:‘1;l TETey

-900 ' o " 900
, ' ' - Spjring grapes.

SUBJ.PN

pvi00 - '

-900 ' = 900
splring grapes

i Fig. 4

218




-

Another muscle which is not known to have either motor or sensory innerva-
tion from the blocked nerve is the genioglossus. It showed thé same changes
in amplitude under the blocked condition as did the orbicularis oris. These
effects upon what we have called the other muscles cannot be explained by any
direct peripheral effect, since they are apparently not served by either motor
or sensory nerves affected by this nerve block.

N

T

The examples just shown are typical of the effects for each muscle for all
eleven utterance types. When the absolute. peak values in microvolts during
nerve block are compared to the normal peak values, and the percent of normal
is averaged for each muscle, we can see the pooled difference from the normal
condition which the nerve block produces in one subject, shown in Figure 5. The
nerve block produces a consistently depressed state of activity in this subject.
The general depression in muscles extends even to those muscles which should be
completely unaffected by the block and therefore not explained on the basis of
gamma efferent system interference or simple motor or sensory information loss.

The other subject, Figdte 6, although -apparently suffering motoric denerva-
tion and some direct sensory effect, seems to be performing compensatory activ-
ity in an attempt to. counteract the direct physical effects of ‘the block. To
the extent that we could’ generalize these results, there would seemm to be indi-
vidual reactions to oral anesthesia, general depression in some speakers and
increased effort in other speakers, presumably part of a coﬁpensatory struggle.

‘To summarize the effects of the nerve block in this experiment, the first
class of muscles, those innérvated by motor fibers from the blocked nerve were
consistently depressed or inactive. The next two classes of musclcs, those

* presumably served by sensory fibers from the blocked nérve, and those which

should be independent of-the blocked nerve were sometimes less active, sometimes
more active, depending upon the 'gside of electrode placement and upon the idio-
syncratic reaction of the subject.

1f we may hypothesize a bit on the basis of the 11 subjects we have studied
so far (7 with nerve block without EMG recordings, and 4 with nerve block on
whom we have EMG recordings), it is apparent .that we are getting effects which
cannot be-explained peripherally. We hypothesize two theories to account for
the muscle behavior which we have noticed. One idea is that these effects are
due to compensation reorganization, that is, some people, with the realization
that there is a loss of sensatior and that their speech is slurred, will attempt
to reduce the speech distortion by increasing activity in some speech\puscles.
The other possibility is that we are seeing, in addition to any periphe
effects such as the inactive mylohyoid muscles and the depressed intrinsic
tongue muscles, an additional effect which is not peripheral but a generalized
depression of central activity. Drowsiness after Xylocaine is a well known
side effect. Pharmaceutical studies indicate that local anesthesia may appezr
in considerable quantities in the blood stream (de Jong, 1968), and a sp=ech
effect is one clinical sign of a rising level of anesthesia in the blood.
Furthermore, it has been shown that local anesthetics readily cross the blooc-
brain barrier (Usubiaga, Moya, Wikinski, andUsubiaga,JQ67) It is possible
that a slight loss of central control may relate more directly to ‘the slurring
of speech than either the motor or sensory effects which we are witnessing at
the periphery. Of course, this idea is entirely speculative, but it is a
possibility which we intend to pursue. The speech effect, when it does exist
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[and it often does not exist (Borden, 1971)], sounds perceptually very like
'drunk' speech. We accept 'drunk' speech to be a consequence of the alcohol
jhdving crossed the blood-brain barrier’'to affect the central control of speech.

One final point which gives weight to tie 'drunk speech' hypothesis is
that the speech sounds most noticeably affected by the mandibular nefve block
are sounds which apparently rely more upon proprioceptive than on tactile
information. A person learning the /s/ and /r/ gestures prubably relies upon
some gense of tongue movement and position to correlate with the acoustic
information. It had long been assumed that the linguai nerve carried propzio-
ceptive as well as tactile. information from the anterior 2/3 of the tongu.,
tecause the hypoglossal nerve has no sensory root. Studies by Bowman and
Combs- (1968) would indicate that nerve: fibers from muscle spindles in the
tongue do course. along the hypoglosssl nerve for part of ‘the way and then cross
to join some cervical merves in rhesus: monkeys. If this is the case in ‘humafis,
then the lingual nerve would participate in relaying only tactile sensation
and we would expect anesthesia of this nerve to affect such sounds as /t/, /d/,
and /n/. The fact that these consonants remain relatively -undistorted forces
us to look elgewhere for an explanation of the speech effect. Looking higher
up- in the nervous ‘system seems reasonable.

-

In conclusion, the still unanswered question of whether skilled speech is
centrally controlled without need of “feedback from the periphery or whether it
is monitored as we speak by afferent information from the. articulators remains
an interesting problem and one worthy of further investigation.
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Velar Activity ia Voicing Distinctions: A Simultaneous Fiberoptic and
Electyomyographic Study*

Fredericka Bell-Berti' and Hajime Hirose' &
Haskins Laboratories, New Haven

. PURPOSE

-

The present study- was undertaken in order to determine the relation~ .
ship between increases in electromyographic potential and articulator move- .
ments, the articulator _in this case being the soft palate. Ou; immediate * :
aim was to provide simultaneous measures of velar ‘height and. EMG potential
which would strengthen -our belief that different levels of EMG activity in
minimal -contrasts may be used as.an indicator of differences in articulator
position. A year ago (Berti and Hirose, 1971) we reported differences in
the magnitude of EMG signals recorded from the muscles of the velopharyngeal
region for the production of voiced and-voiceless stop consonants. -We in-
terpreted these differences as indicating ‘differences in the magnitude of
articulator displacement. Greater EMG activity in the levator palatini for
voiced stops was taken to mean an increased velar height, hence, increased’
pharyngeal volumes for voiced stops than for their voiceless cognates. We
assumed that the levator palatini is the muscle essentially responsible for
- palatal elevation, and that we were then dealing with a simple one muscle-
one parameter system (although we know that contraction of the levator pala-
tini results in movements of the soft palate in more than just the vertical
dimensions-~that is, it also moves the palate posteriorly).

METHODS

A subset of our original stimulus inventory was used. We compared
voiced and. voiceless labial stop consonants in nasal-oral (fimbip) and
oral-nasal (fibmip) contrasts within the vowel environments /i/ and /a/.
Hooked-wire electrodes were inserted perorally into the dimple of the soft
palate. The EMG potentials were recorded into magnetic tape. To assist

*Paper presented at the American Speech and Hearing Association Convention,
San Franecisco, Cal., November 1972.

Also the Graduate Schiool of the City \University of New York and Montclair
State College, Upper Montclair, N. J.

++]Also Faculty of Medicine, University of Tokyo.

[HASKINS LABORATORIES: Status Report on Speech Research- SR-31/32 (1972)]

1 ) ) R - 223




with identification of palital movement, a grid made of a thin plastic
film was placed along the floor of the nasal cavity. A fiberoptic en-
doscope was inserted to the subject's right nostril and positioned to
provide a view of the velum as it was raiszd and lowered. A random list
of our eight utterance types was repeated rcn times. Motion pictures
were taken through the -fibérscope, at 60 fraues/sec, of all repetitions
of the utterance list. A synchronizatior: mark was recorded on the EMG
data tape. The line-up point chosen for avaraging tokens was the end of
/m/ when it preceded the medial stop (for example, at the end of the /m/
in /fimbip/), or the beginning of /m/ whe: it followed the stop -(for exam-
ple, the onset of /m/ in /fibmip/). This point is identified as "zero"
on the abscissa. The FMG potentials were rectified, integrated, and com-
puter-averaged for eight to ten-tokens of each ttterance type. Frame-by-
X frame measurements of velar height wera also wiid2 for ~ach of eight to ten
) tokens of each utterance type. -Only vertical movement of the soft palate
was determined. The velsr height measvrements were averaged f~r each token

C\ . .0of each utterance type.’ -
‘RESULTS
Figure 1

Comparisons of EMG activity and velar height reveal timing differences
between the two measures, as we would expect. Increases .in. EMG activity
always precede velar elevation. The upper figure shows that peak EMG acti-
vity for an utterance in which /m/ precedes /b/  (/fimbip/) occurs 10 msec
prior to the end of /m/, while péak velar height occurs approximately- 100-
msec after the end of /m/, a temporal separation of approximately 110 msec.
The lower figure which compares EMG activity and -velar height for an utter-
ance in which /b/ follows an oral vowel (/fibmip/) demonstrates a temporal
_separation of the peaks of about 60 msec, with the EMG peak again preceding
peak: velar height. The time lag between the EMG peak and peak velar height
is generally greater for a stop following a nasal (/m/), in- this case about
110 msecc, than for the stop following an oral vowel (/i/); in this case about
60 msec. i

A

Figure 2

In addition to differences in the time-lag between peak EMG activity

and ‘peak velar height for stop consonants in these environments there are
-also differences in the magnitude of velar movements and their correspond-
ing EMG potentials. Inspection of the EMG potentials for these utterances
(the lower figure) reveals a greater increise in activity, as well as a

. greater peak magnitude, of the EMG potential for the /b/ which follows the
/m/ (in /fimbip/) than for the /b/ which follows the /i/ (in /fibmip/). The
solid line in the upper figure, representing velar height for the utterance
in which /b/ follows /i/ (/fitmip/) remains above the dashed line until after
the "zero" line-up point. The peak velar height associated with the /b/ arti-
culation (at 4 frames before zero) for this utterance, in which /b/ follows
“/i/ (/fibmip/), is greater than the corresponding peak (at 6 frames after zero)
for the utterance in which /b/ follows /m/ (/fimbip/). Although the increase’
in velar height is greater when /b/ follows /m/ (/fimbip/), absolute velar
height may not reflect this difference.
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Figure 3

When. increases in velar ‘height and -the .EMG potentials*for stop con-
sonants in all oral-nasal contrasts (where the étop follows.a vowel) .are
:pooled .and’ compared with alt nasal-oral contrests, three trends are revealed.
Looking at Column I, we seée ‘that theré is a greater .average: increase in EMG
activity for §top consonant articulation in nasal-oral utterances (348.pv)
than in-oral-nasal ttterarices (177 pv) The -second ttend i§ revealed in
‘Column 2: there is & greater increase in velar height for stop consonants
in nasal-oral utterances (13.5 units) ‘than for stops in oral-nasal utter-
ances, ‘that is, where the stop follows a vowel (4. units), even though
absolute velar height may be greater for a stop in an oral-nasal contrast

.as shown.in Figure 2. This is possible because the starting point against

which the increase in velar height was measured, which is given in Column 3,
is considerably higher for oral-nasal than for nasal-oral utterances. The
third distinction bétween stops in the two environments is that the average -
time-lag betweer peak EMG activity for a stop consonant and peak velar
height for that stop is greater when-the stop follows a nasal (approximately
130 mseéc) than when: the .stop follows a vowel (approximately 95 msec). This
might be explained as a function of the increased work-load when the palate
must be elevated from a lower position.”

A Pearson product moment correlation coefficient was computed between
our two parameters: that is, for the increases in velar height and the in-
creases in EMG potential. The Pearson r__ is .84, which is significant at
the 0.005 level. This implies that giveﬁyequal starting points, the greater
the EMG activity the greater the velar height.

CONCLUSION

In conclusion, although there is no obvious constant re1ationship
between absolute velar height and the absolute magnitude of the EMG signal
for that articulation, there is a strong correlation between the magnitude
of the increase in EMG potential and the magnitude of the change in<velar
height. That is, the larger the increase in EMG potential, the greater will
be the corresponding increase in velar height. This conclusion is supported
by the data displayed in Figure 4 for the minimal utterance pair /fipmip-

_fibmip/ The EMG potentials for the stop consonant articulation are in the
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lower figure. The EMG peak is greater for /b/ (the dashed line) than /p/
(the solid line) in utterances in which both follow'the same vowel. The
upper figure reflects this differerice in the level of FMG activity: the
curve of velar height is higher for the /b/ than for the /p/ in the region

of the voiced-voiceless comparison, while the velar height curves are similar
for those regions in which.the EMG curves are similar.

We feel, therefore, that for minimal utterance pairs increases in EMG
potential should be interpreted as reflecting increases in velar height.
Our earlier results, in which subjects varied in the differences they dem-
onstrated in EMG potentials for voiced and voiceless stop consonants (in
similar phonetic environments) may be interpreted as reflecting differences
in velar height, and, therefore in pharyngeal cavity size.

SUMMARY - ¢
In summary, we compared simultaneous measures of velar height and EMG
activity of the levator palatini for utterances contrasting voiced and voice-
less consonants in various environments. We found a strong correlation between
the size of the increase in the EMG signal and the size .of the increase in arti-
‘culator displacement. We concluded, therefore, that differences in the strength
of EMG signals for contrasting phonemes in othérwise constant environments should
. be interpreted as differences in velar heigit.
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Electromyographic Study of the Tones of Thai*

Donna Ericksor{+ and Arthur S. A.braméori+
Haskins Laboratoriep, New Haven

To study ‘the correlation of laryngeal muscle activity with the rather com-
plex. use of fundamental frequency changes in a tone language, we have done an
electromyographic analysis of the production of the tones of Standard Thai.

The Thai language has five tones, which are called mid, high, low, rising, and
falling. The primary physical correlate of each tone~-though not necessarily
the only one (Abramson, in press)--is a-movement -of fundamental frequency
through a typical ‘but relative contour on the syllable regardless of the speak-
er's voice ‘range or indeed the choice of the speaker (Abramson, 1962; Chiang,
1967; Howie, 1970). The fo contours' are determinéd by variations in the rate
of laryngeal vibration; which is regulated ‘to a considerable degree by ‘the
laryngeal muscles (Sawashima, in press) as well as by subglottal air pressure.

Our primary purpose is to examine the laryngeal mechanisms underlying the °
phonémic tones of Thai to see whether the abstract contours isolated for them
by Abramson (1962) are well specified: as typical. patterns of muscle activity.
In addition, some of the questions that have arisen over the use of certain
laryngeal muscles (Girding, 1970; Simada and Hirose, 1971; Ohala, 1972) can be
Profitably examined by looking at a tone language in which seemingly heavy
demands are placed. upon the speaker to produce a lexically appropriate tonal
contour for every syllable.

For this study we had four native speakers of Thai undergo hooked wire
electrode placement in five laryngeal muscles: cricothyroid, vocalis, sterno-
hyoid, sternothyroid, and thyrohyoid. The insertions were made by Hajime Hirose
(Hirose, 1971), and the electromyographic data were processed by computer
averaging techniques (Port, 1971). The fundamental frequency contours were
derived from the Pitch Period Extractor, developed by G. Fant and J. Liljencrants
and made available to us by George Allen of the Dental Research Center of the
University of North Carolina. Each speaker said 45 short sentences. Included
in this list were the five tones in nine contexts: the three long vowels /aa
1i uu/ and the three labial consonants /b p ph/. These three consonants were
chosen as representative of the three degrees of voicing in the language. It
was felt that these vocalic and consonantal environments might affect the fo

contours and bring about differences in the patterns of laryngeal muscle
activity.

*Péber presented at the 84th meeting of the Acoustical ‘Society of America, Miami
Beach, Fla., Nqvember 1972.

+'Also University of Connecticut, Storrs.
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We generally find that the activity of the cricothyroid muscle increases
with the raising of fg, and the activity of the strap muscles--the sternohyoid,
the sternothyroid, and the thyrohyoid-~increases with the lowering of fg. For
an illustration of this see Figure 1, which displays the muscle activity and
concomitant fg contour of the syllables /baa/ and /bIi/ on the -rising tone.

In this figure and the following two, each tracing is an average of approxi-
mately 16 utteranres produced by one of the Thai subjects. /baz/ has the lower
of the two fg contours. The vertical line indicates the release of the stop.
Notice that for the rising tone there is an initial increase in activity of the
extrinsi¢ muscles;at the release of the stop, which, corresponds to an initial
drop in-fg of the rising tone; the increase in activity of the cricothyroid
muscle about 200 msec after the release corresponds to a subsequent rise in fo-
The vocalis in the case of this speaker does not seem to be particularly active
with respect to changes in fo. Figure 2 shows the same kind of activity in
connection with fg contours of the falling tone.

For the effects of differing vocalic environments, see Figure 2 for a dis-
play of the utterances /bda/ and /bliu/ on the falling tone. The £q contour of
/b3a/ is the lower of the two fg contours. Note that theére is activity of the
extrinsic muscles at the release of the stop for /baa/, but not for /buy/.

This increased activity of the extrinsic muscles for the vowel /aa/ must be
the -effect of jaw opening for this vowel. The effect can also be observed in
Figure 1.

The effects of the voicing distinctions in the initial consonants are less
clear. Some contrast in extrinsic muscie activity between the pre-voiced /b/
consonant and the /p/ and /ph/ consonants can be seen in Figure 3, a display of
the mid tone as produced in the utterances /buu puu phuy/. For the two voice-
less consonants /p ph/ there is a small peak of activity just before the release
of the stop, but none for the voiced stop /b/. The longest of the f£( contours
is for /ph/, the shortest is for /b/. We have not yet analyzed the data for the
expected différencés in fg linked to the voicing states of the initial comso-
nants, and, beyond that, possible correlations between these and details of the
muscle activity.

For the most part all four speakers use their muscles in much the same way.
One cross-speaker difference seems to be the éextent to which the vocalis muscle
is active during £, rises. This may be a secondary effect: of anatomical differ-
ences among the speakers. :

Although portions of the fg5 contours must be controlled by variations in
subglottal air pressure, we have found a characteristic pattern of laryngeal
muscle activity for each of the distinctive tones of Thai. We have yet to
explore more thoroughly the effects of contextual factors.
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Publications and Manuscripts

Auditory and Phonetic Processes in Speech Perception: Evidence from a Dichotic 2

Study. M. Studdert-Kennedy, D. Shankweiler, and D. Pisoni. Cognitive
-~ Psychology (1972) 3, *455-466.

The Activity of the Intrinsic Laryngeal Muscles in Voicing Control: An

ii;fizzmyographic Study. H. Hirose and T. Gay. Phonetica (1972) 25, 3,

On Stops and Gemination in Tamil. Leigh Lisker. International Journal of
s Dravidian Linguistics (1972) 1, 144-150. ’ :

*Machines and Speech. Franklin S. Cocper. 1In Research Trends in Computational
Linguistics, report of a conference, 14=16 March 1972.

Language -Codes and Memory Codes. A. L. Liberman, I. G. Mattingly, and M. T.
Turvey. In Coding Processes in Human Memory, ed. by A. W. Melton and
E. Martin. (Washington: V. H. Winston, 1972) 307-334.

The following four papers appeared in Language by Ear and by Eye: The Relation- “
ships Between Speech and Reading, ed. by J. F. Kavanagh and Ignatius G.
Mattingly. (Cambridgs, Mass.: MIT Press, 1972): L omF

[ 4

How is Language Conveyed by Speech?
Franklin S. Cooper, 25-45.

Reading, the Linguistic Process, and Linguistic Awareness.
- Ignatius G. Mattingly, 133-147.
Misreading: A:Search for Causes.
Donald Shankweiler and Isabelle Y. Liberman, 293-318.

Background of the Conference.
J. J. Jenkins and Alvin M. Liberman, 1-2.

Laryngeal Control in Vocal Attack: An Electromyographic Stuhy. H. Hirose and
T. Gay. Folia Phoniatrica, in press. (Also in SR-29/30, 1972.)

Voicing-Timing Perception in Spanish Word-Initial Stops. A. S. Abramson and
Leigh Lisker. Journal of Phonetica (1973) 1, 1, in press.

*Constructive Theory, Perceptual Systems, and Tacit Knowledge. M. T. Turvey. In
Cognition and Symbolic Activity, ed. by D. Palermo and W. Weimer, . -
(Washington, D. C.: V. H. Winston, in press). Proceedings of the Confer-
ence on Cognition and the Symbolic Processes, Pennsylvania State Univer-
sity, October 1972.

*Appears in this report, SR-31/32. ' ' ™
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*Effect of Speaking Rate on Labial Consonant Production: A Combined Electromyo-
graphic-High Speed Motion Picture Study. Thomas Gay and Hajime Hirose.
Phonetica, in press.

Auditory and Linguistic Processes in the Perception of Intonation Contours.
M. Studdert-Kennedy and K. Hadding. Language and Speech, in press.

*The Specialization of the Language Hemisphere. A. M. Liberman. Invited paper
to appear in the proceedings of the Intensive Study Program of the Neuro-
sciences Research Program, Boulder, Colo., July 1972. (Cambridge: MIT
Press, in press). :

Word-Final Stops in.Thai. 1In Thai Phonetics and Phonology, ed. by R. B. Noss ‘
and J. Harris. (Bankok, in press).

The following four papers will appear in Cuxrrent Trends in ‘Linguistics, Vol. XII,
ed. by .Thomas A. Sebeok. (The Hague: Mouton, in press):

Phonetics: An Overview.
Arthur S. Abramson.

The Perception of Speech. .-
Michael Studdert-Kennedy.

Speech Synthesis for Phonetic and Phonological Models.
Ignatius G. Mattingly.

On Timing in Speech.
Leigh Lisker.

Field Evaluation of an Automated Reading System for the Blind. P. W. Nye,
J. D. Hankins, T. Rand, I. G. Mattingly, and F. S. Cooper. IEEE Trans-
actions on Audio and Electroacoustice, in press.

*Reading and the Awareness of Linguistic Segments. Isabelle Y. Liberman,
Donald Shankweiler, Bonnie Carter, and F. William Fischer

*A Preliminary Report on Six Fusions in Auditory Research. James E. Cutting.

*A Right-Ear Advantage in the Retention of Words Presented Monaurally. M. T.
Turvey, David Pisoni, and Joanne F. Croog.

*Far Advantage for Stops and Liquids in Initial and Final Position. James E.
Cutting.

*A Right-Ear Advantage in Choice Reaction Time to Monaurally Pregented Vowels:
A Pilot Study. Michael Studdert-Kennedyg

*Visual Storage or Visual Masking?: An Analysis of the "Retroactive Contour
Enhancement" Effect. M, T. Turvey, Claire Farley Michaels, and Diane
Kewley Port.

*Hemiretinae and Nonmonotonic Masking Functions with Overlapping Stimuli.
Claire Farley Michaels and M. T. Turvey.
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" Reports and Oral Presentations

Lactures on Constructivism. Ruth S. Day. State Univergity of New York at
.Buffalo, 21-22 June 1972. ;

Temporal Order Judgment in Speech. Ruth S. Day. Presented to the Symposium
on Serial Order in Behavior and Thought, sponsored by the Mathematical
Social Science Board of the Center for Advanced Study in the Behavioral

- < Sciences, Ann Arbor, Mich., 17-21 July 1972,

A

implications of Cognitive Psychology for the Educational Process. Ruth S. Day.
Invited address, North Central Association of Colleges, University of
Denver, 9 August 1972. .

*An Automated Reading Séryice for the Blind. J. Gaitenby, G. Sholes, T. Rand,
-G. Kuhn, P. Nye, and F. Cooper. Presented at the Carnahan Conference on
Electronic Prostheiics, Lexington, Ky., 22 .September 1972.

Phonetic Prerequisitesfor First-Language Acquisitions. I. G. Mattingly.

Presented at the International Symposium on First-Language Acquisition,
" Florence, Italy, September 1972. :

Whai: ‘Makes a Task "Verbal?" Ruth S. Day. Present=d in symposium on ‘Hemispheric
Asymmetry: Stimulus Effect vs. Process Effect. American Psychological.
Association, Honolulu, Hawaii, September 1972.

‘The Stress Contrast Mechanism. K. S. Harris. A talk presented at the Linguis-
‘tics Section meeting of the New York Academy of Sciences,. 16 October 1972.

Colloquia. Ruth S. Day. Program in Psycholinguisticsﬁ University of Michigan,
13 July 1972; Department of Psychology, Princeton University, 4 October
1972; and Department of Psychology, University of Pennsylvania, 17 October
1972.

*A Continuum of Cerebral Dominance for Speech Perception. Michael Studdert-
“Kennedy and Donald Shankweiler. Read before the Academy of Aphasia,
Rochester, N.Y., October 1972.

Laryngeal Control in Vocal Attack. H. Hirose and T. Gay. Presented at the
Annual Meeting of the American Speech and Hearing Association, San Francisco,
Cal., November, 1972. . -

. —

*Velar Activity in Voicing Distinctions: A Simultaneous Fiberoptic and Electro-
myographic Study. Fredericka Bell-Berti and Hajime Hirose. Presented at
the American Speech and Hearing Association Convention, San Francisco,
Cal., November 1972. .

*Electromyographic Study of Speech Musculature During Lingual Nerve Block.
Gloria J. Borden, Katherine S. Harris, and Lorne Catena. Presented at the
American Speech and Hearing Association Convention, San Francisco, Cal.,
November 1972.
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*Stop Consonant Voicing and Pharyngeal Cavity Size. Fredericka Bell-Berti and °
" Hajime Hirose. Presented at the 84th meeting of the Acoustical Society
of America, Miami Beach, Fla., November 1972. :

*Physiological ASpects'of Certain Laryngeal Features in Stop Production.
H. Hirose, L. Liskér, and A. S. Abramson. Presented at the 84th meeting
of the Acoustical Society of America, Miami Beach, Fla., November 1972.

Techniques for Processing EMG Signals. D. K. Port. Presented at the 84th
meeting of the Acoustical Society of America, Miami Beach, Fla., November
1972.

A Parallel Between Degree of Encodedness and the Ear Advantage: Evidence from .
an Ear-Monitoring Task. J. E. Cutting. Presented at the 84th meeting
of the Acoustical Society of America, Miami Beach, Fla., November 1972.
(Also in SR-29/30, 1972, as: A Parallel Between Encodedness and the
Magnitude of the' Right Ear Effect.)

*Electromyographic Study of the Tones of Thai. .Donna Erickson and Arthur S.
Abramson. Presented at the 84th meeting of the Acoustical Society of
America, Miami ‘Beéach, Fla., Novembér 1972

*A Parallel Between Degree of Encodedness and the Ear Advantage: Fvidence from a
Temporal Order Judgment Task. Ruth S. Day and James M. Vigorito. Pre-~
sented at the 84th meeting of the Acoustical Society of America, Miami
Beach, Fla., 1 December 1972.

*Memory for Dichotic Pairs: Disruption of Ear Report Performance by the Speech—
Nonspeech Distinction. Ruth S. Day, James C. Bartlett, and James E.
Cutting. Presented at the 84th meeting of the Acoustical Society of
America, Miami Beach, Fla., 1 December 1972. N

*Perceptual Processing Time for Consonants and Vowels. David B. Pisoni.
Presented at the 84th meeting of the Acoustical Society of America, Miami
Beach, Fla., 1 December 1972.

Is Syntax Necessary? (In Phrasal Stress Assignment By Rule). J. H. Gaitenby.

Presented at International Business Machine Corp., Thomas J. Watson
Research Center, Yorktown Heights, N, Y., 19 December 1972.
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APPENDICES

DDC .(Defense Documentation Center) and ERIC (Educational Resources Information

Center) numbers:

SR-21/22 to SR-29/30

St;tus Report DDC ERIC
_SR=21/22 January - June 1970 AD 719382 ED-044-679
SR-23 B July - September 1970 AD 723586 ED-052-654
SR-24 __ October - December 1970 | AD 727616 _| Ep-052-653
SR-25/26 Januar;' - June 1971 . AD 730013 Eﬂ-ossssso
SR-27 July - S‘ept:émber;'( 1971 AD 749339 '
SRfZB October - Dé;emﬁe; 1971 Ab 742149 'ED-061-837
SR—29/30. January - June 1972 AD 750001

Errata |

SR-28 (October'- December 1971)

P

The Activity of the Intrinsic Laryngeal Muscles in Voicing Co?trolz An
Electromyographic Study. Hajime Hirose and Themas Gay {115-142).

Page 124, figure 5, lower bar should read: bAza

Page 126, table III, letters under Subject 2 should read:

Page 138, paragrapr 4; adductor should read: abductor
Page 141, line 2, statis should read: static

SR-29/30 (January - June 1972)

/p/
It/
/k/

Tﬁe Phi Coefficient as an Index of Ear Differences in Dichotic Listening.

Gary M. Kuhn (75-82).

n Page 76, lines 8 and 9 should read: L
R

S -5
.

the number of left-ear responses
the number of right-ear responses

5
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