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The title of this talk is "A Scheme for Text

 Analysis Using Fortrau". If you have been drawn here by

the error in the program that announces "A Scheme for
TEST Analysis", let me encourage you to stay. You will
hear about scoring tests as well as about analyzing texts.

Our scheme for text analy51s w1th Fortran is

'based on the notion of English words as strings. We are

indebted to a colleague, C. P. Imagna of Bell Laboratories,
for suggesting this idéa. I will explain the string
concept in detail and then describe how we have used
stringg in writing Fortran programs to measure reaiébiiityg
develop editing éids and'scare tests.

The main point of my talk, however, is not to
describe our programs, which were written to meet specific
research needs. Rather, Wé!beliéVé that by usiﬁg the
striﬁg concept, any edugafi@nal researghér who hag access
to Fortran can wr;te his own prggrams tailored to his own
text- analy51s needs.

Let me begin by pointing out what we are not

talking about. We are not dEEClelig a higher-level

language, such as Snobol, d251gned SDELificalWy for character-

manipulation. We are not talking aa@u+ A package of prcgrams;



such as the General Inquirer, designed to perform a
specific kind of text-analysis. We are talking about
adding an alphanumeric character-manipulation capability!
to Fortran, a language designed to perform numeric

operations. We feel this adaptation is useful because

at most computer installations.

The string ccncept is described in Fig. 1 of
the héﬁdaut. Arstring is a sequence of adjacent
alphanumeric characters defined by three parts. Thg

string's character-sequence is ‘a subset of a collection

i

of characters we call the character-cecllection. Notice
tnrat these characters include letters, numbers, Punétuati@n
marks and blanksi- The péSitiQﬁ of the character=sequence
in the character-collection is defined by a string'é pointer
and length. The pointer p@iﬁté to the character position in
the collection of the first character of the character-.
sequence., The string's length equals the number of ;haracters
in thaAcharactersgequencéi

In Fig. 1, the character-sequence, ~mousge-~, 1is
defined by a pointer of 5'aﬁd,1éngth of 5. A pointer of 1
and length of 25 defines =a éharaeté?esequenée identical to
the character-collection in the eﬁamplei The character-
collection remains the same regardless of changes in p@iﬁter
and length values. Any subset of adjacent characters can be

brought into fgéug by setting the pointer and length to
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values that define the characters as a sequence. English

words or nonsense syllables can be character-sequences.

By varying the pointer and length values, '‘a researcher may

‘examine the same piece of text in a variety of ways.

Those of you who are familiar with Fortran may

~wonder how it is possible to manipﬁlate & single character

with standard Fortran.’ It isn't possible. Fortran's basic

storage unit is the computer word. Thevefore, Fortran's

. word-handling capabilities must be augmented with two

character-manipulating subroutines. One-of these routines

stores a single character within a computer word; the other
routine fetches a single character from within a computer
word. These eharaetérsmanipulatioﬁ routines exist as system
subroutines at many computer installations. TIf sﬁéh.readyﬁ
made subroutines ‘are not available, they can be written by
anyone familiar with assembly 1aﬁguége coding.

Figures 2, 3 and 4 of the handout show how we have
used the string e@néept in writing programs. The string is
stored in a Fortran array, as shown in Fig. 2. The first
computer word of the array holds the stfing's pointer; the
SEéoné word holds the string's length and the renaining
computer words of the array hold the string's character-
collection.. Different strings may be éeférred t@;by changing
the values of the first twé cor !ter words éf the array.

-Figure 3 of the handout shows one béaic operation of
our textiagalysis'pragrams - segmenting a text string into words

and sentences. A text is segmented by examining each character



in sequence to see if it is one of a special set of characters
we call breaks and enders. 'The segments of text delimited by
breaks and enders are called words and sentences. Example A
uses standard punctuation marks as breaks snd enders. In

this case, the text 1s segmented into warés and sentences as

. we normally think of them. . H@wevgrg other sets of bieaks aﬁd
enders may be used. Example C rhows the segmentation of the
text into words and séﬁtences that do not conform to our
nornal usage. If you attempf{ this scan, you will appreciate
ﬁhe camputef's advantage over man in segmenting texts accoriing
“to special rules. | '

Each word or sentence segment has a péinter and
length that defines it as a character-sequence within the text
string. The values of the pointers and lengths can be saved
for later use. These values can acﬁ as entries to the words
and sentences stored Witﬁin the charactef=c@llecti@n of a
text string.

That a2 single character-collection can serve as the
source f@r_many different character-sequences ié.an important

feature .f the string concept. The use of this feature in

programming is illustrated in Fig. 4.
The purpose of the @pera%ion described in Fig. U4 is

to store one copy of each word type found in the input records

of a text. 1In the éxémp;e, an input record has been stored

as a string in the airay; TTXT,- The array, IWORD, at the

top of the page holds one copy of each word type. Each time
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& new word type is found its chafacterasequénce is moved
from ITXT to the end of the IWORD character-collection. The
pointer to the beginning of the new word's character-sequencs:
in IWORD and its length are stored in IREF. |
In the figure, the flow of the program has reached

‘the decision about the word -the- in ITXT. Is there a copy
of this word in IWORD? This decision is made by eémparing
the string in ITXT with each string whose pointer and length
are in IREF, The character-collection of IWORD is the
Character-collection for all the strings 'in IREF.

Two strings are identical if their character-sequences
match. The determination of identity normally requires a
character-by-character comparison of the strings., However,
certain programming strategies may’shérten Searchaéimé_ For
example, there is no need to compare Strings of different
- lengths. |

"The location in!IEEF of a word'!'s pointer and léngth
may serve as the word's nuﬁeric iientifier in programming. |
For-example, in the lower right-hand corner of Fig. 4, word
nqmbéfs have been stored in ISEN to repéesegt the sequence of
Wéfdé‘iﬁ ITXT. The pattern of numbers in ISEN might be used
to recover recurrent phrases in a text. Or the numeric
idéntifierg of the words could be used in making freqﬁenéy
counts of the different wérd types in a text.

Since each word type's characteraSeqﬁeﬁee can be

referenced. through its pointer and length, a word's numeric
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identifiETAalé@.SéTVES as an entry for retrieving the word's
characters, These can be used in printing the word.

The programs that we have written to perform the
operations of string storage, assignment of numeric
identifiers and string retrieval are summarized in Table 1 of
the handout. These utility subroutines have been used to
write a'numbef of gEﬂeraLApurpose text—aﬁaiysis programs
described in Table 2. Let me reemphasize that our.text-
analysis programs are only examples. Different research needs
would and should produce different types of programs. .

T would now like to illustrate some of the.uses @f
the EZIER programs described in Table 2.  These illustrati@nsr
are intended only to suggest the range of analyses that can
be undertaken with programs using the string concept.

The LETVOW program describes a text in terms of its
overall length and its readability. The program estimates the
number of»syllaEies in a passage fromfa count of the number éf
vowels. The readability indices that the progranm caiculatés
a.e mean sentence length in words and mean word length in
syllables. While these measures .can beimade by hand, we have
found that LETVOW doesrthem with greater ease aﬂdywith mﬁch
greater accuracy when many long texts must be processed.

Figure 5 of the handout illustrates one way that
LETVOW's analysis of individual sentences could be used to

produce more readable texts. The idea behirnd the plots shown
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sentences. The plots show the Joint distribution of sentence
length in words and average word length in syllables for all
sentences in two different texts. The rumbers by each point
are sentence reference numbers from our LOG pr@grém. This
ér@gram prints a text with each sentence numbered. The
alines:dividing the plots into quadrants are used to define
 long sentences and long words. The definition of quadrants
could be based on knowledge about readability. This kind of
display could be used by an editor to locate sentences in
the LOG printout that are too long or use lengthy words.
‘Sentences lying in the upper right-hand quadrants shouid be
especially éa@d candidates for rewriting. Whether this
editing procedure would produce more comprehensible texts
has yet to be explored. -
" The FINDR program has also been generally useful.
For example, wé explored the possibility that certain words

are diagnostic of the knowledge state of a writer. Hiller

has suggested that words and phrases denoting vagueness would

be good barometers of knowledge. Ve lockéd at short essays
describing all that the writers could reémember about material
they just read. We found that Hiller's vagueness terms
occurred rarely if at all in these short egsays. _iherefé?eg
we selected words Wé'félt to be indicative of vagueneés from
the 100 most frequently oceurring words in American English.
We found that the words, it and they, were used significantly

more .often in essays given a low score by a human scorer.



Since these essays had been scored with a checklist,
we also tried scoring the essays by selecting a set of key
words from the checklist., With our KEYS program we found
the frequency with which checklist keywords @ccurred.in the
éssayég As Hiller has Just reported, Keyword frequencies
were highly correlated with scores assigned by the human
scorer. -

We haverused our phraée=buildimg program, FRS, to
look for sources of response bias in multipleschoige tests. We
looked at multiple-choice tests of c@mprehensioﬁ associated
with reading selections from a speed-reading course. We
wanted to see Lf the words and phrases from the tests! correct
alternatives occurred more often in the reading selections than
the phrases from ﬁhe err@rraiternatives. If guehiwere the case,
a reader might choose correct alternatives on a muitipleschoice
test because these answers were more familiar and not becvase
the readér understood the content of the passage.

| With the FRS program we séarchei through eazhjreading ’
selection fér the alternative answers in that sélection's test.
( | . We used entire alternatives and ccmp@neptsA@f the éltéfnativég
as phrases. This is illustrated in Fig. 6. The results of
this analysis are shewﬁ in TaEle:B: They Sugggst that students
saw proportionally more of the correct alternatives! phrases
in the post-lesson reading selection than in the pre-lesson
selection. This imbalance might predispose a»stﬁdént,to
~ perform better on the post-lesson test{than on thé ;re—lésscﬂ

teét_




Finally, we have fqund our utility subroutines
‘useful in writing programs to tabulate data. Figure 7
illustrates the tabulation of responses on a cloze test.
These responses ﬁere packed onto cards for input to the
utility subroutines, BRKRTN and WRDID, which separated
‘and classified the responses. The output shown in Fig. 7
was used to select correct responses. These correct
response types served as input to another %?@gram that
scored the responses of the individual subjects. Program-
‘ming of this type haé made it possible to score large
numbers of cloze tests quickly ard reasonably inexpensively.

Our ?rogram applications have demonstrated to us
that Fcftfan can handle alphanumeric materials'effieiéntly
and effectively. We also found it particularly useful to
have Fortran's facility in numerical camputati@n-availablé
as texts were being analyzed.

Our progrems represgent @nly one approeach to text-
analysis. These programs took.the English word, as their
basic unit of analysis. Other research might focus on
smaller or larger segments of text. Thé concept of a string
,Wéuld-bé Just as effective for thése sorts of analyses. The
>string concept's generality makes it potentially useful in

many areas of educational research.
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A STRING DEFINES A CHARACTER SEQUENCE AND HAS THREE
RARTS

(1) A POINTER TO THE CHARACTER POSITION OF THE
FIRST CHARACTER OF A CHARACTER-SEQUENCE ;

(2) THE LENGTH OF THE CHARACTER-SEQUENCE;

(3) A COLLECTION OF CHARACTERS OF WHICH THE
CHARACTER-SEQUENCE IS A SUBSET. ‘

POINTER LENGTH . ' (CHARACTER COLLECTION

= 1 . | I N |
/ lg34567B91(3”'IE131415161’?lE‘!SEDE!EEEZﬁEQEE

CHARACTER POSITIONS NUMBERED SEQUENTIALLY

5“ ITHE M(Z)LJSE CHASED THE CAT;

[IN THE EXAMPLE ABOVE, THE CHARACTER- SEQUENCE, MOUSE,
|\ DEFINED BY THE STRING. |

{A NEW POINTER VALUE OF if WITH AN UNCHANGED LENGTH
OF 5 WOULD DEFINE THE CHARACTER-SEQUENCE =-CHASE-.

A POINTER VALUE OF 13 AND LENGTH OF 3 WOULD DEFINE
THE DEFINE THE CHARACTER SEQUEN"‘E ASE-.

CHANGES IN THE VALUE OF THE ROINTER OR LENGTH DO NOT AFFEC"'
THE CHARACTER-COLLECTION. IT REMAINS THE- SAME .

| FIG. |
DIAGRAM OF A STRING
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DEFINITIONS
“A BREAK CHARACTER CAN BE ANY CHQRACTER THE SMALLEST USER-DEFINED.UNIT,

A WORD, IS THE LONGEST SEQUENCE OF CHARACTERS OCCURRING BETWEEN TWO BREAK -
CHARACTERS OR BETWEEN THE BEGINNING OF AN [MPUT RECORD AND A BREAK CHARACTER.
AN ENDER CHARACTER. CAN BE. ANY CHARACTER THE USER=-DEFINED UNIT, A SENTENCE,
IS THE LONGEST SEQUENCE OF CHARACTERS OCCURRING BETWEEN TWO ENDER CHARACTERS
OR BETWEEN THE BEGINNING OF AN- [NPUT RECORD AND AN ENDER.

NOTE: @ DENOTES A BLANK.

,SAMPLE TEXT.

" FIRST,REMEMBER THAT YOU MAY CHOOSE BREAKS AND ENDERS.DO YOU UNDERSTAND?

EXAMPLE A

EXAMPLE B

'SEGMENTATIDN DF SAMPLE TEXT USING DNLY
ONE BREAK CHARACTER AND ONE ENDER:

%EEMENTATIDN OF SAMPLE TEXT WITH- THE 7
TERMS. WORD "AND SENTENCE CORRESPONDING T0 -
THZIR NORMAL ENGLISH USAGE. '

- BREAKS . SENTENCES - WORDS
P o FIRST,REMEMBER
: | THAT

BREAKS - SENTENCES  WORDS

B N FIRST R - THA
| MEMBER ENDER: YOU
S . REMEMBER ENDERS | 0
 ENDERS - | ot : my
B ' You . CHOOSE
o i BREAKS
MAY :
CHOOSE AND
BREAKS ENDERS. DO
BREAKS ewD
AND J
" UNDERST
, ENDERS ~ UNDERSTAND
2 DO -
YOU

vUYDERSTQND




= = - - ~ ~ _

Tnégfgﬁi%i o o |
NOTWO BREAK R S g
%EQE;QHQRQZTER

5EQMF;§ TEXT US 1 MNG DN;Y .
12TER7QM§ QNE'ENDER;
;EQTEHGEE 7 ~ "5HQRDEQ
4 U 0 FIRST REMEMBEQ
: T T THA T .
S Yéu',” o
f;/ﬁffff”iHQDSE - e -

P « ENGER3;§§
B ¥ Ous :
,QMSERZTQEB
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'EXAMPLE C

VOWELS AS BREAK CHARACTERS AND

| SEGMENTATION OF SBAMPLE TEXT USING
\ D AS THE SINGLE ENDER. N

BREAKS SENTENCES WORDS

AE | OUY ' 1 - F

m
Z
lw)

i

v
LY
=
vl

" SENTEMCE 6 1S UNDEFINED. THERE 1S NO EMDER'
' CHARACTER DEFIN%NG'THE»END OF 6.




AF\‘RAY IWDRD

1 |10 THEDAYHGUR /

S R N S I A

_ : , 23456780910
ARRAY ITXT o | | ? ,
18 |3 |[THEODAYBTHEOHOURGIEHE / | ,
: SN T RN T TN T TN Y T NN W O S Y L R _ ‘ Ll
’&23456?89101”213@51920 ' ’ Ny ,,,_7/ ;
— I LENGTH || % x| ld c
~ POINTER_ IR M
ofworon |1 |4 | T 0
IWORD STRING A
LQCFAT;@Q N[ 1 1
IREF SERVES , x
‘asnumeric | 1 [ 2 |3 |4 }
IDENTIFIER o i |
OF WORD R — —
: o ARRAY IREF :
DEFINE AS A STRING| - |DETERMINE WHETHER THE
THE TARGET WORD | | TARGET WORD HAS
TD BE- STORED a5 ALREADYBEEN 'STOEED—
IN THIS EXAMPLE, ~-THE- | | IN THE EXAMPLE, THE WORDS
IS THE WORD TO BE | FOUND IN ITXT ARE STORED IN
STORED. (T HAS BEEN - +*| TWORD. NOTE THAT A WORD
| DEFINED AS A STRING —=| THAT OCCUR3. MORE THAN ONCE.

IN THE ARRAY ITXT, ' | "IN ITXT 1S STORED ONLY ONCE |
, - “IN IWORD. EACH WORD TYPE IN |-
IWORD IS DEFINED AS A STRING
‘| WHOSE POINTER AND LENGTH
| ARE STORED IN IREF. THE
{.OCATION IN IREF OF A WORD'S
POINTER AND LENGTH IS ITS
;| NUMERIC IDENTIFIER.. THIS
| "NUMBER CAN BE USED INSTEAD
OF THE WORD IN FURTHER
PROGRAMMING. -




SAVE THE
"TARGET -WORD.

IN THIS EXAMPLE, THE
TARGET WORD WDULD

BE APPENDED TO THE
CHARACTER-COLLECTION
IN THE ARRAY IWORD.
THE NEXT FREE LOCATION
IN-IREF WOULD BE USED
TO STORE THE VALUES
OF THE WORD'S POINTER
AND LENGTH. '

KOETHER & COKE
AERA, 1973

THE TARGET
'WORD STORED ?

IN THIS EXAMPLE, ~THE-HAS >——-—ﬁﬂ
ALREADY BEEN STGRED IN
IWORD. ITS.POINTER:
: - 18 1 AND'ITS
LENGTH 153.

PICK UP THE NUMEF&IC
_IDENTIFIER OF THE.
TARGET WORD FOR

FURTHER PROGRAMMING

: USE.
IN THIS EXAMPLE, THE
NUMERIC IDENTIFIER OF =THE-
.18 1. .THE POINTER AND

LENGTH OF ~THE- ARE STORED

IN IREF-(1). A PROGRAM. MIGHT

USE { TO REPRESENT-THE-

IN A LIST- OF ITXT WORDS

AS SHOWN BELOW IN THE
ISEN LIST.

ARRAY

ISEN

T

Bt -2;?




Table 1

A 1listing of EZIER utility subroutines
with brief descriptions of their
functions. :

PROGRAM  PROGRAM ,
NUMBER = - NAME , ____PROGRAM FUNCTIONS

8 LININ 1 Reads in text records and converts them

to strings.

p 9 BRKRTN Searches a string for a specific set
L of breaks and/or enders. -

10 NUMVOW Counts the number of vowels in a string.
(NUMV) ' -

11 .  NCHS Counts the number of non-blank

12 KOMST Compares two strings to determine if : L
(KOMA) - thelr character-sequences are identical. ' :

13 - WRDID - 1) If a target string has not been
. encountered previously, the string is
stored and assigned a unique.identifi-
cation number.. ' , '
2) If a target string has already been
encountered, the string's identification
number is retrieved. , Lo

14 IDRIN - Retrieves the identification number
. ' assigned to a string by WRDID,

15 ICLAS Classifies a string on the basis of its
o length, | |

( : 16 OTSTR . Prepares a string for multiple-line
: : printing so that words will not be
continued from one printed line to

the next. ’

17 PREPWD 1) Calculates the number of six-
(PREFVN) character computer-words taken up by
: the character-sequence of a string.
2) Appends blanks to the end of a
‘character-sequence if the end does not
‘completely fill a computer word.

o




PROGRAM
NUMBER

22
23

2l

PROGRAM
NAME

FNDBK1

- MOVST

APDST

INSERT
(STRING)

Table 1,1 g

_ PROGRAM FUNCTIONS

Searches a string for one of a set
of target characters stored in.
anéther string.

Moves the character-sequence of one

8tring to the beginning of the .|
- character- callectlan of another string.

Appends the character-seauence of one
string to the end of the character-
sequence of another string.

~Inserts a set of characters from an

arrey into a string.




~ with brief dESEFlptlDHS of the1r functlans

PROGRAM  PROGRAM |

Table 2
A 1isting of the EZIER text- analysis programs

!

\
B

NUMBER ~ _ NAME =~ PROGRAM FUNCTIONS

~3

LETVOW 1. Counts the number of letters, vowels
~ and syllables in the text and:-in

~ each sentence;

2. Calculates the mean sentence length in
words and the mean word length 1in
syllables for the text and the mean
word length for each sentence @f the
text.

"Calculates the fPEQuency dl;t?lbutlon
of all word types in a text;

. Lists word types alphabetically,,
Calculates type-token ratio.

| ol

FINDR

. SEaFChES text for all occurrences of
words specified by the user;

. Lists all the words found and their
frequency of occurrence, .

KEYS

= Wwn
. o

FRS 1. Searches text fDP all occurrences Df
" phrases specified by the user;
2, Lists all the phrases found and the1r
fféquency of occurrence,

LENSEN ‘1. Calculateés the distribution of word 1
lengths in letters for each sentence o
-and the text;
2. Calculates fr3quency distribution gf
sentence 1engths in words.

- KYSDAT 1. Maps the occurrence of user-specified
' : keywords or groups. of keywords on the :
the sentences of a text; T
2, Calculates the mean sentence length .
in words and the mean word length : ;
in syllables »nf the zentences in ' '
which each keyword af group of _
keywords occurs. ' o \

Log 1, Prints text with lines and sentences
numbered in sequence;
2. . Complles a log indicatlng the 1;ne on
which each sentence begins.
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