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ANT- CT

Using a cemput ed Monte carlo approach to generate

item respc-ses, the results of thi study indicate that,

when item discrimination indices are considered, ate w-examinee

sampling procedures having the same number of observations

have different standard errors in -astLRatirg of h bast

mean and test variance. With certain types of tests,

a single item - examinee sampling plan would not yield

optimal, i.e., smallest standard evror, estimates of

both u and ct . That 1_, one sampling plan snuld be needed

2to optimally eJtimate p aad another to optimally estimate a .

In-addition, i was found that single exhaustion of the item

sot was sufficient for estimating both u and a
2

.



INTRODUCTION

With the need for many and continuous evaluation studies

to be performed in the service of improved instruction in our

schools, and considering the fact that there are always

limitations of time, money and personnel with which to perform

such evaluation, it is important that proceev.res be used

which not only pr vide accureue in,'ormatIon, but are

economical as well. item sampliNj Las been suggested as

just such a procedure. With item sa line savings,

particularly in test-taking time, can be enormous.

However, when faced with an evaluation project, how

should school personnel proceed in implementing an item sampling

procedure? What guidelines are there concerning the optimum

number of items and examinees to use in a particular situation?

These questions could be answered if information were available

on the standard error in estimating a test's mean and

variance under conditions similar to that to he encountered

in this project. Ideally, a sampling plan =aid be chosen

that would yield a relatively small standard error of

the mean and/or variance.

Barcikowski (1970) and Sho-- aker , have indicated

that the particular sampling plan chosen 4 make a

difference. Bw:cikowski, in particular, called attention to

the need to consider the range of biserial correlations between

item response and ability, i.e., item disCrimination. With
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reference to estimating th psi` °,fly` menu by sampling,

both Barcikow.kil a and Shoems.L- s fiudings support the

use of a large number of subtests, Ba.rei k, ski's study,

iii addition, would recommend the use of small c4sed

With reference to the estimation of the population variancc,

Bare ski's findfales contradicts; those of Shoemaker. Where-

as Shoemaker contended that item sampling plans having the

same number of observations-have for all practical purposes

the same standard error in eatimetin the variance, Barcikowcki

found that this was not true when item tis correlations

were taken into consIlderation. In the case of tests with

a range of biserial rorrelstirIns be ---!een .40-.70, item sam

plans wtth smell sub:=mstssirPe ( 5 items) pr

beet estimates of test variance. in tte cos' of

a range of hi ial 05 and

ed t

item

ling plans with subtexts somewhat less than half the size

the whole test produced the best estimates of test variance.

He concluded that optimal estimates of both the mean and

variance from a single item sampling plan may not be possible.

Most item sampling studies have employed a sampling

plan which might be described as "single exhaustion," in

which all of the items on the whole test are ed and each

item appears on only one subtext. B rcikowski employed

"multiple exhaustion;" in which all:.the'items on' the whble

-0



test are used, but t1741 fc-matJon of subtexts is cant I

by replaa

exhemsted.

procedures

Specifically, this study was designed to provide an

to the following questions.

1. Given tests with various ranges of biserial

correla between item response and ability, i.e. item

discrimination, whet is the optimum number of items and

examinees to be used with item-examines sampling?

ths oach time thny

a reed to determine T:!1:ch

more adval s.

the two

2. item-examinee sampling, should single or ultiple

exhaustion of the set of items on a test be employed?

METHOD

The pros , to generate item respons

used in this wy are describld by Barciko i (1970).

Briefly, the method used was Tucke (1946) meal = tioal

model of an tem trace line. The item trace line

,ts

examinees took into account item discrimination, item difficulty,

and the ability range examinee, and were assumed to

be of normal cgive form. The model allows direct computation

of test population mean and variance.

Since differences in the range of item difficulty

indices did not affect Barcikowskifs results, only one

range of rectangularly distributed item difficulties(.16 to

.84, centered at .50) wa used& This was chosen as appropriate
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for a single factor test.

Table 1 presents the ranges of biserial correlations between

item response and ability used to create seven whole tests.

Each tests consisted of :0 items whose biserial correlations

were randomly selected from the reEpective range, and whose,itom

difficulties were randomly selected from the rectangularly

distributed range of .16 to .84. A 60 item est was _lzught

to be representative of a test from a standard achievement

battery. A people sample size of 100 was chosen so that the

pro ab iity of obtaining a s e test mean 4 .25 of the

popla ion mean w,u1 be With a test of 60 items and a

sample ci 100 people, the total rri-:!,or of responses

fixed at 6000 (60 X 10).

The total number of responses was held contant

600 and the total test size was held nonstant at 60 items.

The size of the subtests was varied over values of 6, 10,

15, 20, and 30 items. This study employed single haustion,

multiple exhaustion, and an extreme situation in which the

number of people taking each subtest was two. Table 2

presents the number of people that took each subtest and the

number of subtests involved for each of the above - mentioned

plans. The product of the number of subtests (t), the

subtest size (k), and the number of peop a that took each

subtest (n) equals the total of number of observations or

responses (6000).



TABLE 1

RANGES OF BISERIAL CORRELATION BETWEEN ITEM RESPONSE AND
ABILITY USED IN CONSTRUCTION OF WHOLE TESTS

POSITION OF RANGE

SIZE OF RANGE LOW MIDDLE HIGH

.5

.9

.10-.20

.05-

.50-.60 .30-.90

.95

TABLE 2

NUMBER OF ITEMS ON EACH SUBTEST AND THE CORRESPONDING NUMBER
OF SUBTESTS AND NUMBER CF PEOPLE TARING EACH SUBTEST

UNDER SINGLE EXHAUSTION, MULTIPLE EXHAUSTION, AND
EXTRLME ITEM SAMPLING

SINGLE MULTIPLE EXTREME

SUBTEST
SIZE

Number
. of

Subtexts

Number
of

People

Number.

of

Subtests

7mber
of

People

Numbar
of

Subtests

Number
of

People

10 100 20 50 500 2

10, 1CD 20 30 300 2

15 20 20 200 2

20 100
. 15 150 2

30 100 10 56 2



One hundred estimates of test mean anc variance were

acquired f,r each -sehtest size. Th population means and

variances were then used to compute the s
100

100
Z pk abbreviated .5:77M, is d

k =-1

abbreviated SS V.-

Traditional sampling with 6000 to al_ rumber of responses

waa studied by giving each of the even whole tests to 100

people and obtaining 100 estimates of test mean and variance

6

of sTlared orrors

2 2 2
ok

per whole test. The population means and variances were then
100

used to compute the sums of squared errors E
2
-and

100 2

z)2.E*
. The estimates of test mean and variance were compared to

the population means and variances and to each other by the

use' of these sums of squared errors. lf, for example, the sum

of squared er ere 5 for one sampling plan and 10 for

another sampling plr-a, ther ai46 of SSE's would be less

than one, thus indice g the superiority of the former

the latter sampling plan.



_EMU AND DI CU4 SIO N

The actual population means and variances of the ccven

whole. tests used in this study are presented in Table 3.

In this table the tests are listed according to the size of

the range of biserial correlation, and within each size

according to the size of the variance associated with -h--

The res of estimating test population mean for the

various sampling plc,ns are given ia Tables 4, 5, and 6. It

can be seen that as 1 test variance decreased, and con-

sequently the average value of th blserial corral _ions of

the tests as well, __ti.ates of the population mean improved.

One explanation of this occuraxce as found in the relation-

ship between the biserIal correlations and test variance. As

test biserial correlations decreased, test varaince als

creased, thus reducing the standard error of the mean.

The. data .presented in Tables 5o: and 6 alWtindicate

that the better estimates of the mean are given by sampling

plans with fewer items (smaller k's) and more subtests (larger

t's).- As the subtext size increased and the number of sub-

tests decreased, the estimates became poorer, as emidence by

the larger For example, in Table 4, tests with average

biserial correlations of .6O -.90 under the sampling plan of 10

subtests and 6 items peJ suntest (10/6/100) had SSEM of 43.63

whereas tests with the came avexav: ,_ .:,erial correlations of

.807-90, but under the sampling plan of 2 sub tests and 30 items
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per subtest (2/30/100), had a 5 8R of 184.18. Traditional cam -.

piing .(1(60, t=1) supplied the poorest imate, with a SSEM of

328.70. These results agree with the theory presented in

Lord and Novick (1968), and served as a partial check on. the

model.

The data in Tables 7, and 9 present comparisons of

single exhaustion, multiple exhaustion, aud the extreme item

sampling plats. Table 7 compares single exhaustion to multiple

exhaustion. In the case of te,Fts with average biserial corre-

lations of .80-.90, the ratios of S X s are 1.43, .74, .77, .97,

and 1.44 for sizes of 6, 10, 15, 20, and 30, .pectively.

Of these- ratios, 3 out of 5 arc lass than 1.00 (viz., .74, .77,

and .97), t us favoring sing] e exhaustion item sampling. A' total

of 25 out of 35 ra tios in Tablc favor single exhaUstion over

multiple exhaustion. Table 8 compares single exhaustion to ex-

tree item sampling. In the case of tests with average biserial

correlation of-.45-.95, the ratios of OEM's are 1.73, 1.01,

1.58, .86, and .84 for subtest sizes of 6, 10, 15, 20, and 30,

respectively. Of these ratios, 3 out of 5 are greater than 1.00

(viz., 1.73, 1.01, and 1.58), thus favoring the extreme plan

over single exhaustion. A total of 19 out of 35 ratiosA.n Table 8

favor the extreme plan over, single exhaustion. Table 9 com-

pares the extreme plan to multiv:e ex exhaustion item sampling.

the case of te with a rerage biserial correlations of .50-.70,

the ratios of SSEM's are Li?, 1.43, .84, 1.11, and .86 for sub-

test sizes of 6, 10, 15, 20, and '2,0, respectively. Of these
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ratios, 3 out of.5 are grenter

16

.00 (v z. 1.17, 1.43, and

1.11), thus favoring extra.s item sampling. A total of 26 out

35 ratios in TaLle 9 favor the extreme plan over multiple ex---

haustion.

The results of estimating test -mule n variance for

the various plans. are given in Tables 10,.11, and 12.

In considering .the question of optimum number of people

and -items for.estimating test population variance,- it would seem.

that for tests with higher average biserial correlations, the

optimal sampling plan would be one with small sized subtests.

Thus, in Table 10, under the sampling plan 1016/100 (6 items

per subtext), tests with 'average biserial correlations of .80-.90

had a SSEV of 19399, whereas under the eempling plan 2/30/100

(30 items per subte the SSEV is 49603, .When considering

tests with average biserial correlations in the lower Anges

of values (e.g., .10-.20, .55), the optimal sa 31ing plan

consists of subtexts with larger numbers of items per subtest.

In fact, in the case of single exhautt sampliing, the

best plan involves a subtest size one-half the size of the whole

test. This can be seen in Table 10,'.whereethe smallest SSEV

is 976. This value falls under the ampling plan 2/30/100 with

30 items per subtest, which Is half the size of the whole test

of 60 items. When considering tests with average biserial cor-

relations in the middle ranges (e .50-.60, .20-:70), the

trend is not as clear but sampling plans with small sized sub-

Thus in Table 10 tests with aver-
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age biserial correlations of .50-.60 ul d.er s piing plan

10/6/100 (k=6) had a SSEV of 9037, whereas under sampling plan

2/ 0/100 (UP30), the SSEV is 16442.

An examination of the data of Tables 13, 14, and 15

indic-tes that for estimating population var e, single ex-

23

hsusticn item. sampling is superior ultiple ex-

hanstion or the extreme item sampling. This can be seen by the

prepond of ratios less han 27 Out of

35 ratios Table 13 favor: single e-S.hanstio a over multiple

and a total of :5 out tf 5 ra.ios in Table.

vor single exhPtlst n over t.:1-2 ex

The purpose of this study gas t help datermi

item sampling plans for use in school evaluation projects.

The findings presented provided the basis for the following on-

elusion.

How does the range of biserial correlations between 4t

response and ability, i.e. Item discrimination, affect the choice

of opt mum item sampling plan?

When estimating test population mean, no matter what the

values of the biserial correlations are, better estimates are

given by the

aubteat

Shoemaker (1971) sic° r"°'

subtests. The reuults

sampling plans with fever items and more

Liar concltsions were drawn by Barcikowski (19/0).

ficad..the

szudy:_e,

f a large ntimber

t their 'indings.
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The case is different when estimating test population variance.

Here, the opt, sampling plan depends ve y much on the biserial

c rrelation of the test in question. With biserial correlations

in the higher ranges, e.g., .SO -.90 and .459.95, employment of

subtests with fewer items produce better estimates. In the

of tests with biserial correlations in the lower anges, e.g.,

.10-.20 and .05-.55, just the opposite is true. Here, subtests

containing more items produce_, better variance estimates.

Specifically, in the case of single subtests one half the size of

the whole test. For tests with average biserial correlations

the middle ranges, e.g., 150-.60 and .20-.70, the results, al-

though not as clea-cut also tended to favor smaller subtests.

These conclusions support tC fI uI Barci4owskils study

of an interaction effect between ite-, chPractcris (biserial

correlations) and sampling plan. They, however, contradict

Shoemaker's conclusion that item-examinee sampling plans have,

for all practical purposes, the same standard error in estimating

population variance. This study indicates that such is not the

case when item biserial correlations are considered.

Should single or multiple exhauctionof the set of itema on

a test be employed? The results favor single exhaustion item

sampling for the estimation of population mean and variance for

most practical purposes. This is decidedly true in the case of

population variance estimates. In the case of population mean

estimates, extre

exhaustion item sampling, but the difference is not sufficient to

item s ling had a slight edge over single

warrant e production -of the extremely large number of subtests



necessary to implement he extreme item sampling design.

RECOMENDATIONS

For educational practitioners who desire guidelines in the

application of itcm sampling techniques to school evaluation

situations, the results of this study suggest the follo

commendaions:

ner the pf rameter of primary importance is the pop-

ulation mean test scora, Eax11.1. J.

(e.g., su tests of 6 item..., with

ubtests should be used

data from this study),

and as many of these subtests as cost fact rs indicate t

be practicable.

2. When the parameter of primary importance is the pop-.

ulation test variance, attention should be given to the item

discrimination of the test._ -With t ats of low item dis-

crimination ( Withbiserial correlations in the range

.05 -.35), larger subtests should be used, specifically, sub-

tests approaching half the size of the whole test. In all

other instances, smaller suttests may be used.

3. Single exhaust ion of the item set is sufficient for

either population mean or variance estimates.
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