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The requirements for a theory of instruction can be

described in the following list of criteria: 1) a model of the
learning process; 2) specification of admissible instructional
actions; 3) specification of instructional objectives; 4) a
measurement scale that permits costs to be assigned to each of the
instructional actions and payoffs to the achievement of instructional
objectives. From these four elements it is possible to derive optimal
instructional strategies. A theory of instruction is, in fact, a
special case of what has come to be known in mathematical and
engineering literature as optimal control theory. Precisely the same
problems are posed in the area of instruction except that the system
to be controlled is the human learner. To the extent that the above
four criteria can be formulated explicitly, methods of the control
theory can be used to derive optimal instructional strategies., Two
examples involving the derivation of such strategies are considered
in this paper: a computer-assisted instruction program for early
reading and an individualized program for learning a foreign language
vocabulary. Both are analyzed on control theoretic principles.
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l INGREDIENTS FCR A THEORY OF lKSTRUCIiONl
Richard €. Atkinson®

i Stanford University

The term "theory of {anstruction" has been in widespread use for over a
decade and during that time has acquired a fairly specific meaning. By
consensus it denctes a body of theory concerned with optimizing the learning
process; stated otherwise; the goal of a theory of instruction is ﬁa pre-
scribe the most effective methods for acquiring new information, whether in
the form of higher-order concepts or rote facts. Although usage of the term
is widespread, there is no agreement on the requirements for a theory of
instruction. The literature provides an array of examples ranging from
speculative accounts of how children should be taught in the classromm tc

: formal mathesatical mode iz speciiving precise branching procedures in
4 computer-controlled instruction, Such diversity is hcalthy; to focus on

in the long run. I prefer to use

[

only one approach would not be productiv
the term '"theory of instruction” to encompass both experimental and
theoretical research, with the theoretical work ranging from general
speculative accounts to specific quantitative models.

The literature on instructional theory is growing at a rapid rate. So

much so that, at this point, a significant contribution could be made by’
someone willing to write a book summarizing and evaluating work in the area.

I am reminded here of Hilgard's book, Theories of Learning first publishecd

in 1948; it played an important role in the development of learning theory

perspective. A bock of this type is needed now in the area of instruction.
My intention in this paper is to present an overview of one of the chapters

)

P s

! by effectively summarizing alternative approaches and placing them in
<



|
ERIC

Aruitoxt provided by Eic

Atkinson

that T would like to sce included 1n sucic 4 book: & citie for o
might be "A decision-theoretic analvsis of inscruction.” Basivally
shall consider the facturs that ueed to be examined i Jeri.ing uplL

instructional strategies and then use this analysis to identify the

elements of a theory of instruction.

A DECISTON-THEORETIU ANALYSIS OF INSTRUCTION
The derivation of an optimal strategv requires that t

stated in a form amenable to a decision-ctheor
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the same formal elemeats can be found in most of them. As

it will be useful to identify these elements in a general
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state of nature.
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mation of the
action.

4, The cost of each action.

5. .The return resulting from each states of mature.

In the context of instruction, the

groups. Elements 1 and 3 are concerned with a description

process; elements 4 and 5 specify the cost-benefit dimensio
and element 2 requires that the 1n5truct1gnal actlo from

maker is free to chose be precisely specified.

he instru
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cifying the translormation of the states of nature csused by the actions

of the decision-maker is tantamount to constructing a mode: of leayrning for
the situation under consideration. Tha learning modet will he robahilistic.

nhsuervanle or the
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a given instructional

returns in an instructioral siruation

ard when examine! on A short-tverm

basis, but virtually intractable over the long-
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reading

Lo maale . have

of these skilis co

is an important role for deralled economic ana lvses of the long-term

of education, but such studies deal with issues ar a more global

we shall consider here. The present analysis will be limired to those

m

e

ingtruactional tasi

costs and returns divectly related
Element 2 is critvical in deternining tue effectivenass of a decis.on-
theory analysis; the nature of this element can be indicated by an example.

ercises for an initial

Suppose we want to design a supplementary set of e

reading program that involve both sight-word identificarion and phonias.

*

Let us assume that two exercise formats have been developed, one for tra‘aire

on sight words, the other for phonics. Given rhase foramats. rhere are many

ways to design an overall program. A variety or optimizarion problems
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CRITERLA FOK A CHEGRY OF LNSTRUCTION

Our discussion to this point can be summarized by listing four criteria
that must be satisfied prior to the derivati of an optimal instructional
strategy:

1. A model of the learning process.

2. Specification of admissible instructional actions

4. A measurement scale that permits costs to be agssigned to each

instructional actions and payoffs to the achievement of

el
s
rt
=
1)
”—

instructional obj=ctives.

given 4 procise Intarpretai.ns? bhean it ias
OplLiidl anslyuztional po.icy.  The sogeti oo

yoBLL G beleTl el d dae dw L

degcovering oplimal or ledl opbimai proCiau. ...

The four criteria listed above, taken in conjunction with methods for

deriving cptimal strategies, define either a model of instruction or a

ul

m

theory of instruction. Whether the term theory or model is used depends on

in be m

fii)
o

the generality of the applications that c: de. Much of my own work

ha

[ty

been concerned with the development of specific models for speclfic in-

structional tasks; hopefully, the collection of such mode 1 will vide

o
]

the groundwork for a general theory of ruction.
In terms of the criteria listed above, it is clear that a model or

theory of instruction is in fact a special case of what has come to be

known in the mathematical and

i
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theory or, more simplv, control theotry (raiman, Falb, & Avciib, wsu¥.. The

development of control theory has progressed at a fgpid rate poth in the
nited States and abroad, but most of the applications involve englneering
or economic systems of one type or another. Precisely the same problems

are posed in the area of instruction eicept that the system to be cuntrolled
is the human learner, rather than a machine or group of industries. To the
extent fthat the above four elements can ba formulated explicitly, metuods
of control theory can be used in deriving optimal instructional strategies.

To make some of these¢ ideas more precise. we shall consider two examples.

One involves a response-insensitive sitrategy and the other a response-sens:

A response-insensitive stracegy orders the instructional mate: 'g .=

without taking into account the student's responses (e<cept possibly to pravise
corrective feedback) as he progresses through the curriceiam.  In contvaa .
4 response-sensicive strategy maxkes use of the stucaeni's regponse nistory
in its stage-by-stage decisions regarding which cucrricuium ratorials .o pres
next. RESP@ESE!iﬂSEﬂSiE%VE strategies are completely specified in advance
and_cénsequéntiy do not require a system capable of branching during an
instructional session. Response-sensitive strategies are wmore complex, but
have the greatest premise for producing signifi:ant gains for they mucc tc
at least as good, if not better, than the comparable respcn55=ipsensit1ve
strategy.
OPTIMIZING INSTRUCTION IN INITIAL READING

The first example is based on work concerned with the development of &
campuzersassisﬁed instruction (CAI) program for teaching reading in the
primary grades (Atkinson & Fletcher, 1972). 1he pregram provides individ-

ualized instruction in reading and is used as a suppisment to normal
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3 : classroom teaching; a given student may spend anywhere from zero to 30
- minutes per day at a CAI terminal. For present putposes only one set of

- results will be considered, where the dependent measure is performance on

i a standardized reading achievement test. administered at the end of the

first grade. Using our data a statistical model can be formulated that
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spends on the CAI system. Specifically, let P;(t) be student i's performance
on a reading test administered at the end of first grade, given that he
i -spends time t on the CAI system during the school year. Then within

quation holds:

1]

certain limits the following

Pi(t) = o; - Brexp(-y;t)

[

Depending on a student's particular parameter values, the more time spent

“ on the CAI program the higher the level of achievement at the end of the

year. The parameters a, B, and y, characterize a given student and vary

from one student to the next; o and (u-B) are measures of che studeni's
: maximal and minimal levels of achievement respectively, and y is a rate

of progress measure. These parameters can be estimated from a student's

: response record obtained during his first hour of CAI. Stated otherwise,
q data from the first hour of CAIL can be used to estimate the parameters

a, B, and vy for a given student, and'thén the above equation enables us to
predict end-of-year performance as a function of the CAI time allocated to
that student.

-4 The optimization problem that arises in this situation 1s as follows:

Let us suppose that a school has budgeted a fixed -mount of time T on the

CAI system for the school year and must decide how to allocate the time
l O ‘

-
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among a class of n first-grade students. Assume, further, that all students
have had a preliminary run on the CAI system so that estimates of the
paramétefs o; B, and y have been obtained for each student.

Let tj be the time allocated to student i. Then the goal is to select
a vector (El,'tgi..i,tn) that optimizes leérning; To do this let us check
our four criteria for deriving an optimal stfazegy!

The first criterion is that we have a model of the learning process.
The prediction equation for P;(t) does not offer a very complete account
of'léafning; however, for purposes of this problem the equation suffices as
a model of thé learning process, giving all of the information that is
required. This is an important point to keep in mind: the nature of the
specific optimization problem determines the level of complexity that must
be represented in the learning model. For some §r§§iems the model must
provide a relatively complete account of learning in order to derive an
optimal stfategy, but for cther problems a simple désgfipt;;é equation o:
the sort presented above will suffice.

The second criterion requires that the set of ,admissible instructienal
actions be specified. For the present case the potential actions are simply
all possible vectors (tl, tz,;-.,tn) such that the ti's are non-negative
and sum to T. The only freedom we have as decision makers in this situation
is in the allocation of CAI time to individual students.

The third criterion requires that the instructional objective be

specified. There are several objectives that we could choose in this

(a) Maximize the mean value of P over the class of SEudents.
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~(b) Minimize the variance of P over the class of students.

(c) Maximize the number of students who score at grade level at the

end of the first year;

(d) Maximize the mean value of P satisfying the constraint that the
resulting variance of P is less than or equal to the variance
that would have been obtained if no CAI was administered.

Objective (a) maximizes the gain for the class as a whole; (b) aims to
reduce differences among students by making the class as homogeneous as
possible; (c) is concerned specifically with those students that fall
behind grade level; (d) attempts to maximize performance of the whole
class but insures that differences among students are not amplified by
CAI. Other instructional objectives can be listed, but these are the ones
that seemed most relevent. For expository purposes, let us select (a) as
the instructional objective.

The fourth criterion requires that costs be assigned to each of the
instructional actions and that payoffs be specified for the instructional
objectives. 1In the present case we assume that the cost of CAI does not
depend on how time is allocated among students and that the measurement

of payoff is directly proportional to the students' achieved value of P.

¢(tl,t2,ig.,tn)
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subject to the constraint chat

>

and

This maximization can be done by using the method of dynamic programming
(Bellman, 1961). 1n order to illustrate the approach, computations were

made for a first-grade class where the parameters u«, B, and y had been
estimated fér each student. Employing these estimates, computations were
carried out to determine the time allocations that maximized the above equa-
tion. For the optimal policy the predicted mean performance level of the
class, ?} was 15% higher than a poliey thac allocated time equally to studants
(i.e., a policy where t; = £y for ali 1 and j). This gain represci.s & anu't
stantial improvement; the drawbacik is that che variance v Lhe F scuores is

roughly 15% greater than for the equali-time policy. Tails means that i we

r

are interested primarily in raising the class average, we must let the rapid

learners move ahead and progress far beyond the slow learners.

[14

Although a time allocation that complies with objective (a) did increas.:

ry

overall class performance, the correlaced increase in variance leads u
to believe that other objectives might be more beneficial. For comparison,
time allocations also were computed for objectives (b), (c), and (d). Figurc

presents the predicted gain in Pasa percentage of P for the equa l-time

policy. Objectives (b) and (c¢) yield negative gains and so they

since

o
-
o4
i
9
o
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Figure 1:

a b c d
INSTRUCTIONAL OBJECTIVE

Percent gains in the mean value of P when compared with an
equal-time policy for four policies each based on a different

instructional objective.
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their goal is to reduce variability, which is aic:c:amplished.by holding

back on the rapid learners and giving a lot of attention to the slower
ones. The reduction in variability for these two objectives, when compared
with the equal-time policy, is 12% and 10%, respectively. Objective (d),
which attempts to strike a balance between objective (a) on the one hand
and objectives (b) and (c) on the other, yields an 8% increase in P and

yet reduces variability by 6Z%.

In view of these computations, objective (d) seems to be preferred; it
offers a substantial increase in mean performance while maintaining a low
level of variability. As yet, we have not implemented this policy, so
only theoretical results can be reported. Nevertheless, these examples
vield differences that illustrate the usefulness of this type of analysis.
They make it clear that the selection of an instructional objective should
not be done in isolation, but should involve a comparative analysis of
several alternatives taking into account more than one dimension of per-
formance. For example, even if the principal goal is to maximize P, it
would be inappropriate in most educational situations to select a given
objective over some other if it yielded only é small average gain while
variability mushroomed.

Techniques of the gort presented above have been developed for other

aspects of the CAI reading program. One of particular interest involves

deciding for each student, on a week-by-week basis, how time should be
divided between training in phonics and in sight-word identification

(Chant & Atkinson, 1972). However, these developments will not be con-
sidered here; it will be more useful to turn to anothér example of a quite

different type.
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s OPTIMIZING THE LEARNING OF A SECOND-LANGUAGE VOCABULARY
The second example deals with learning a foreign-language vocabulary.
A similar example could be givén from our work in initial reading, but
§ this particular example has the advaﬁtage of permitting us to introduce
i the concept of learner-controlled instruction. In developing the example
i we will consider first some experimental work comparing three instructional
strategies and only later explain the derivation of the optimal straiegyis
The goal is to individualize instruction so that the learning of a
second-language vocabulary occurs at ‘a maximum rate. The constraints imposed
. on the task are typical of a school situation. A large set of German-English
: items are to be learned during an instructional sessioen that involves a
; series of trials. On each trial one of the German words is presented and
- the student attempts to give the English tra slaticﬂé the correct trans-
g lation is then presented for a brief study period. A predetermined numbexr
; of trials is allocated for the instructional session, and after an iatervaning
é period of one week a test is aﬁministergd over the entire vocabulary. The
3 optimization prgblam‘is to formulate a strategy for presenting items during }f

the instructional session so that performance on the delayed test will be

maximized,.

Three strategies for sequencing the instructional material will be

considered. One strategy (designated the random-order strategy) is simply tc

Rt

cycle through the set of items in a random.order; this strategy is not
expected to be particularly effective but it provides a benchmark against

which to evaluate others. A second strategy (designated the learner-

——— [

I@ to sequence the material. 1In this mode the student decides on each trial

ERIC

Aruitoxt provided by Eic
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which item is to be tested and studied; the learner rather than an external

contreller determines the sequence of instruction. The third scheme

(designated the response-sensitive strategy) is based on z dec -theoretic

analysis of the instructional task. A mathematical model of learning that

has provided an accurate account of vocabulary acquisition in other experi-

o
rr

ments is assumed to hold in the present situation. This model is used

compute, on a trial-by~trial basis, an individual student's current state of

earning. Based on these computations, items are selected from trial to

i

rial so as to optimize the level of learning achieved at the termination

rr

of the instructional session. The details of this strategy are complicated
and can be mcfekﬁeaningfully discussed after the experimental procedure
and -results have been presented.

Instruction in this experiment is carried out under computer contre I,

The students are required to participate in two sessicns: an instructional

ssion of approximately two hours and a briefer delaved-test session

!‘W

administered one week later. The delayed test is the same for all students
and involves a test over the entire vocabulary. The instructional session
is more complicated. The vagabulaty items are divided into seven lists

each zontainiﬂg twelve German words; the lists are arranged in a round=robin

order (see Figure 2). On each trial of the instructional session a list is

displayed and the student inspects it for a brief period of time. Then one

o

f the items on the displayed list is selected for.test and study. In the

random-order and response-sensitive conditions the item is selected by the
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computer. In the learner-controlled condition the item is chosen by the
student. After an item has been selected for test, the student attempts

is given. The next trial begins with the computer displaying the next list

4 .

in the round-robin and the same procedure is repeated. The instructional
] session continues in this fashion for 336 trials (see Figure 3).
* Insert Figure 3 about here

The results of the experiment are summarized in Figure 4. Data are
| e e e
Insert Figure 4 about here

presented on the left side of the figure for performance on successive

-4

blocks of trials during the instructional session; on the right side are

results from the test session administered one week after the instructional

(]

session. Note that during the instructional session the probability of a

correct response is highest for the random-order condition, next highest for

the learner-controlled condition, and lowest for the response-sensitive

condition. The results, however, are reversed on the delayed test. The

o

response-sensitive condition is best by far with 79% correct; the learner-

poorest at 38%. The observed pattern of results is expected. 1In the

learner-controlled condition the students are trying, during the instructional

:
!

session, to test and study those items they do not know 1 should have a
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“Display first List
of 12 German Words

Select One Word
on Displayed List
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Display Next List
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Has
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Been Displayed 48 Times 7

Terminate
Instructionol.
Session

-

Figure 3: Flow chart describing the trial sequence during the instructional
l session. The selection of a word for test on a given trial

(box with heavy border) varied over experimental conditions.
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lower score than students in the faﬁdam=ardér condition where testing is
random and includes many items already mastered The response-sensitive
procedure also attempts to identify for test and study those items that
have not yet b been mastered and éhus also produces a high error rate during
the instructional session. The ordering of groups on the delayed test is
reversed since now the entire set Df words is tested; when all items are

tested the probability of a correct re

ml

sponse tells us how much of the

list actually has been mastered. The magnitude of the effects observed on . _

Now that the effectiveness of the response-sensitive strategy has been

hed, let us turn to a discussion of how it was derived. The strategy

m
0
rr
w
o
=
(s
‘W

is based on a model of vaaabularj learning that has been investigated

in the laboratory and shown to be quite éccurate (Atkinson & Crothers, 1964;
Atkinson, 1972). The model assumes that a given item is in one of three
states (P, T, and U) at any moment in time. If the item is in state P then
its zra;slstinn is known and this knawladgé is '"relatively' permanent in

the sense that the learning of other vocabulary items will not interfere

W

with it. If the item is in state T then it is also known, but on a

"temporary' basis; in state T other items can give rise to interference
effects -that cause the item to be farggttén. In S;ate U the item is not
known and the student is unable to provide a translation. Thus in states P
and T a correct translation is given;with probability one, whereas in
state U the probability is zero.

When a test and study occurs on a given item the following transition

matrix describes the possible change in state from the onset of the trial
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toe its termination:

<
ffort
s
ST
- J‘\

Rows of the matrix represent the state of the item at the start of the trial
and columns its state at the end of the trial. On a trial when some other
item is presented for test and study, a transition in the leafning state of
our original item also may take place; namely, forgetting is possible in

e that if the item is in state T it may transit into state U.

[

the sen
This forgetting can occur only if the student makes an error on the other

item; in that case the transition matrix applisd to the original item is

as follows:

B
1]
3
po
[iond
]
=
y

Lo
[

1

u
To summarize, consider the application of matrices A and

#
=y

F to some specific

item on the list; when the item itself is presented for test and study

 transition matrix A is applied; when some other item is presented that

elicits an error then matrix F is épplied. The above agsumptions prgvidé'

a complete account of the learning process. The parameters in matrices

éﬁd measure the difficulty level of a German-English pair and vary

B
=

across items. On the basis of prior experiments, numerical estimates of

these parameters exist for each of the items used in the experiment.
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As noted eaviier, ihe rormulation of o stratery veouiree that we he
precise about the quantity to be maximized. For rhe present task, the goal

the delaved test,

-
o

is to maximize the numbey of irerr rorrecrvly translate:s o
To do this, 4 theoretical relavionsbiy must be specified hetween the siate
of learning at the end of *he instruction:® scssior and performance on
the delayed test. The sssumption made here i= that calv those items in

H

sien will be tranmslated correctly

gtate P at the end of the
on the delayed test; an item in state T is presumed te be forgotten during
the intervening week. Thus, the problem of maximizing delaved-test perfor-

in state

mance involves, at least in theorv, maximizing the number of ite

P at the termination of the instructional sessinn.

Having numerical values for parameters and knowing the student's respovse

hi

tery, jt ig possible to ositinace his corrcer S T S BN L

1

more precisely, the learning wodal can be wsed to derdve oaatione and | Q-

turn, compirtye the probsbilities of hejne in

at the start of trial n, conditicnalized on tha student’':
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up to and including trial p-]

a strategy for optimizing

(from the current display list) thac has the zreatest probability of

into state P if it is tested and studied om the rrial. This sirategy has

m
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been termed the one-stageoptimization procadure because

trial in making decisions. The true optimal ralicy ({.e., an N-stips ~ro

g‘
‘JU\
LB

cedure) would consider all possible item-resp sequences
trials and select the next item 50 as to maximize the number of items irn

state P at the termination of the instructional! sessise. For tae precent

case the N-stage policy cannot be applied bacanse the necegsars somputati
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Learnive modors: 10 was 1ot this

optimal strategy for a va.lety o1}

reason, as well as the relatlive eas- o7 o

cedure was employed.’ The computsticaal srovedure deseribed abowe was

ic-ions to be macs on=lira

: © implemented on the computer and perwmicted
for each student on a trial-by-trial basis.
The response-sensitive strategy undoubltedly can be improved upon by

. Those familiar with developments in learning

et

=

elaborating the learning mode
theory will see a nuawber of wavs of intvaduecing move complexity into the

model and thereby iacreasing its nor pursue such con-

i siderations here, however, since senting the example was

not to thzorige Yhae deg” i =% Bl v P e o R
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totally inadequate to explain the subtle ways by which the human crgaunism
stores, processes, and retrieves information. Until we have a much deeper
understanding of learning, the jdentification ot cruly offective strategiles

f learning is not a

rr
=
0
[
e
O

will not be possible. However, an all-inclusive
prerequisite for the development of optimal procedures. what is needed
instead is a model that captures the essential features of that part of the
learning process being tapped by a given instructional task. Even models

that may be rejected on the basis of laboratory investigation can be useful

in deriving instructional strategies. The two learning models considered in

.
=
-~
[y

this paper are extremely simple, and yet the optimal strategies they gener

i

are quite effective. My own preference is to formulate as complete a

learning model as intuition and data will permit and then use that model to

‘hle the | ning made! wiil f:

investigate optimal peoceduvas: when

represented in the form of mathematical equations but otharwise as a ser
of statements in a compute imulation program. The main point is that Lhe

development of a theory of instruction cannot progress if one holds the view

f iearning is a prerequisite. Rather, advances in

©
b
\m

that a complete theory

[ns]

learning theory will affect the development of a theory of instruction, and
conversely the development of a theory of instruction will influence researcy
on learning.

The second criterion for deriving an optimal strategy requires that

admissible instructional actions be clearlyv specified. The set of ai
instructional inputs places a definite limit on the effectivanass af the
optimal strategy. In my opinion powerful instructional strategies must

necessarily be adaptive; that is, they must be sensitive on a momenc—to-

moment basis to a learner's unique response history. My judgment on this
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matter is based on limited experievce. rezfyicrad nrimarilyv to veso
teaching initial reading. TIn this aresa, however., the svidence secems to be
absolutely clear: the manipulation of method vaviables acemints for onlv

a small percentage of the variance when not accompaniaed v instructional

that permit individualization. Method variahlés like the modified

teaching alphabet, oral reading, the linguistic approach, and others

minimal

i

effects ar

undoubtedly have beneficial effecrs. However, rhese
in comparison to the impact that is possible when instruction is adaptive

ndividual learner. Significant progress in dealing with the nation’s

i

o the :

it

problem of teaching reading will requive individually prescribed programs.

£

u--
“
m

and sophisticated programs will necess: some degres of computer inter-

vention either in the form of CAI or computer-managed instruction. As a

coroliary tou chis poinr, iz is

CAT Reading Program that the mors
important are extrinsiec mativators. Motivation is a variable in ary form ot
learning, but when the instructional processs is truly adaptive the srudest s

its own right.

optimal strategy deale with instructicual

analvsan

bin]

objectives, and the fourth with cost-benefit measures. In th
presented here, it was tacitly assumed that the curriculum materisl being

taught is sufficiently beneficial to justify allocating time to it. Further.

in both examples the costs of instruction were assumed to be rhe

all strategies. 1If the costs of instruction are ecual fer all strategi
1=

they may be ignored and attention focused on the comparative hensafits of

the

strategies. This is an important point because it greatly

5. If both costs and benefits are significan

e

analysi
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rule, both costs and henefits must he weighed in the analysis, and fre-

o

quently subtopics within a curriculum vary significantly in their importance.

topic should he taught at all is the

In some cases, whether or not a
critical question. Smallwood (1971) has treated problems similar to the

Ludes some of these factors

1;. N

ones considered in this article in a way that inc

f costs and benefits.
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My last remarks deal with the issue of learner-controlled instruction.

One way to avoid the challenge and responsibility of developing a theory of
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instruction is to adopt the view that the

I am alarmad hv thie rumbey of

to study,; when to study, and how to

individuals who advocate this position Adesrite a great deal of negative

There obviously is a place
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the learner's judgments in making inscructicnal de

programs that I have helped develop, the learner plays an important role in

3

determining the path to be followed through the curr: “um. However, uzing
s judgment as one' of several items of infourmatinn in making an

tructional decision is quite different from yproposing that ths learner

n-u-.‘

should have complete control. Our data, and the data of others, indicate

ion maker. Acpumran.-.

that the learner dis not a particularly effecrive

r

against learner—controlled programs are unpopular in the ora:

opinion, but they need to be made so that we will not be saduced by the
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easy answer that a theory of instruction is not requi
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the meetings of the American Lducational Research Association, Chica
April, 1972Z. This research was sponsored in part by National Science
Foundation Grant No. NSF GJ-443X2 and by Office of Naval Research Contract

No. N0O0014-67-A-0112-0054,

EREquésts for reprints should be sent to Richard C. Atkinson, Department

of Psychology, Stanford University, Stanford, California 94305.

3see, for example, Smallwood (1962), Carroll (1963), Hilgard (1964),
Bruner (1966), Groen and Atkinson (1966), Crothers and Suppes (1967),

Gagne (1970), Seidel and Hunter (1970), Pask and Scott (1971), and

Atkinson and Taulscon (19572).

4

'For a mors extensive discussion of some of these points ses Atvkisssy aod
Paulson (1972), Calfee (1970), Dear, et al. (1967), Laubsch (1978), and

Smallwood (1971).
SA detailed account of this research can be found in Arkinson (1972).

STEE student's response history is a record (for each trial) of the item

presented and the response that occurred. It can be shown that a sufficient

history exists which contains only the information necessary to estimate

the student's current state of learning; the sufficient history is z funetion
of the complete histoery and the assumed learning medel. For the model
considered here the sufficient history is fairly simple, but cacnor be

readily described without extensive notation.
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"For a discussion of one-stage and‘ﬁbggagg policies and idonte Carlc studies
comparing them, see Groen and Atkinson (1966), Calfee (1970), and Laubsch

(1970).
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