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This paper discusses the poor conditions of research methodology
in the behavioural sciences due to insufficient consumer knowledge
and lack of weli-educated advisers in this area. It starts with a
definition of research methodology, examplifies the kind of
knowledge needed by the adviser and then goes on to the main

subject, that is, different aspects of the adviser’s tasks. Among

other things, it deals with attitudes to research methodology,
the consequences of inadequate methods, the methodological
education of the client and the adviser’s own rcsearch. Most examples

are taken from multivariate analysis.

Paper read at the conference of Society for Multivariate Experimental

Psychology in Nijmegen in September 1672,




INTRODUCTION

Research methodology can be defined very broadly, to include such
things as the construction of proper concepts, theories and hypothescs
and the usefulness of and similaritics between different models.

In this paper a more limited view is taken and research mcthodology
refers to generic methods of collecting and processing data. They

can usually be categorized as follows:

1. Design

. Sampling technique

2
3. Instrument for data collecting

4, Ctatistical analysis

5. Computer use

The first point concerns the architecture of an examination,

e.g. the possibilitics of performing an experiment and advantages and
drawbacks of different cesigns. e have partly the general type

of discussion to be found in Bracht & Glass (1968) and Campbell &
Stanley (1963), partly the more technical considerations as they
appear in Cohen (1969) and Winer (1962).

The sccond point scems to be of different importance to different
resecarchers. I do not intend to arguc on this issue, but the fact
remains that not many educational reports can boast of random
samples, not to mention simple random samples, which most
statistical tests assume.

The third point comprises measurement theory and psychometry,

e.g. problems of construction and evaluation in conncction with

questionnaires, tests, ratings and intervicws. As.far as application
is concerned, this is an underdeveloped area and I have argued
elsewherc (Larsson, 1971) that several differences of results may
very well be the effect of bad measurement theory. However, I do
not wish to discuss it here, but instcad concentrate on point 4,

This point is intimatecly connected with the first onc and contains
a large number of problems which are central to mathematical
statistics. This paper will for the mast part illustrate its discussions
by examples from this area, particularly from multivariate analysis.

Point 5 may concern the devclopme_x}’t of programs, problems of
choice between cifferent facilities of bo.th sofj:wafc and hardware,

and the corputer use for simulations and documentation.
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Rescearch methodology is more or less based on mathematics.
The degree of mathematical involvement is dependent on the particular
field of intcrest. Wcll-defined arcas, ¢.g. most arcas within physics,
have usually no need for any fancy statistical methods to discover their
experimental effects. Whilc this necd not necessarily be true, the

opposite will certainly hold. Onc cannot but expect small effects in

experiments which are foundcd on insufficient measurcraent theory

and which arc rather uncontrolled, as is often the casc with rescarch

in cducation and psychology. No statistical mecthod can climinate these

bad conditions, but while the bchavioural scicntist trics to makc them

better, we may hope, he is (or should be) a big consumecy of statistics,

which helps him to discover the cffects, if any. -
And this is where troubles start. Unless the behavioural scicntist

is very speccialized, he nceds several kinds of statistical ammunition

to hit his targets. This requires a rather profound knowlecdge of

both applicc and mathematical statistics, a knowledge which he scldom

posesses. (I could add knowledge of measurement thcory, of

psychometry, and so on, bui let us mainly limit ourselves to statistics.)

The fact is also valid for most postgraduate students. Some rcaders

may smile sceptically and say that his students have sufficient knowledge.

Well, T do not know what super-stucents some reacers may have, I can

only say that I have not met them. In fact, I do not think it is realistic

to let all students have this knowledge. After all, they intend to do

behavioural research, not to becorne statisticians.

It is perhaps convenient to say something about the kind of knowledge

I am thinking of before proceccing with the discussion. If the behavioural
scicntist wantsbto guide himself properly, as concerns the choice of
statistical methods, he must know how and why they are constructed,
e.g. to understand their limitations. I doubt whether books like Cooley

& Lohnes (1971), Hays (1963) and Viner (1962) are sufficient for this
purpose. Parts of the content of c.gg. Dempster (1969), iiller (1966),
Morrison (1967) and Rao (1965) must also be understandable. As examples
of somewhat more specialized bocks on the safnc mathematical level,

we may mention Cox & Miller (1965) and De Groot (1970). To this we
may add books dealing with methods which by tracition belong to the
behavioural sciences: Bock & Jones (1968), Horst (1965), Lawley &
Maxwell (1963), Lazarsfeld & Henry (1968), Lord & Nouvick (1968) and

4



Rozeboom (1$66). Goed working knowledge of clementary calculus
and matrix algebra is usually indispensible i5i lhis connection. More
advanccd knowledge can alsc be useful, when reading ¢.g. Dempster
(1969).

V/hat is the actual knowledge of the postgraduaic student and t]n.

rescarcher of the behavioural sciences? I have limited expericnce
from Ccandinavian educational psychology only, but I do not think

that things 2rc much differeni clsewhere. Thouga there is a preat
variation among pcople, the knswledgc is, on the average, certainly
not on the level exemplificd above., Moest studenis and rescarchers
have a dim apprchension about calculus and it is very few who know
anything cssential about matrix algebra. Unfortunately nct tco seldors,
you mecct behavicural scientists whese knowledge of mathematics
beyond the cquare rootis almost infinitesimal, It is ¢bvious that
statistical undcrstanding will not develop easily under such conditions,
and this is particularly valid for multivariate analysis. Co therc is in
general a wide gap between the knowledge which the scientist really
has and that which he should have, if he wants tc be his cwn statistical

adviser,

ADVISING ON RESEARCH METHODOLOGY

Since I have alrcady said that it would be unrecalisiic to assurne the
latter kind of knowledge in every researcher, the recadcr may have
anticipated my view that we need special advisers on research

mecthodology within the bchavioural sciences. But this icea will fail

unless the adviser can communicate adequately with his client,
an¢ whether this is possible - not depends on several faciors. I shall
discuss some of them, mainly the kind of work which the adviser must
do, the knowledge and attitudes of the client needed for cfficient
communication with the adviscr, an¢ some of the conscquences of
certain assumptions not being fulfilled. The discussion will start
from the adviser’s diffcrent tasks, and for cach task I will incorporate
my opinions about the client where convenient.
If the cooperation between acdviscer and client is to give good
rerulic, this implies consmerablc work by the adviser. He should
1. proposce and describe mctho:zs to the client,

2. interpret output from: computers,
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be co-author of reports containing problems with sirong methodo-
logical anchoring,

communicate with programmers and cther advisers of the client,
keep himsclf informed on literaiure of rescarch mcthodology,

take part in confercnees and other contacts of iraporiance for
rescarch methodology,

7. do hic ewn research.

Some aspects on the choice of methads

The firct task is, of course, important and perhaps the {irst onc which
comes to mind when speaking abcut an adviser for this arca. The second
task ic quite similar to the first cne 5o we can just as well discuss
both points simultaneously. I have separated the two points, so that
notody will believe that the client is away for gooc, once he has becn
sent on to the programmer. Even if we pretend that the adviser has
all the knowlecdge, which is required for a good acviser, there are
other things that must function. The adviser must have time and the
right attituce, *he clicnt must have sufficient knowledpge and be motiva-
ted. Also, the client must know his own problems so that he can specify
what he wantc from the adviser. Cf course, this is reciprocal in that
the adviscer must also undersiand the client’s problera. It must further
be underlined that the client raust seck advice in time and not wait
until data arc collected, which unforiunately many clicnts do.

If the adviser has not time cuough to explain meihods and/or if
the client is not able to undcrstand the ’explanation’, two things can
occur: either the adviser recalizes the facts and proposcs a simpler
mecthod, which the client can comprcheand, or the client leaves the
adviser, no wiscr than when he came (which may mcan thai the client
uses the propascd method witaout understanding it). The latter situation
can occur if the adviscr makes wrong assumptions concerning his
clients’ knowledge, Lut it can also occur when the client visits the
adviscr without having any ’henest’ intents. He may have a firm
resistance to learning a new mecthod and expects io fing recady-madece,
easily understandable methods, which solve all hig problems without
comproraises or any substantial cffort from him. In fact, certain
clients may use an adviscr only to \;crify their own prior opinicns and

work and do not listen to anything which will question these. Cuch atti-
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tudes c¢o definitely not produce mood rescarch and perscns having them
:
arc morc or less impessible to advisec.

Forgctting such cascs which T hope to be excepiional, onc may
ask 'What arc the consequences of propssing ir.cthods which the client
can casily understand or alvcady knows?’ It is extremely difficult to
state anything gencric about consequences. Perhaps one dares to say
that only advising the clicnt about methods from his own repertoire

- thougi crcatively - will too often produce rescarch of insufficient -

quality. Thesc advices typically keep the client away {rom applications
of multivariate mecthods, 2as tiese are the methods about which the
behavioural scientists usually have little knowledre. Perhaps somebody
has the objection that this is not truc with factor analysis, which is
widely known among rcsearchers of the behaviouralysciences. Personally,
I do not beliceve in such a statement. I agree that factor analysis is
widely used, but this is not a criicrion for an undcrstancing of the
method. In fact, the question of consequences is more complex than
that above, bccause you can add ’Y7hat are the conscjuences of propo-
sing convenient methods which the client is not able to usc properly?’
.~~~ Letus toke an example. A clicnt’s problern is such that a good
17 advice would be to let him perfori: a pxq factorial discriminant analysis,
h for which we suppoﬁc a convenicent program is accescible. The client
has good knowledge of clemcntary statistics up te 'the t-test level’ and
he knows somecthing about ANOVA but nothing at all about ¢iscriminant
analysis. Both the adviscr ancd the client are motivated to ¢o their best,
but the adviger has not much time to devote to each clicnt. V’hat is the
’best’ advice in such a situation? Foxr the sake of simplification, et
us assumsz that the choice is Letween four alternatives (we have r l
dcpendent variables):
. Performr (pz + q'2 - p - q)/2 i-tests.
. Perform r pxq factorial ANOVAs,

1
2
3. DPerform one pigxr faciorial ANOVA,
a

. Perform one pxq factorial discriminant analy:sis.
The first alternative impliec that the client hirasclf can handle the

output, although it can be a tremendous lot of output. Becides the

amount of output three other features are clecarly negative: no interaction
tests, the mass significance problemn and the corrclations between the

dependent variables. As far as I know, it is very difficult to state how
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they in detail contribute to wrong decisions, only that they contribute to
wrong cdecisions, The sccond aliernative produces interaction icsts,
mitigates the mass significance piroblemr, but not the third one. The
third altcinative is cquivalent to the fmurth, providcd that tic covariance
matrices for the dependent variables are 21l of a certain forra (from
cell to cell in the pxq factorial cdesian), |

On the othur hand, the clicnt ic unceriain abouti core propertics
about a p::q factorial ANOVA, c.g. how to perform conirast analysces,

anc still morc uncertain about the more complex ANOVA with repeated

mecasurcs, not to mention ciscriminant analysis. Thceire are many
tecchnical c¢etails which must be censidered for this situation, but it is
cvident that the adviser must coimpromisce, which meangs that alicrnative
2 or 3 ig probably chosen. To put it bluntly: what is the most scrious
error, tc suggest a sub-optimal method which the clicnt can use, or to
suggest a good method which the client does not undcistand? Indeed, I
do not itnow; and therce is probakly no gencral answer to this question.

The cxample above could be raultiplied, but I shall only take one |
further csiample. A client has a problem which fits factor analysis of
variables and he has a determined opinion about what kind of a structure
he expects. The client has a very vague apprchension of factcr analysis
and the adviscr has twe different prosrams to offer, again for the sake
of simplification:

1. The principal axis methoc with varimax rctation, sce c.g. Dixon

(1970).

2. A gencral program for analysis of covariance structurces, as this

theory is described in J6rceskog (1970).

Although the mathematical development of both racthoas are
difficult and becausc of that are beyond: the usual client’s capacity to
understand, the sccond method is far more comple:z, But the first
methods is not very acceptable in this case, since tiwe clicnt has a
cpecial hypothesis about structurc, and this cannot be tested by the first
meihod. If he uscs the first method he could very well cheat himself to
believe that his hypothesis is correct, while the otlier racthod had given
him a cignificant result. (The rotated factor matri:: scems te be
'correct’, but the second methoc rcwlicals that the hypothesized structurc
is insufficient to properly rcproduc?: ‘the covariance matrisx, ) Regarding

that the clicnt has, under all circumsiances, bad knowledoce of factor
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analysis, I think that the adviser can here just as well choosc the

more appropriate mecthod., The only real alternative is to frankly
asgert that the client himself is not capable of doing any factor analysis
at all, an asscrtion which perhaps will not be accepted,

) . .

I assurac that the reacder fincs the sketched situation to be unsatis-

)

fying. I co, I am satisficd, because that was what I intended ©o show.

It is my opinion that lack of ¢::pertness on rescareca rmethololory in
education and psychology makes rauch research unnccessarily bad,

How many results arc by this rcason not discovered and how raany facts
arc just artcfacts? For instance, how many differences of results in
the samc area mirror methodological differences only? 17ho has cver
measgurcd the consequences of a baz raethodology aad, cven worsé, how

many decisions can have been made on false srounds, c¢.r. duc to
< ’ -~

significances based on neglirible effects ? Such decisions can have great
cconomic consequences, when concerning many people. I am frightenced
when thinking of it, because my subjective probability of being wrong

in this cace is too far from i.0. I can only hope that sonicbody will

convince mec that there is nothing to worry abzut.

Somec aspecis cf the instruction on rescarch methodslony

Mcanwhile we can return tc the carthy troubles, where we lefi them
before the last paragraph. Onc of the facts is that the few available
advisers on research methodology have tee little time for cach client
anc an casily suggested remedy is o reccocmmend convenient literaiure
which ¢escribes his problems. Itis a nice thought but it will not work:
many aspecis of his problems arc so technical that it will be impossible
to find literature which maiches the client’s knowledse. For several
problems I think that the litératuirc can be procduced, but it is also
cvident that sor' . problems arc so technical and/or some clicnts’ know-
ledge is so ceficient that it is almost impossible to write a book of
normal size without assuming prercquisites of the rcader. For instance,
I can mention three books on multivaiiate analysis which were published

by cducational psychologists in 1971: Cooley & Lohnes (1971), Tatsuoka

(1971) and Van de Geer (1971). Although these books vary concerning
mathematics, ncnc of them is accessible to most behavicural scientists,
as far as I can see. Also, books dealing with measurcment theory

and psychomeiry have with years become more mathematically involved.

3
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Compare e.g. Torgerson (1958) with Bock & Jones (1968) and Culliksen
(1950) with Lord & Novick (1568).

One part of the formal education of research methodology, at
least on the postgraduate level, should be courses in mathematics for
those who Co not have the necessary prerequisites here. I am aware
of some institutes which have taken the consequences of this and offer
courses in mathematics up to the level of elementary matrix algebra.
However, too many institutes have no such courses, and I cannot te!l
whether this depends on economics or other factors. 1/ith regard to the
very shifting mathematical background students in the behavioural
sciences have, these courses should be compulsory for those who need
them. Otherwise much teaching onr research methodology will be
meaningless, and this goes for le:tures as well as for individual advice.
It is quite naive to think that anybody can learn anything, no meatter how
mathematically involved, without spending a good deal of time on first
learning mathematics. It ought to be self-evident, but my experience of
many people’s reasoning says it is not so.

(“fi the other hand I am no friend of too much formal teaching on
reses.rii. methodology for students, atleast not in the almost ridiculous
way 1t 15 sometimes performed in Cweden. Often the students, and
particularly the postgraduate students, are fed with an overwhelming lot
of methodological facts within a few semesters. Most of the facts meet
the student befare he has done any substantial research and are then
supposed to last for the rest of his life. Then the only thing that really lasts -
for many students is a feeling of distaste for everything that smells
statistics. I can understand them: it requires an interest in methodology
well above average to survive in such a climate.

The only methodological course which I think is necessary at the

postgraduate level, except a course in mathematics, is one which gives

a broad overview and not dctails of different methods, etc. It should give
syntheses, point to differences and similaritics of methods, discuss
strategies of choosing methods. The more profound knowledge should

be left to the individual adviser to give to the student (researcher), when he
is motivated by his own rescarch work to go into details with ir.cthods
suggested. Of course, this mcans that the adviser must spend rather

a lot of time with each client, and this would be more expen.sive than the

arrangement of formal cources. However, I am quite convinced that the
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indiviaual way produces better applications of research racthodology and

does it more rapidly.

It is not at all surprising that the researcher now and then has use
for courses on special subjects, including methodology. Particularly if
scveral members of one or more institutes are intcrested in the same

subject, therc are good rcasons to start a course. I have a fceling that

this type of courses is not very common. Maybe there is a lack of
motivation to further educate oneseclf, because fc\v rescarchers have
permanent appointments? (At least so in Sweden, where most pcople

doing rescarch have one yea: appointments.) I think that formal courses
are much more advantageous to the researcher than to the student,
because the former’s work expericnce makes it easier for him to assimila-
te the new knowledge. I also think that such courses can be efficient if

you want to introduce a new incthod, etc. at yours institute, but should

be followed up with individual advising. The adviser on research methodolo-
gy has an important role in presenting. statistical innovations to other
members of his institute.

The timme lag betwecen the devclopment 9f statistical idcas and ‘
methods and its applications in education and psychology is often sur-
prisingly great. A typical example is the concept of power. Although
the idea of power and statistical power analysis is over foity years old,
it seems to have been noticed by few behavioural researchers. Maybe
tables such as those by Cohen (1969) will give risc to a2 morc extensive
use of this important concept. And cven if an idea has been introduced
to some behavioural scientisis, it can take time before it is firmly
settled. As a probably extreme case I can tell that about three years
ago I began to give the advice that I—Ia.y.*;"c.:2 can be a good complement
to the usual ANOVA output. It still happens that people ask me what this
index impli‘es. I presume that if I had had a one hour’s lecture on this
concept for the members of our institute this would hawve raised the
efficiency of the information sprecad coﬁsidcrably.

Onc reason for the time lag with the multivariate methods is that
they had to wait for the computer revolution. Onc proriinent instance
of this is canonical correlation analysis, which, in spite of its introduc-
tion by Hotelling (1935) to cducational psychologists, had very few applica-
tions in the behavioural scichces before 1960. The lack of computers,

which prevented many reseaichers fiom using multivariate methods,
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while they were in their most formative years, has procuced a generation
which still does not use thesc methods very extensively, because they
have got other methodologiczl prejudices, which are not casily moved.
Ancther cssential reason for time lag is the mathematical barrier.
Multivariaic methods are, alr:osi by definition, not casy to understand.
There are so many relationships which are difficult to scc through,

c.g. bccause we cannot visualize rore than three dimensions and

that even such a simple concept as variance has no uncquivocal extension
to more dimensions. It must also be admitted that several theoretical
problems still wait for their solutions.

The thcorctical problems of multivariate analysis arc of two kinds,
which are interdependent, viz. infecrence problems and data-analytic
problems. Mathematical statisticians involved in this area arc mostly
concerncd with infercnce problems. The dircction of this resecarch has
been criticized (sce Aitkin, 1971, p.233) for dealing almost untirely
with mecthods which discover cficcts and almost never with methods which
examine the naturc of the cifecis. Prcblems of data analysis are more
or less incicentally worlkcd upon and comprise the difficrulties of presen-
ting data tc human receivers in intelligible ways. Cavage (§$70) belicves
that cata analysis will onc day have its own foundation.

The problems of data analysis arc also the probler:s of the adviser,
when he wants to explain methods or icdeas to his clients. He must do
this in a2 non-technical way, while nevertheless retainir.; the vital points
of that which he is explaining. How this should be denc - when it can
be done - must be a judgment from cituation to situation. Howcver, somc
general statements may be made, of which I want to mention two. Try
to translate tcchnical or otherwisc new concepts into concepts which the
client alrcady understands. Try to cmphasize similarities between
methods rather than differences, at least in the first place. Both
recommendations rest on the assumption that you shoulé take advantage
of the knowledge which the client already has achicved.

Factor loadings can bc regarded as correlations in many applications
and eigenvalues can be regarded as variances here. You can inform the
client that canonical corrclations and, thercfore, muliiple corrclations
are special types of product-moment correlations. Likewise, wz is an
ordinary squared multiple correlation between the dependent variable

and the dummy variables defining the effect. And for 2 2 x C contingency

12
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table Cramer’s statistic (sec Hays, 1963, p. 606) is identical s w
and thereby the multiple correlaticn, whilc this statistic is aci o
canoniccl correlation in the gencral cace. If convenient, prefer
Bonferroni t-tests to other tests for contrast analyses (see ¢.g. Miller,

1965, pp. 67-70). When it comes te rmultivariate tosts about racans,
Roy’s union-intersection principle iz illuminating (sce iZorrison, 1967,
pp. 118-115 and scveral other pages). It has the further advantage of
giving a sirmaple view oi how cdiscriminant analysis is connccred with
MANOVA. E.g. if you want to ¢xplain the multivariate t-test for two
independent samples, the cxplanaiion could run like this: 'If thesc
dependent variables are weighted togethicr, you gei a ncw aependent variab-
lc on which you can perform a t-icst. Let us assumec that you choosec the
weights in such a way that no other dependent variable, produécd by
weights, has 2 greater t-test valuc. If, in spite of this choice, it does
not give a significant t-test, then we can say that the two groups arec

not differcnt, simultaneously for all original dependcent variables.’ On
the other hand, multivariate concepts like the generalized variance are
nct casily explained. This variance ic defined as the determinant of a
covariance maairix and is the product of its eigenvalues. Neither the
variance cquivalence of the cigcavalue nor the connection of the deter-
minant to certain volumes make this concept more understandable to
me.

The similarities of metheds arc not so casily pointed out. That
multiple linear regression analysis is a special casc of canonical
corrclaticn analysis is perh: )s cnc of the easiest similarities to mention.
Perhaps also that discriminant analysis is a sort of specialization out of
MANOVA. JComewhat harder to show foi a client is the connection
between multiple linear repression analysis and ANOVA and ANCOVA.
Papers like that of Cohen (1968) can be uscful herc: the icea of dummy
variable coding is essential. If we c:tend it to multivariate analysis this
means that canonical correlation analysis is the corc of many mecthods.
For latent structure analysis, the axiom of local independcnce is a comimon
property to all its methods and may be used to emphasize similaritics.
It is also important to emphasizec similaritics and differcnces between
different designs, e.g. explpining advantages and drawbacks of the
following four alternativcs:-'\vhcrc experiment group/control group

always is onc factor and you have measurenients both before (x) and after

13




- 13 -

(y) the cuperiment: 1) x/y is a sccond factor with repeated measurces;

2) x is categorized and becomes a sccond factor; 3) only cne factor with
dependeni variable y-x; 4) only onc facior with dependent variable y

and covariate »x. I am strongzly convinced that very rmuch remains to be
donc on similarities and diffcrences between methods. Thic involves
mathematical analyses as well 25 siraulations and expericnces from
real data. Ialso believe in a beiter 'marketing’ of such studies, so that
they can e at least partly accessible {9 other ©hian experts on a certain

subjcct.

The 2dviser’s third, fourth, fifth and sixth task

The third point of the advisesr’s working list (p. 5 above) is important,

for two reasons. The first onc 15 ihai it gives the adviser some possibili-
ties of incorporating methodological siudies here and thers within the
client’s projects. While this is not often convenient, the opportunities
should cesrtainly not be neglected. The sccond rcason is that some
research reports contain rather advanced methods, which can be too
difficult for the client to describe and use properly alone. This is in linc
with what has been said before and to be able to comprormise between
good mecthocological advice and faulty consumer knowlerioe, the adviser
should write certain parts of the reports when necessary, It is then
important that the adviser know his recaders. Although 2 complex matter
cannot be simplified too far without losing its cssential propertics,

much morc than what is done ioday can be done to facilitate understanding.
To hide oncself bechind a mathematical iron curtain, when writing for a
broad audience, is either a sign of ignorance or btoastfulness. Of course,

this takes time and implies that one adviser cannot serve many clients,

but on the other hand it will raisc the mecthodological quality of a number
of reports.

In connection with the fourth point, I would like to stress the important
role of the programmer. Every sufficiently large rescarch institate ought
to have its own programmer. It is my definite opinion that he should have
gooc knowledge from the fields of mathematics, numerical analysis
and mathematical statistics and some experience with problems of
educ..tion anc psychology rather than the opposite (be a behavioural
scientist with informal expcr_:if:ncc in programming). This is because he

must be able to develop new prcgrams along with his other services to
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the clients. I consider this as highly impcrtant: my experience with
some available standard programs is not gcod and in cthe: instances
there are no such programs ai hand. (I am conscious of ihe fact that
such experiences can be very different frem place to place due to
diffcrent softwarc facilitics. ) Again, it takes time and cuts down the

number of clients which the programmer can serve.

The last three points of the adviser’s list concern his own further
education. The art of keeping oncsclf informed on literaturc is, as
every rescarcher knows, not casy. Besides differcnt abstracts, review
articles of Annu. Rev. Psychol. and Rev. educ. Res. raay constitue
good starting-points, but continuous scanning of certain journals cannot
be avoided. Of the statistical ones I have founc Ann. math. Ctatist., J.
Arner. statist. Ass. and J. roy. siatist. Soc. most uscful. Other
journals not belonging to bchavioural sciences and which arc of more or
less permancnt intcrest arc Biometrics and Biomeirika. Among our own
journals you may find items of mcthodological intercst here and there,
but I have found the likelihood of this to be greatest in the following

journals: Brit. J. mi.w. Satist, Psychol., Educ. psychol. Measmt,

J. math. Psychol., Multiv. behav. Res. and Psychometrika. I may also
add Bchav. Sci. and Economeirica.

Of course, itis also important to read books on rescarch methodolo-
gy, of which I have alrcady raentioncd some. However, there are, with
some cxccptions, not many new things to be found in textbooks. I have
sometimes wondered how books on what is called measurements and
clementury statistics can be relcased in such numbers as is the case
today. They are evidently attractive, because I do not think that
publishing companies are ecconomic fools. Is there rcally an increasing
number of people who read thesc books or do the same people who have
not managed to grasp the content and therefore, with an admiring
optimism, hasten from book to book in the vain hope of eventually under-
standing thc subject? If the last precsumption is correcct, due to insufficient
basic knowledge of the reader and/or pedagogical failures of the books,
much has to be reconsidered.

I do not intend to waste many words on point six: to take part in

conferences and other valuable contacts. One can say a great deal
.o
concerning the construction of confecrences, such as the number of

members and the limitation of the éubject, but most rescarchers agree
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that personal contacts arc very irmportant. This is perticularly truc for

the isolated specialist, like some advisers on rescarch imethodology,
because his daily work seldorm makes it possible for him to have
mutually profitable convergations within his own arca of specialization

with colleagucs.

The adviser’s own researc)

The adviser can do rescarch of his own on many diffcrent problems,
As I scc it, therc arc three|main arzas:
1. The organization of regearch rethodology.

2. The usc of known methdds.

3. The development or intjfoduction of new methods.

The first area will perhaps surprise some people, but I believe it
to be cssential to examine h¢w rescarch methodology should be organized.
The methodological quality is ciependent on an efficient system to sprcad
mcthodolozical knowledge. I*)Iany models for this arc conceivable, as are
criteria for evaluating such models. For instance, onc can have some
special institutes doing mecthodological research or its members can be
allocated at different cducational and psychological institutes, the degrec
of specialization of thesc members has to be discussed and this goes for
the teaching of methodology too.

Criteria are not easily produced, but one simple way to get some is
just to ask researchers about whai they need and what they are missing.
Besides the difficulty of defining a researcher, which must be done under
all circumstances, there is the risk of getting meager results because
some rescarchers do not sce any problems here, for diffcrent reasons.
Another way could be to do a content analysis of what has been written about
these problems or let some cxperts do the job; both attacks can also have
several drawbacks. Anyhow, some criteria are more disputable than
others. For instance, few rcsearchers will deny that experiments arc
prefcrable to non-experiments, other things being cqual, while the proper
choice between parametric and non-parametric statistics will certainly
divide rescarchers on many applications. So you may be able to write
down some 'unequivocal’ criteria, take a sample of reports (which by
the way rcquires.a definition of 2 population) and report your results.
Something similar to this has'Becn done by Stanley (1967), whose paper

also takes up some other points which I have touched upon.
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The sccond point is most in line with the purposc of the Cocicty of
Multivariate Experimental Psycholopy: te develop imethodls through
fcedback from the expericnce of thcir use. I have already mentioncd
soracthing: the problems of data analysis and the problems about
similarities and differences cof metihods. Much is done on mcasurement
theory which is not used in field applications and I suspcct that different
results in a special arca may very well be the effect of different resear-
chers realizing their concepts on different scales. V/hy not mnake a study
of this to learn the conscquences of different scales? Or to take another

example: what would be the consequences of doing all the t-tests (or the

ANOVAS) instead of the factorial discriminant analysis in the situaticn
mentioned before? And still another one: what Cattell (1952) has once
named R and Q analysis are in some sensc the samec analyses, but from.
other points of view one of them is better than the other. ¥Why is the
individual-space used most of the time? Can we use e.g. % discriminant
analysis for anything ?

Perhaps somebody wants to include the answer to the last question
within the development of ncw methods, and the bcundariec arc indeed
very fluent. This reflects reality, for cxpericnce with known methods
points to certain things, where more research work scemns to pay off,
that is to develop metnods further. (This is valid for programns too.)

One principal dividing point, conccrning statistical methods, is whether
they involve latent classes, clusters, etc. or not. 1Jethods which comprise
manifest classes have becn exarmined to a greater e::tent than the other
kind of mcthods (the split-up racthods), but therc rerazins a great deal
_to be donc. For example, mcthods like canonical correlaticn analysis
arc usually based on some optimality criteria which rnay be quite
insensitive: very different weights can still give a correlation in the
neighbourhood of the optimal correclaticn. Many times one is interested
in knowing whether weights with special restrictions (c.g. the two weight
vectors defining the first canonical correlation are cqual) produce a
corrclation sufficiently near the optimal one. I believe that this kind of
hypothesis testing is both uscful and underdeveloped. I have seen a test
for fully assigned weights of discriminant analysis (Rao, 1965, pp. 482-
483), but I do not know if this has been extended to arbitrary restrictions,
e.g. with thce help of the gcncrali'i‘:zd likelihood-ratio critericn.

The split-up methods arc often based on such things ac the axiom of
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local indcpendence, the mixturce of multivariate ncrmal cistributione,
discriminant analysis criteria or combinaticns of these. They bave the
common property of producing hemogencous classes which differ from
each other. Other types of split-up mectheds aim at multivariate
matching, c.g. individuals arc to be matched in quarticts on the basis

of several variables or items arc to be clustered into three parallel
tests. Of course, you may also imagine combinations of split-up methods
and mcthods with manifest classcs. While I can sce some mcaning in
performing e.g. 2 2 x 2 factorial design on factor analysis I cannot scc
the significance of 2 latent profile analysis which produccs a 2 x 2
factorial design or any other latent design. Anyhow, the split-up mecthods
offcr a tremendous amount of problems.

There are several other developments and/or intioductions which
can be indicated. Such an arca concerns checks on agrcement between
judges, and the arca needs to be clearcd up. It sceins to me that the
attaclks on this problem arc almost &5 numerous as the authors
describing it. Multivariate non-parametric statistics is another area
which we should use to a greater cxtent. As is clear from Aitkin (1971,
p. 248) something is already donc and ’the systematic dcvclopment of
thesc procedures should producc important shifts in emphasis in the
use and teaching of statistics’. One may also wonder how long time it
will take until we dare to usc Bayesian statistics, which has produced
a metathcorctical issue that has been debated with soractimes great
heat. Much has been done in this area, sce e.g. De Groot (1970), but
we hardly use it. (Strange to say, wec instead use scveral Bayesian
ideas in applications as c.g. psychometry and behavioural decision
thecory, which is clear from Novick & Jackson, 1970, and Slovic &
Lichtenstein, 1971, respectively.) Are we scared by thc orthodox
statisticians” objections, or do wec not expect ourselves to be capable of

honestly assessing prior probabilitics ?

FINA L DIGCUSSION

Simple problems mean simple statistical methods, coraplex methods
are required for complex problems and when the complexity of the

problems grows the behavioural rescarcher has usually not the knowledge

to match the problem with an appropriate method. It is c.g. not unusual
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to find rather complex desizns wiiich use too simple tests and as more

and bette1 programs beceine available you cannct blarac those. (I think

that the failurc of matching complexity of problerns with mmcthods goes
for the construction of mathematical models as well. However, I have
not defined research methodology te include constructions cf theorics,
etc.)

Incompectent use of measurement theory, psychomctry and statistics
cannot but lcad bo bad research, thc consequences cf which are not
casily predicted. The remedy fcr this is better mathematical training
of the behavioural scientist and the creation of special, well-educated
advisers on research methodology. This idea is by no mecans new,
because it is pretty close to what Stanley (1967) tells about Laboratory
of Experimental Design. Also, scveral aspects here are in agreement
with thosc in Hérnquist (1972), whosc paper trcats a morc gencral
subject. But it is quite a diffcrent thing to induce researchers to admit
that these bad methodological conditions exist and still another to get
funds for improving them. (According to my own ecxpcricence, the latter
seems to be the most difficult task.) I am afraid that rescarchers in
cducation and psychology arc slowly dividing themsclves into two camps
depending on knowledge of mathernatics, statistics, eftc. and that
these two camps have increasing difficulties in communicating with
each other. This process must be stopped and I do not intend to propose

that to be stopped by neglecting all statistics, ctc.

My purposc with this paper has only becn to ¢raw the attention to —’(
somc methodological probleims within cducation and psychology. I have
also given some hints here och there how some of the problems may be
solved. However, unless more researchers are willing to change their
attitudes to methodology, very little can be done. Therc arc still too
many researchers who look upon statistics, etc. with suspicioun and
who show resistance to learning and applying better mcthods. Some will
acknowledge good knowledge of rescarch methodology with their tongues
'lﬁut not with their hearts, saying 'multivariate analysis is a fine thing
but I have no use for it’. Thrce possibilities come into my mind: either
they will not admit their inadequate knowledge and/or thcy are not able
to sce any problems here, c.)r these problems are only figments of my

imagination. If the third cause is the correct one, the content of this

paper will corme in for severc criticism. It will, in such a case, be very
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interesting to follow the linc of prcof. If there arc no rcliable counter-
arguments, it is about time to sct {ree resources to improve rescarch

mcthodelegy.
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