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FOREWORD

Local district personnel are responsible for collecting evidence

that categorically aided projects have an impact upon disadvantaged

learners' behavior. The district personnel requested assistance in designing

evaluation methods to meet their needs. In keeping with the State Education

Department's policy of maximizing service to the field, this handbook

was developed by the Bureau of Urban and Community Programs Evaluation

to assist local coordinators assemble defensible data and provide the

best information for the decision makers who must select treatments

for their respective disadvantaged learner population.

The Intent

The handbook was written for district personnel who may be either

novices or experts in the use of education research techniques. The

handbook is tailored to projects for disadvantaged learners, is filled

with illustrations created for typical projects, and contains some tech-

niques that will isolate specific activity effects as reflected by pupil

achievement.

The contents of the handbook were assembled in a format that out-

lines application only. If a coordinator needs to review statistical

concepts such as the theory of the characteristics of the normal curve,

random events and probability, and parametric and nonparametric tests,

he is advised to obtain one of the references included in the bibliography

of this handbook. The handbook does not develop concepts underlying

inferential statistics.

iii
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The handbook provides selected applications as they seem relevant

to the construction of behavioral objectives, the development of defensibl;e,

sampling plans, and the analysis of data collected under definable evalu-

ation designs. In addition, an appendix provides both actual illustrations

of evaluation designs currently being applied to Title I projects and

an evaluation flow chart for planning.

The handbook was designed to be assembled in a loose leaf fashion.

As a working handbook, it will be changing constantly. As new designs

develop and become verified as appropriate, they will be sent to the

local district coordinator as inserts.

Evaluation Resources

Local school district personnel, charged with the evaluation of

compensatory aid programs, occasionally require assistance ill order to

complete the process of evaluation design and data analysis in keeping with

the sequence of events associated with a project for disadvantaged learners.

Sometimes such assistance is secured within the district staff from mathe-

matics teachers, guidance counselors, and school psychologists and other

staff who have had training in tests, measurements, and statistics.

External resources which are available for assistance include the

Title III, ESEA, Regional Centers; the BOCES Centers; local universities,

especially those in the State University and City University systems; and

education research organizations, either university-based or independent.

Various university departments, particularly of educational or general

psychology, guidance, or research and evaluation may be of service in the

design of appropriate evaluation procedures. Graduate students registered

in such departments have been so employed, but only upon the personal

recommendation of recognized, competent faculty members. Experienced

iv



Title I or Urban Education coordinators from other districts are sometimes

available to provide assistance.

The Department's Bureau of Urban and Community Programs Evaluation

can help with the general construction of evaluation designs.

In the present handbook, appendix D presents an Evaluation Flow Chart

for Title I, ESEA and Urban Education project planning. Certain of the

steps indicated (particularly needs assessment) are the definite responsi-

bility of the Title I or Urban Education Coordinator. In some of the

succeeding steps, the coordinator should be able to provide raw achievement

or monitoring data to whomever will be fulfilling the evalution procedures.

The approach is especially important if the school district decides to

hire an outside evaluation. Contractors are used most efficiently when

their efforts are limited to constructing sampling plans, evaluation designs,

and performing data analysis services, rather than collecting raw data.
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CHAPTha 1: CONSTRUCTION OF BEHAVIORAL OBJECTIVES

There are at least five separate facets of project proposal evaluation

plans that must be addressed by project proposal writers. The Bureau of

Urban and Community Programs Evaluation reviews the project's (1) objec-

tives, (2) sampling plan, (3) design, (4) data analysis techniques, and

(5) plan of presenting the effects of the special learning treatments

(activities). If any one of the areas is found 'ting, a recommendation

to disapprove that project is'automatically sent to the appropriate

approving office.

Objectives. An affirmative answer to the following three questions

is prerequisite to the construction of acceptable proposal objectives.)

1. Is the objective stated in behavioral terms for the learner?

The objective must clearly define what behavioral change

(growth) will take place, as a result of the treatment.

2. Is the anticipated performance level precisely stated? The

proposal writer needs to indicate what degree of change con-

stitutes successful attainment of that objective.

3. Does the objective contain the criteria that define how the

reviewer knows that a change has taken place? The means by which

evidence of the change will be demonstrated must be included in

the objective.

1For a comprehensive approach to framing objectives in behavioral terms,
see Preparing Program Objectives: Proposal Guidelines for Categorically
Funded Programs, available from The University of the State of New York,
The State Education Department, Bureau of Urban and Community Programs
Evaluation, Albany, New York, 12224.
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In some cases, the proposal writer may wish to indicate what

proportion of the treatment sample will be considered for the successful

attainment of the objective.

Below are three illustrations that meet the requisites just listed.

AREA OF BEHAVIORAL CHANGE

Illustration A (Traditional I

In reading comprehension, I

Illustration B (Standard
evaluation)

In mathematical problem
solving,

Illustration C (To be used I

only with criterion I

referenced treat-
ments).3 I

In the mathematical compu- I

tation of addition,

DEGREE OF CHANGE I CRITERION REFERENCE

the mean of the tar- I as measured by the
get population will I Metropolitan
increase la 1 year I Achievement Test.

I as measured by the
I Stanford Achieve-
I ment Test.

the target popu-
lation will demon-
strate achievement
beyond expectation2
(p< .05)

the target popu-
lation will demon-
strate Level 3
mastery by the

I addition of one 5
I digit number to
I another 5 digit
I number, such as
I 12345 + 67891,
I without regrouping.

2
Expectation as used here means an estimate based upon empirical culapu-

tation, usually from district regression analysis for the target population,
or from prediction based upon individual's regression as described in the
real gain v. anticipated gain design discussed later.

3
At the present time, if a district chose to use Illustration C, the com-

plete set of mastery objectives for every level would have to be submitted
with the project application. At some point in the future it is antici-
pated that the Comprehensive Achievement Monitoring System (CAM) will be
refined to the point where a reference by index number will be sufficient
specification.

2
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CHAPTER II: DEVELOPMENT AND APPLICATION FOR A SAMPLING PLAN

Defining the Target Population

Although the target population is specified on the application form,

additional information is required in the evaluation section of the project

proposal.

1. The target population must be defined by tee characteristics that

will be emphasized in the treatment of the educational. deficiency.

The prudent district will define as many characteristics of the

learners selected for treatment as are feasible. Ultimately, the

district will attempt to correlate the particular treatment that

is optimal for learners with particular characteristics.

2. Frequently, a project for disadvantaged learners contains several

components. Each component is devoted to different activities

for different educational deficiencies. The separate sub-

populations by area of treatment must be specified. Districts

should also indicate which disadvantaged learners will be in-

cluded in multiple treatments spanning several components, and

which learners will receive only one treatment for one particular

educational deficiency. The district is then in a position to

determine whether a single effort produces the desired results,

or, whether there is a multiplicative effect due to a concerted

effort to coordinate several component treatments.

3. When large numbers of pupils (mDre than 120) are included in a

component of a project, analyzing the entire target population for

growth as measured by a test is not necessary. Usually, a sample

will exhibit the changes taking place in the entire treatment

3
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population for that particular treatment. Error in an individual's

deviation about a mean will be counterbalanzed and the sample will

approximate the distribution of a much larger populatiQr on a

particular characteristic, For a treatment group of less t.han

120 pupils for any individual treatment within a component, the

entire treatment group should be included during the data analysis

phase of the project.

4. When a sampling approach is being used by an evaluator, it is

critical that the method of sampling be described. When sampling

is not done by one of the procedures mentioned below, defenctible

inferences about the population cannot be made. Verification as

to the effectiveness of a treatment is not possible under such

circumstances.

Randomized Sampling; The evaluator simply selects students from the

treatment population in an aimless or haphazard fashion until he fills the

size of the sample sought. The most common course taken in random sampling

is to take a table of random numbers and select numbered participants

according to the table's "sequence."

Stratified Random Sampling: The evaluator introduces a variable or

characteristic to the population and then selects the participants randomly

within the Phpopulation of that characteristic. For example, consider a

New York City reading project where the total treatment group consisted of

1,500 Puerto Rican students and 4,500 Afro-American students. The evaluator

desired to obtain a sample of 120 participants. Using the ethnic background

as the stratification factor, he would select 30 Puerto Rican students at

random and 90 Afro-American students at random. The evaluator obtained a

proportional stratified random sample.

4



Multistage Sampling: The evaluator randomly selects a unit of the

population and then samples again within that unit. For example, an

evaluator may randomly select several schools from all the schools in

his district conducting reading projects with paraprofessionals, and then

randomly select grades within each school.

Cluster Sampling: The evaluator purposely clusters schools around

one or more factors and then samples within the cluster. Once the clusters

are defined the evaluator is free to select randomly or by stratification.

For example, an evaluator may want to sample second grade Title I remedial

reading students, but by a cost per pupil and size of class situation. He

would make a grid or "cell" plan with a cost per pupil axis and a class

size axis. After assigning all second grade Title I remedial reading

classes to the appropriate "cell" he is free to simply randomly select

pupils or to stratify (e.g., by sex, past performance, ethnic origin) his

selections if he so chooses.

While sampling plans can be designed to be extremely sophisticated,

the basic rule in sampling is this: Keep the sample as free from bias as

is possible.

5
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Usink a Table of Random Numbers

When an evaluator needs to compare treatment groups to nontreatment

(but eligible) groups, the evaluator should select the samples at random.

Some evaluators use a roulette wheel, a loctery like the Armed Services

draft, or even a basin filled with well-mixed numbered balls or papers.

Some evaluators are fortunate enough to be able to assign pupils at

random to the treatment group or the regular classroom group at the outset.

Other evaluators (with the coordinator) are limited to assigning a treat-

ment to a classroom at random. In each case the main principle that is

followed is to select pupils within either the treatment or nontreatment

group without regard to an order or system. In other words, every pupil

within a treatment group or nontreatment group would have the same chance

as every other pupil of being picked to represent the sample. (Actually,

as pupils are picked the population shrinks slightly, so that the re-

maining pupils stand a slightly increased chance better odd :0 of being

picked).

When selecting random samples, many evaluators use a table of random

numbers. Tables of random numbers are usually constructed by computers.

Every digit that appears in every row or column from 0 to 9 had an equal

chance (with every other digit from 0 to 9) to appear in that spot.

The evaluator can read the numbers consecutively in any direction in

the table; that is,horizontally by rows, vertically by columns, or

diagonally up or down. The numbers read represent the pupils to be

selected for consideration for (1) assignment to a treatment or a regular

classroom (2) selection as test score recipients within a treatment or a

regular classroom.



Below is a section of a table of random numbers:

MOCK TABLE OF RANDOM NUMBERS

COLUMN
12345 6-10 11-15

01 69122 95199 26699
02 39418 20224 99094

R 03 30033 73090 29531

04 94068 03488 62386

0 05 06088 39952 26216

06 60935 83696 06316
w 07 10704 48969 59596

08 27427 44103. 87646
09 56401 37655 10515
10 95603 39622 79952

If the target population has less than 100 total pupils eligible for

selectionla two digit number is required. (1) Looking at row 01 and columns 1

and 2, the first pupil picked would be pupil #69. (2) Moving horizOntally,

the second pupil would be pupil #12; the third, pupil #29. If a pupil is

picked twice (i.e., row 08, columns 4 and 5 and row 10 columns 10 and 11)

simply skip the second entry and move on until the sample is filled.

(3) Moving vertically, the second pupil would be pupil #39; the third

pupil #30, etc. (4) Moving and dropping diagonally, the second pupil

would be pupil #41; the third, #37; the fourth, #34: etc.

If the target population is larger than 100 but less than 1,000

(000 to 999), then three digit numbers are required. If the first pupil

was again selected at the starting point of row 01, then columns 1, 2, and

3 are required. Moving horizontally the first pupil is #691; the second

pupil is #229; pupil number three is #519.

To find a starting point in the random numbers table a common

practice is to take a pencil with the eraser end pointing toward the table,

look away from the table, and quickly thrust the eraser onto the table.

That number covered by the eraser is the starting point in the table.

7
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Another common practice is to roll a pair of dice. Let the digit on one

die represent the starting row, and the digit on the other die the starting

column. The idea behind the blind thrust or the die throwing approach is

to avoid superimposing a "system" of always obtaining the same sequence of

numbers.

Illustration: A Title I coordinator was faced with the problem of

selecting 20 pupils for a remedial reading treatment from a total popu-

lation of 70 eligible target pupils. The pupils were on an alphabetical

listing. Almost all of the pupils of the parents of the 70 pupils wanted

their children to receive the treatment. The Title I coordinator decided

to select the pupils randomly from a table of random numbers. He needed

two digit numbers. He would have to disregard any two digit numbers that

were larger than 70. Using the blind thrust techniques for starting in

the sample table above, the coordinator started at row 04, column 4 and

moved horizontally. The pupils were as follows:

68,03,48,1)4,23,)34,06,08,4,X,52,
26,21,66,09,35,$0,69,60,)4,16,10,
70,44,M,N,59,X,62

Numbers 86, 83, 99, 73, and 89 are crossed out because they were

greater than 70. The second entries for numbers 69 and 59 were crossed

out because they had already been removed from the sample.

The coordinator was able to assign the 20 pupils to the treatment

class and withstand any charge of favoritism or bias on the grounds of

sex, race, creed, etc., from the parents of eligible pupils not receiving

the Title .I remedial reading treatment.4

4
Since there is ala alphabetical bias, this method is far superior to the
common practice of syst4Matically selecting every fifth name on an
alphabetical class list.

8
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Illustration: Consider the illustration given above, but assume that a

larger target population existed that was composed of several hundred

pupils. The 20 pupils receiving treatment were again assigned by use of

random numbers from a table. Now, however, a nontreatment pupil scores

set up numbering about 20 is required in the spring to compare the treatment

group with the nontreatment group for achievement in reading comprehension.

The coordinator needs a sample of nontreatment pupil scores since he does

not want to use several hundred scores. Option #1: An alphabetical listing

of nontreatment pupils is prepared and the same procedure is repeated to

yield a random selection of nontreatment pupils for comparison purposes.

Option #2: The original list from which the 20 treatment pupils were

selected is resurrected, and by continuing on in the table a second set of

20 nontreatment pupils is isolated. (In actual practice, option 2 is

usually selected and fulfilled at the same time the random assignment to

the treatment group is undertaken.)

9
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A Quick Method for Approximating the Needed Treatment Group
Sample Size When A Nontreatment Group Will Be Used for Comparison

The method described below is used to estimate sample size prior to

pupil classroom assignment and data collection. The modified McGuigan5

approach attempts to answer the question "How many disadvantaged learners

in the Title I treatment group and how many disadvantaged learners in the

nontreatment group should be tested to be sure to demonstrate significant

differences if they exist?" The following steps are suggested:

Step - 1. Check last year's Title I treatment group mean and a mean from an

equal number of randomly selected eligible nonparticipants. Subtract the

nontreatment group's mean (X2) from the treatment group's mean (X
1
).

Step - 2. Calculate the variance for each group separately.

a. If the variances are almost identical, use the following
estimation formula: n 2 2n = 2t2 S

2 1

where n = the number of scores in the treatment group

S2= the unbiased estimate of the population (common)
variance

t = the t ratio for independent means

b. If the variances are considerably different, use the
following formula:

n = t2(S12 + S22)

(z2 R1)2

where S
1

2
= the variance of the treatment group

S22 = the variance of the eligible, nontreatment group

5
Frank J. McGuigan, Experimental Psychology: A Methodological Approach.
2nd ed., Englewood Cliffs: Prentice-Hall, 1968, p. 364.

10
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Step - 3. Set the probability level for the desired level of significant

difference (i.e., p< .05). On that basis estimate the value of critical

t (for p <.05, be sure to estimate t >1.96; for p < .01, set t >2.58).

Step - 4. Compute the sample size from the formula selected in step 2

above. Illustration: A Title I evaluator was conducting a special

computer oriented remedial mathematics treatment for disadvantaged

learners. Limited funds meant that only 200 pupils out of a target popu-

lation of 500 pupils were going to be able to receive the special computer

oriented treatment. Since parents were extremely sensitive as to whose

youngsters would be selected, the pupils were assigned to the treatment or

the regular classroom randomly. During the previous year, while there

were several implementation problems, the treatment group appeared to have

surpassed the regular classroom group on the spring standardized test in

mathematics. However, the previous year treatment group was composed of

only 50 disadvantaged learners. The question before the evaluator was

"How many pupils are needed in the treatment groups and nontreatment

group to demonstrate a significant difference if there is any?".

First, the evaluator randomly selected a group of 50 eligible

nontreatment pupils from the previous years. He arrayed the data as

follows:

Treatment group Nontreatment group

N 50 50

124 120

S2 110 125

The evaluator did not know if the two variances (110 and 125) were

equivalent (homogeneous). So, he decided to elect formula 2b from

11
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above.6 He arbitrarily selected a t value of 2.1 (p <.05)

t
2
(S

2 + S22) (2.1)
2

(110 + 125)
1N= -,= 65

(71 72) 2 (124 - 120)2

In the spring after the districtwide testing, the evaluator will randomly

select 10 treatment pupils and 70 nontreatment pupils for mean score

comparisons with the t test. The evaluator decided on 70 pupils in each

group since the obtained 65 was the very minimum he needed.

61he evaluator could have checked for the homogeneity of the variances
by creating an F ratio. That is F = larger variance = S12

smaller variance . He77
then would have checked the F table to see if the value there was
exceeded by the value resulting from his ratio.

12
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Determining Approximate Sample Sizes Based Upon the

Desired Degree of Association For Uncorrelated Samples.

Hays
7 has described a method for approximating the size of the un-

correlated samples needed, when an evaluator wishes to be sure to have

enough subjects to make sure significant differences at selected levels of

8
association will show up. The question of determining how many subjects

to test in the Title I treatment group and how many eligible, but non-

treatment (regular classroom) pupils to include can be answered by this

method. This method yields a minimum number.

1. The evaluator must decide the level of significance that will

satisfy his need to reject the null hypothesis (no difference between the

treatment and nontreatment group means).
2

2. The evaluator must decide what degree of association w (omega

squared) between the treatments and the variance in the obtained scores

he desires.

3. The evaluator must solve the following equation for delta:

A = 2107
w2

w = the degree of association.

4. The evaluator must solve the following equation for the sample

size of the treatment group and then select an equal number for the non-

treatment group.

n = 2(2.58(p=.01) + 2.33)2
OR

n = 2(1.96(p=.05) + 2.33)
2

A
2 A

2

William L. Hays, Statistics for Psychologists, New York: Holt, Rinehart,

and Winston, 1963, p. 327.

8Sometimes significant differences will show up between measurements taken

from some populations, but the level (strength) of the association may be

very slight (trivial). The evaluator is interested not only in knowing

whether a significant difference existed between groups (and, hence treat-

ment effects), but also how much of that difference can be associated with

given treatments.

20.
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Illustration: An evaluator was going to posttest the difference between a

special Title I treatment second grade classroom and a regular second grade

classroom in remedial reading. The evaluator desired to assign the pupils

at random to the treatment and regular classroom. The evaluator needed to

know how many students to test to see if the treatment had the effect that

was being claimed by the publisher of the materials for the special

treatment.

Step 1. The p <.01 level was selected as the significant difference

level.

Step 2. The evaluator desired at least a .30 association between the

treatment and the variance in the two groups' achievement scores. (If

= .30), then the evaluator is inferring that the treatment accounts for

approximately 30 percent of the variance in the obtained scores.

Step 3.

Step 4.

A = 2

2

/.30 = 1.30.

+ 2.33)2 = 28.5.

1-.30

(2.58

(1.30)2

The evaluator needs at least 29 pupils in the Title I treatment group

and another 29 pupils in the regular classroom. The evaluator should select

a few more 9
pupils in each category than the approximate estimate to be

assured of reaching his association if there, indeed, is one of .30.

Illustration: Consider the same illustration as above, but, let the

9
A few extra pupils in the samples are advisable since schools receiving
categorical aid are noted for attrition in the target populationin any year. In rural upatate New York, the exit rate of pupils is
estimated at 8 percent while in urban areas the estimate is close to28 percent.

14



evaluator decide that he can't obtain 29 pupils in each category because the

funds are simply not sufficient to implement the treatment for 29 pupils.

The evaluator decides to use his level of significance as .05 instead of

.01 as in the previous example, but to retain the association of .30 between

treatment and scores. Reapplying Step 4 he has n = 2(1.96 + 2.33)2 = 21.78

(1.3)2

Or, for a total target population (treatment plus nontreatment) he needs at

least 44 pupils.

The brief table below indicates the minimum number (n) of pupils

needed in each treatment group by level of significance (p 4.05; p

for the level (strength) of association (w2) desired without adjusting for

attrition.

p<05 p 5,01
r

w2 n w2 n

.10 85 .10 111

.15 48 .15 81

.20 37 .20 49

.25 28 .25 37

.30 22 .30 29

.35 17 .35 23

.40 14 .40 19

In summary, two operations are important when drawing samples and

making inferences about categorical aid treatments: (1) the sample must be

composed of sufficient numbers to illuminate significant differences when

true differences do exist, and (2) given a true difference and correspond-

ing t value, the strength of an association is required for stating that a

treatment is important in affecting pupil behavior.
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Estimation of a Required Sample Size
When Testing Treatment Means

The method described below can be found in greater detail in chapter

12 Sampling and Statistics Handbook for Surveys in Education, prepared and

published by the Research Division of the National Education Association,

1965. For the formula to be applied effectively several items of population

or sample data are required:

(a) the approximate size of the treatment group (n)

(b) the approximate standard deviation of the group or a previous

years sample (Si) on the variable under study

(c) the approximate error of the mean of the group or of a previous

years sample (SE) on the variable under study
X

In addition, the evaluator needs to select a level of confidence (probabil-

ity) that will be required at the time of the statistical test. The

appropriate deviation value (z) that corresponds to this level is simul-

taneously determined (ie., for p<.01, Z = 2.58).

SD2

, where n is the estimated sample

(a__)2 ib2

X size needed.

n

z2
N

Illustration: A school district planned to provide 400 (N) disadvantaged

fourth grade pupils with ESEA I funded remedial reading treatments. The

coordinator wanted to know how many pupils to submit to a pre and post

administration of the Metropolitan Achievement Test reading subsections

(for a correlated "i" ratio analysis). From an analysis completed the

previous year, a similar fourth grade sample (100) of disadvantaged learners
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had attained a pretest mean of 2.2 (grade equivalent) with a standard

deviation (SD) of .4; and standard error of the mean (SE) of .04. The

X

coordinator estimated the random sample size by the formula given above for

the proposed statistical test to be interpreted at the .05 level 11. con-

fidence.

n
(.4)

2

(.04)2 (,4)2

1.96 400

134

In other words, a sample of 134 randomly selected pupils would represent

the district's target population composed of the 400 disadvantaged fourth

grade learners. Remember, however, that 134 is,the minimum number required

and does not allow for pupil mobility in a school year.

(Note: Evaluation contractors repeat this estimation procedure for each

grade that will be included in an analysis so that inferences in their

reports can to made with a stated degree of accuracy and confidence.

Coordinators must be prepared to provide the preliminary data so that

reasonably close sample sizes can be estimated.)
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CHAPTER III: METHODOLOGY AND MANAGEMENT PLAN

Developing an Evaluation Design

A plan of evaluation should be developed before a project is

implemented. The purpose of designing an evaluation plan is mainly to be

sure that changes (growth) in the learner's behavior can be measured.

Measurable behavioral changes provide the educational feedback upon which

the improvement of the teaching-learning process depends. Well defined

evaluation plans solidify the data collection procedures that finally net

data upon which to base defensible decisions. Below are several general

evaluation designs appropriate to projects for disadvantaged learners.

1. Classic Experimental v. Control. This dei;ign is used when two

equivalent groups of pupils are going to be compared for a change in

behavior. The experimental group receives the treatment while the control

group does not.
10

Example. A special mathematics computation treatment is

to be provided for 30 fourth grade disadvantaged learners

who are measured as 2 years below grade level on the New

York State PEP Tests. The treatment will be 1 hour per day,

5 days per week for 15 weeks after school in the Title I

math lab at the Horace Mann School. A control group,

located in the same school with each control student paired

10Note: In Title I Projects, this design is orly permissible when a)
funds are so limited that the treatment will not reach all eligible
disadvantaged learners or b) when the experimental group receives the
special treatment the first half of the year and the control group
receives the same treatment during the second half of the year.
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with an experimental group student on at least three

characteristics will be used to make the comparison. Both

groups would be tested on one form of a standardized test

before the treatment and then again on another form
11

of the

standardized test after the treatment. The results are then

compared (see the section on data analysis).

2. Real Gain v. Anticipated Gain (Others). The real v. anticipated

gain design is used when a staff can predidt the probable number of months

of achievement for a disadvantaged target population without a specialized

treatment. The target population is tested before the treatment and after

the treatment and the difference is compared to the anticipated gain.

Example. Based on their past experience (which was

consistent with the Coleman Report), the staff at the

John Dewey Elementary School knew, based on last year's

class that Miss Lernen's and Mr. Klug's third garde classes

would show a reading comprehensive achievement growth of

5 months on the Metropolitan Achievement Test in June.

However, this year categorical aid for the disadvantaged

was going to support each classroom with special remedial

and developmental reading materials and an education

assistant.. The target pupils were tested before the treat-

ment and again after the treatment on alternate forms of

the Metropolitan Achievement Test. The real gains were

compared to the anticipated gains for both classes.

If a sufficient amount of time has elapsed, and, the nature of the
test is such that pupil recall of previous responses is negligible,
the same form of the test may be readministered as a posttest.
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3. Real Gain v. Anticipated Gain (Self). This evaluation design is

similar to the preceding design, but depends upon a different prediction for

the anticipated gain. The disadvantaged learners in target population have

"averaged" an achievement increment gain to date. The anticipated gain is

based upon that increment.

Example. Mrs. Wissen's class of third grade reading pupils

was tested at the beginning of the year. The mean of the

scores in vocabulary was converted to show an average

monthly gain of .5 months for every month spent in class.

Mrs. Wissen anticipated a mean growth of 5 months for a full

school year's experience. However, a categorically funded

project supplied word attack skill materials, phonics kits,

specially tailored enrichment field trip experiences, and

an aide. Mrs. Wissen tested the students at the conclusion

of the school year and compared the actual monthly average

gain to their anticipated monthly gain.

4. Real Gain v. Normalized Gain. This design is appropriate when

the evaluator has available a local district norm, State norm, or national

norm already established. The target population is tested before and after

the treatment as in the previous designs. The difference between the means

obtained on the two testings is then compared to the already established

norms.

Example. The Martin Luther King, Jr. School is planning

to add a reading laboratory with special materials, remedial

reading specialists, and educational assistants. Three

hundred disadvantaged learners who scored below two grade

"equivalent" levels (below the 23rd percentile on the NYS

PEP Test) on reading comprehension are to receive individual-

ized instruction in reading comprehension 1 hour per day,
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three times per week for 25 weeks. Recently, the Iowa

Test of Basic Skills normed two new forms of its tests

as part of the nationwide norming process in the district

to which Martin Luther King, Jr. School belongs. In

other words, a district norm exists.

All target pupils were tested on one form of the

Iowa Test of Basic Skills before the treatment and then

on an alternate form of the test after the treatment.

A simple random sample of 120 target pupils was drawn

and the difference between the means obtained by the two

testings was compared to the district norm (see the

chapter on Data Analysis).

Other designs for evaluating student growth or local variations of

the designs above may be applied to a compensatory aid project. Funda-

mentally, the reasoning behind requiring an evaluation design is to

quantify growth exhibited by the learner. With objective data obtained

through an evaluation design (a) the learner can receive reinforcene nt

(motivation), (b) a particular treatment can be revised according to

empirical findings, and (c) defensible decisions regarding the greatest

education "yield" based upon cost and achievement can be implemented with

the allocation of future categorical aid.

Scheduling and Managing Data Collection

In addition to the evaluation plan, the schedule of data collection

should be specified. The simplest and most widely accepted data collection

procedure at the present time is to plan to collect data before the treat-

ment (baseline data) and again after the treatment. When observers are

going to collect data during an onsite visit or when questionnaires are
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going to be released, the time of the year and the time during the project's

"life" should be specified. If multiple observations are involved, each

observation date should be indicated. Furthermore, each site for each

observation should be specified in the project proposal when several schools

are included in the same project.

Specifying the Instrumentation

Included in any evaluation design must be some performance to indicate

that the behavioral change is exhibited. The most widely accepted means

used, presently, is the standardized test. Every project proposal should

specify the standardized test that is going to be used for the data

collection.

When locally developed instruments are to be used, the instrument or

a description of the instrument should be included in the project proposal.

Locally developed instruments should be constructed according to accepted

procedures for obtaining reliable and valid tests.
12

Rating scales, observer or pupil checklists, questionnaires, and

interview schedules should be constructed so that the responses recorded can

be quantified, preferrably on an equal interval continuum. This practice

becomes critical when correlations between student achievement and selected

classroom practices or stimuli are desired. Again, copies or descriptions

of the rating scales, checklists, questionnaires, and interview schedules

should be attached to the project proposal.

12
a succinct practical manual devoted to developing objective tests

of achievement that would be appropriate for specialized treatments, see:
Gronlund, Norman E. Constructing Achievement Tests. Englewood Cliffs, N.J.:
Prentice Hall, Inc., pp. IX + 118.
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CHAPTER IV: APPLICATION OF DATA ANALYSIS TECHNIQUES

The data collected as a result of the project evaluation design will

have to be analyzed. The techniques that will be employed in the analysis

must be specified in the project proposal. Both descriptive and inferential

statistical techniques should be included in the data analysis plan.

Describing Change Through Descriptive Statistics-

Such statistics include the mean, median, mode, range, variance,

standard deviation, and standard scores. Descriptive statistics are

frequently used in compensatory aid projects to indicate where a sample of

disadvantaged pupils receiving a special treatment (e.g., remedial reading)

would be located relative to all disadvantaged pupils deficient in that

educational area.

Definitions:

The mean (X) is the arithmetic average of the scores obtained by a

measurement. The mean is obtained by adding each pupil's score (Xi)

to form a population total(EXi) and then dividing by the number of

scores (n = pupils).

The median is the point in any distribution of scores where one-half

of the scores lie above that point and the other half lie below.

A quick approximation to the median can usually be obtained by putting

all the scores in consecutive numerical ascending order and counting

from the highest score downward until one-half the population is

reached.

The range is one plus the difference between the two most extreme

scores in the distribution of scores.
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The mode is the score that was received most frequently by the target

population.

The deviation is the distance on a distribution of scores that

indicates hew far from the mean a particular score is located.

The population standard deviation is the square root of the sum of

every score's deviation from the mean, squared, and divided by the

number in the population (n). SD = (X. -37)2

t=1

The variance is the standard deviation squared. If the distribution

is normal (bell shaped) then approximately 68 percent of the total

population should fall within one standard deviation of the mean.

Ninty-five percent of the total population should fall within two

standard deviations of the mean. Ninty-nine percent of the population

will fall within three standard deviations of the mean.

A standard score (zi) is a pupil's deviation divided by the standard

deviation
(z

xi - X

SD

The mean and standard deviation are the two important parameters

(measures) for assessing the central tendency of a distribution.

Frequently, disadvantaged learners' scores lie more than one standard

deviation below the mean on a standardized test normed (without re-

gard to disadvantagement) for a particular grade level. Some districts

use this as one criterion for selecting disadvantaged students for a

particular treatment funded by categorical aid. Other districts,

using locally developed instruments, apply descriptive statistics to

establish baseline data for future reference after a treatment has

been conducted.
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The following example illustrates how to obtain each of the

descriptive statistics just defined.

EXAMPLE

On a locally developed word recognition test the following raw scores

were obtained from the target population of nine remedial reading pupils

(N = 9): 10, 15, 2,.13, 7, 6, 10, 17, 10

Raw Squared
Pupil Score Deviation Deviation

(Xi) (Xi-) --TR1727
z Score

X
1

17 +7 49 +1.61

X
2

15 +5 25 +1.15

X
3

13 +3 9 + .69

X
4

10 0 0 0

median 10 0 0 0
5

X
6

10 0 0 0

X
7

7 -3 0 - .69

X
8

6 -4 16 - .92

X
9

2 -8 64 -1.84

E X 90 E (Xi-3) = 0 E (Xi-3)2 = 172

2 =
9

= 10.

The range was (highest score - lowest score + 1) 16 points.

The mode (most frequently received score) was 10.

The "approximate" median score (midpoint score) was 10.

The mean (arithmetic score) was 10.

Each deviation (Xi-7) was found by subtracting the mean from the raw score.
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Each deviation was squared in the process of finding the standard deviation.13

SDX =j4X.-552 =1\//172
9

7117.T. = 4.35

N

The standard score (z score) for each pupil was obtained by dividing each

pupil's deviation by the standard deviation.

Theoretically, 68 percent of the pupils should fall within the area

of the mean + 4.35. This would include students X3, X4, X5, X6, X7,and X
8

who all fall in the area from 14.35 down to 5.65 (six out of nine students

67 percent). The mean = 10) plus or minus two standard deviations

(+ 2 (4.35]) does include all raw scores.

Another useful statistic is the standard error of the mean. This

statistic is used for inferential statistical tests. Basically, the

standard error of the mean is an estimate of how far the sample mean is

from the true mean if the universe of the target population were tested.

SE_ = SD_

X X

1

In this example, the standard error of the mean

SD

X 4,35 4,35 1.53

4 9-1 2.83

13
Throughout this chapter, the standard deviation will be "biased," A
correction for bias will be introduced, when computing, the standard
error of the mean.
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Interpretations of Norm Scores

Below is an illustration of scores most widely reported by

standardized achievement tests. The illustration is based upon the dis-

tribution of pupil's scores as they relate to the entire population upon

which the test was standardized.

2
0.13%

2.14%
13.59%

34.13% 34.13%

3 2 0 +1
z score

13.59%
2.14%

0.13%
A

+2 +3

2 3 4 5 6 7 8 9
Stanine

I I 111111 I

1 10 20 30 40 SO 60 70 80 90
Percentile

99

Standard Scores

The z score is defined as a standard score. This score for an

individual pupil is derived by subtracting the population mean score from

the pupil's score and dividing this by the population standard deviation.

X -
z=

SD SD

Sixty-eight percent of the normal distribution of scores will lie

between a z score of +1.00 to -1.00. ESE& Title I is largely concerned

with assisting disadvantaged learners who obtain scores below a = -1.00.

t scores can also be used for interpretations on teacher made tests.

Illustration: The following sample of scores was obtained from an Afro-

American History Test given in five fourth grades.
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Pupil
Teacher made

i
test score

A 3

B 2

C 7

D 9

E 11
F 4
G 1

H 6

I 7

J 10

(En = 10)

I

1 X - X- I z

= Sum = 60
X = Mean = 6

SD
=JE(X...X)2

-3 -3 = - .875
-4 3.41 -1.168
+1 + .292
+3 +.875
+5 +1.460
-2 - .584
-5 -1.460
0 0.000

+1 + .292
+4 +1.168

E =0 E =0

= 10; = 3.41 (rounded)

9

Stanine Scores

Stanine is derived from the contraction of the words standard nine.

Standard nine means the normal distribution was divided into nine parts.

The mean for the distribution is the midpoint of stanine 5. With the

exception of stanines 1 and 9, each band of scores within a stanine is

roughly one-half of a standard deviation in width. Below is a chart de-

picting the percentage of pupils within each stanine and the cumulative

number below each stanine.

Stanine 1 2 3 4 5 6 7 8 9

Within ( %) 4 7 12 17 20 17 12 7 4

Below CO 0 4 11 23 40 60 '77 89 96

For example, the New York State Pupil Evaluation Program defines being below

minimum competence in reading as being below the 4th stanine. This

definition encompasses the lowest 23 percent of the normal distribution tail

on the left side of the bell shaped curve.
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Percentile Ranks

Frequently, standardized tests have a table where raw scores can be

converted into Eercentile points. Percentile points are a value. However,

pupils are usually referred to as having fallen at a specific percentile

rank, rather than having attained a percentile point. For example, if 78

percent of the norming population attained less than the score value of 20

on a particular measurement device, then the value 20 is the 78th percentile

point. A pupil who receives a score of 20 would simultaneously have attained

the 78th percentile rank.

One criterion for determining disadvantaged learners in New York

State is to survey those pupils who attained a score on the NYS Pupil

Evaluation Program Reading Test of the 23rd percentile rank or below.
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Large Population Statistical Analysis

When scores from sample populations in excess of 120 are available,

one of the easiest methods of statistical analysis is to apply a z ratio

to the differences between two sets of scores. For a z ratio to be

significant at the .05 level (p 1.05), a value of + 1.96 or greater in

magnitude is required. For significance at the .01 level (p 1.01), a

value of + 2.58 is required.

r Ratio Applied to Uncorrelated Stanine Means, Posttest Only

The E ratio is defined as X
1

- X
2

SED

where X
1,

X
2

are different samples means. (Uncorrelated refers to

scores or means from two different samples composed of two different sets

of individuals. Another formula is used for a pretest-posttest analysis

for two sets of scores yielding a pretest mean and/or posttest mean for

the same individuals.)

SED
is defined as the standard error of the difference between

M

'the uncorrelated means. The SED SE
2 + SE2

I'M M
1

M
2

Illustration:

Two elementary disadvantaged learner schools containing two fourth

grade classes were eligible for Title I funded reading activities (the

pupils had scored at the 23rd percentile rank or below on the NYS PEP Test

the previous year). However, the ESEA Program Office directive (stating

that the supplementary expenditure must equal or exceed $350 per child) in

reality meant that only one of the classes would get a Title I funded
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remedial reading treatment. The district evaluator planned to randomly

sample within the two schools and administer a pretest in early October

and a posttest in late June with the same standardized achievement test.

The evaluator planned to compare the rates of growth between the school

receiving Title I funded treatments and the school not receiving treatments

as well as the stanine positions cf the two eligible populations at the

end of school year.

Unfortunately for the district evaluator, a lengthy teacher "job

action" (which was resolved) and a series of bomb scares forced the

evaluator to abolish the pretest-posttest evaluation design. The only

scores the evaluator was able to obtain were the Stanford Achievement Test

reading scores derived from the districtwide June testing program.

One hundred twenty-two (N1=122) fourth grade pupils from the target

classrooms receiving Title I treatment were distributed in the bottom 4

stanines. One hundred forty-four (N2=144) fourth grade eligible pupils who

did not receive Title I treatment were also distributed in the lower 4

stanines. The district evaluator decided to use a "i ratio to determine

whether a significant difference (p .05) existed between the two groups.

If a significant difference did exist and favored the treatment group, the

evaluator could then infer that Title I funds do assist in bringing about

(1) increased achievement and (2) achievement beyond what would have

occurred in the regular (nontreatment) classroom.

Below is the way the district evaluator analyzed the data.

Treatment Group Nontreatment Group

Stanine Number of Pupils Stanine Number of Pupils

1 17 1 35

2 30 2 37

3 35 3 37

4 40 4 35
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Step 1: He summed the scores by treatment and nontreatment.

Step 2:

Treatment Sum (E) = 1x17+2x3:1-3x35+4x40 = 342
Nontreatment Sum (E ) = 360

360
He found the two means. Treatment X

1
= 122 = 2.8. Nontreatment

= 360 _ 2 5
Mean Tc '2

144

Step 3: He found each mean's standard deviation by (a) taking the
deviation of each stanine from the mean, (b) squaring the
deviation, (c) multiplying the squared deviation by the number
of pupils within that stanine, (d) summing the squared by
stanine, (e) and applying the formula for the standard
deviation discussed under the descriptive statistics section
above.

Treatment

Pupils Stanine Deviation
(X

1
-stanine
value)

Dev.-ation

Squared nix(deviation) 2

n
1

= 17 1 -1.8 3.24 55.08

n
2

= 30 2 - .8 .64 19.20

n
3

= 35 3 + .2 .04 1.40

nz!. = 40 4 +1.2. 1.44 57.60
E =133.28

ni+n2+n3+n4 = N1 =122

SD 7-V133.28 = 1.04
X
1

122

Pupils

Nontreatment

Stanine Deviation
(X2 -s tanine)

n
1

= 35 1 -1.5

n
2

= 37 2 - .5

n
3

= 37 3 + .5

n = 35 4 +1.5
4

142 = 144

=44176.00sp_
X 144
2

34

(Deviation)
2
n
i
x(Deviation)

2

2.25 78.75

.25 9.25

.25 9.25

2.25 78.75
E = 176.00

=FTi= 1.10



Step 4: He calculated the standard error for each mean.

SE = SE = 1.04 = .0945 SE = SE_ = 1.10 = .0921
7
2

X2
31V7273

VN
2

- 1

Step 5: He found the standard error of the difference between the two

uncorrelated means.

SE (SE_)2 + (SE )2 = (.0945)2 + (.0921)2 = .132
DM

1
X X2

Step 6: He applied the z ratio.

- K2

z = = 2.8 - 2.5 = .3 = 2.27

SE
D .132 .132

M

35

40



Since the obtained figure of 2.27 was greater than the figure of

1.96 needed for p s.05, the evaluator was able to infer14that the Title I

funded treatments were having an impact upon the reading difficulties of

the disadvantaged learners in such a way as to bring about achievement

beyond that which would have occurred in the regular classroom (as shown

by the non treatment group).

14
Statistical tests of analysis do not prove anything. Analysis of this
nature only permits the evaluator to make inferences against the prob-
ability of making a correct choice. The larger the z ratio the greater
is the probability of making the correct choice. In this illustration,
the evaluator had two choices as follows: (01) the means of the two
samples were actually identical and the difference between 2.5 and 2.8
was due solely to sampling variations (chance error), or (#2) the two
means were far enough apart to demonstrate a true difference. Choice #1
is called the "null" hypothesis by evaluators. In this case, the evalu-
ator had evidence at a probability level of 95 times in 100 that the true
difference existed. On that basis, he rejected choice #1 (the null hy-
pothesis) at the .05 level, thereby accepting choice #2. The evaluator
then went beyond the data to account for the difference he computed.
Since the sample populations were equivalent and met his assumptions about
randomness for a universe of poor readers in the fourth grade, he in-
ferred that the Title I funded treatment caused the difference. The
presence or absence of the Title I treatment was defined as the indepen-
dent variable, while the pupils' reading scores are defiLed as the
dependent variable.

The T ratio is computed the same way as the t ratio. The use of the
Tratio automatically means a large sample (N >120) is involved, while the
t ratio usually means a smaller sample. The t ratio is frequently used
with student& t distribution for critical values, while the z ratio in-
volves values straight from the normal curve. (cf. Guilford, JtP.)
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Using a Correlated T Ratio on percentile Scores for a
Modified Real v. Anticipated Gain Design

For a student to maintain his standing at a percentile rank relative

to a norm,. he must gain in achievement as indicated by some measuring device.

Consider a Title I target population student just beginning ninth grade in

September with a grade equivalent score on the Stanford Reading Achievement

Test of 6.5. This 6.5 grade equivalent score is approximately equal to a

percentile rank of 22 for fall ninth grade pupils. To just maintain the same

22nd percentile rank in the spring, the target population pupil would have

to gain approximately 7 months. In other words, a grade equivalent score

of 7.2 is required to hold the 22nd percentile rank in the spring on the

ninth grade norm, while a grade equivalent score of 6.5 was required the

previous fall. If the pupil gained 5 months (one-half year is 2 months

less than the required 7 months in this illustration) he would lose his

position at the.22nd percentile rank -- dropping lower, even though he

actually gained in months of reading achievement.

Because of the phenomenon of having to run (gain in months) just to

stand still (hold the same percentile rank) several interpretations of

scores have been given by Title I evaluators. Below are two interpretations:

Option 1. No loss =ff a gain. If a pupil were at the 23rd percentile rank

on a standardized test in the fall and maintained the rank in the spring,

he obviously has not come closer to his more educationally advantaged peers.

However, since he had to achieve just to not lose his rank at the 23rd

percentile, his deterioration in educational achievement has been arrested.

In other words, the treatment is sometimes reported to be "successful" if

deterioration is halted. A ratio (or t ratio) applied to a correlated

set of means that showed no significant difference (p < .05), two-tailed
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lest) would verify the cessation of deterioration when a group holds the

same percentile rank at the conclusion of a treatment.

Option 2. A Statistically Significant Gain. The interpretation of scores

for a group establishing a statistically significant gain in mean percentile

ranks is a strong indicator of success of a treatment. To make a statisti-

cally significant gain, then, the target population (1) did not lose in

rank and (2) did not gain just enough to maintain the rank. The group re-

ceiving a significant mean percentile gain has come closer to the more

educationally advantaged learners. A '2' ratio or t ratio applied to a

correlated set of percentile rank means must show a significant difference

(p< .05) to verify this situation.

When a pretest and posttest are applied to the Same individuals,

separate standard errors of the two means are not required. The 1" ratio is

calculated directly from the differences between the same pupil's pretest

score and posttest score by generating a standard error of the mean of the

group's differences (SED ). The statistic called the standard error of the
M

mean difference automatically adjusts for the amount of correlation present.15

The 7 ratio is found by generating a mean difference and dividing that

difference by the standard error of the mean difference (SE
D

).

M

= D SED =
SE
D

E d
2

, where d = deviation of a
N(N-1) difference from the

mean of the differ-
ences.

15
If the evaluator chooses to compute the SED by a process similar to the

one used for uncorrelated samples, then he would use the formula

SED = (SEu )2 + (SEm )2 + 2r
12

SE
141

SE for the correlated observations.
2 M2

r is computed with the Pearson Product - Moment formula.
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Example. A district was planning to initiate a remedial reading treatment

for all third grade pupils in one school. All of the pupils in that third

grade who had scored at or below the 23rd percentile rank were eligible and

were going to participate in the Title I treatment. No nontreatment

eligible group was available for comparison.

A pretest from a standardized reading test was administered to 138

pupils and the percentile rank was obtained for each pupil. The posttest

was administered to 131 pupils and the percentile rank again obtained for

each pupil. Seven pupil's scores (who did not participate in the posttest

but did participate in the pretest) were deleted from consideration. The

7 ratio is computed in the following manner:

Step 1. Each pupil's pretest percentile rank is subtracted from his

posttest percentile rank. (Xlpost - Xipre = D). The differences are then

summed, ( ED). This sum is divided by the size of the sample or paired

scores (N = 131). A mean difference has been obtained (D).

Step 2. Subtract the mean difference from each pupil's difference.

(Di - 5= di). Square the deviations obtained for each pupil. Sum the

squared deviations (Ed2).

Step 3. T
E d2

N(N -1)

Enter the figures. The statistical

principle involved is to test the difference of the mean difference from

zero.

Step 4. Interpret the obtained z ratio at p <.05 where a 7 of

+ 1.96 is significant.

a. If 7 is negative and larger than -1.96 (i.e., -2.1) a significant

loss in percentile rank was obtained by the group.
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b. If 7 is either positive or negative but less than 1.96,

no significant change can be attributed to the treatment.

However, under the option 1 above where no loss = a gain,

the pupils have not fallen further behind their more

educationally advantaged peers.

c. If z is positive and greater than 1.96, then a significant

gain in percentile rank for the group was obtained, and

the treatment appears to be helping the pupils "catch up"

to their more advantaged peers (see option 2 above).
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Small Sample Statistical Analysis

Statistical tests of inference that are applied to small samples

(N <120) in compensatory aid projects rest upon several assumptions. One

primary assumption involved is that the sample available belongs to a larger

population (i.e., of disadvantaged learners). Furthermore, a second

assumption is that any descriptive statistic obtained from the sample

(i.e., the sample's mean reading score on a test) is an estimate of the

population's parameter (the true population mean reading score). Since a

sample estimate may be slightly different from the population parameter,

evaluators demand that the error of the estimate be accounted for. By way

of illustration, if a pretest mean in a Title I prekindergarten were

obtained on the Peabody Picture Vocabulary Test in November, the evaluator

would want to know whether (1) a posttest mean obtained in May was

significantly different; or whether (2) the posttest mean was so close to

the pretest mean that the error involved in each testing overlapped to

the degree that the posttest mean really was the same as the pretest mean.

Inferential statistical procedures attempt to answer this question: How

far apart do two parameters (i.e., means) have to be before an evaluator can

feel "safe" in declaring that a genuine behavioral change due to treatment

intervention has occurred?

In the sections below, two types of inferential statistical tests are

described. The first type, called the parametric tests, is based upon the

assumption that (1) some characteristics within the population are known

and that the sample will possess these characteristics (variables) and

(2) the distribution of the characteristics is "normal" in the statistical

sense. The t test, analysis of variance, and analysis of covariance are
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parametric tests described below as they may be applied to compensatory aid

projects.

The second type of inferential statistical tests mentioned here are

called nonparametric. Nonparametric tests are used when (1) little is

known about the population distribution or (2) some characteristics are

likely to depart from a normal distribution within the population. In-

cluded below are the most frequently used nonparametric tests: variations

of the sign test, and, Chi Square (X2).

Whenever appropriate, the parametric tests should be used in pre-

ference to the nonparametric inferential statistical tests.
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Applying a t Ratio to the Difference
Between a

Pretest and Posttest
(Correlated Sample)

Illustration

Consider a remedial reading teacher who desired to conduct special

field trip excursions to farms with inner city pupils. Words associated

with the agrarian dimension of our society seldom came into use in the

everyday language of the target population. Her belief was that the inner

city pupils would not recognize or comprehend such words until an association

was formed.

The remedial reading teacher tailored a word recognition test to the

topics to be generated by the field trips. She gave a pretest to a ran-

domly selected number of pupils before the trips, and then gave a posttest

after the trips to the same population. The questions before the teacher

were: Could the scores obtained by the pupils have occurred by chance - or,

did the field trips change the behavior (word recognition) in the target

population? The teacher could see that most of the pupils had improved

(some pupils much more than others), but she was uncertain as to how much

change was enough to assert that the treatment (field trips) was affecting

the pupils' learning. The remedial reading teacher decided to test the

difference between the pretest group mean and the posttest group mean with

a t ratio to see if the difference was only due to chance (testing errors).

The total score possible on the test was 10 points.

Ten pupils (N=10) were administered the pretest and posttest. Below

are data arranged from the two testings.
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Pupil Posttest Pretest Difference(d) (d)2

1 5 3 +2 4

2 4 4 0 0

3 7 5 +2 4

4 5 2 +3 9

5 8 3 +5 25

6 4 3 +1 1

7 6 7 -1 1

8 3 3 0 0

9 7 2 +5 25

10 6 3 +3 9

N = 10 E55 Z35 E d = +20 E d2 = 78

Mean 5.5 3.5 Ed = F = 2.0
n

The means are 5.5 and 3.5. (The difference between the means is equal

to the mean of the differences (2.0)). The sum of the difference was 20,

while the sum of the squares of the difference was 78.

t = Ed

\ANEd2 -(Ed)2.1/(N-1)

+20

or D

D

+20 = +20 = +20 = 3.08

.1[10 (78)-(20)/(10-1) T§T.C.1 ,J42.2
9

6.5

for correlated samples (same sample population under two observations) the

degrees of freedom = df =N-1 = 9.

The critical value of t for 9 degrees of freedom is 2.262 at p< .05. Since

the obtained 3.08 is greater than 2.262, a significant difference exists

between the pretest and posttest scores. The teacher can infer .that the
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difference may have occurred as a result of the treatment. (Without a

control group for comparison, the teacher cannot be as certain in this

inference.)



Actual Posttest Comparison to the Predicted
Posttest Scheme of Data Analysis Using a t Ratio

Real (treatment posttest)v. anticipated (without treatment) posttest design.

Step 1. Obtain each pupil's pretest grade equivalent.

Step 2. Subtract 1 (since most standardized tests start at 1.0).

Step 3. Divide the figure obtained in step 2 by the number of months the

pupil has been in school to obtain a hypothetical (historical

regression) rate of growth per month. (Ignore kindergarten months.

1 school year = 10 months.)

Step 4. Multiply the number of months of Title I treatment by the

historical rate of, growth.

Step 5. Add the figure obtained in step 4 to the pupil's pretest grade

equivalent (step 1).

Step 6. Test the difference for significance between the group predicted

posttest mean and the obtained posttest mean with a correlated

t test.

In September, a diagnostic reading teacher administered the Metro-

politan Achievement Test (as a pretest) to 30 disadvantaged fourth

grade learners who had scored below minimum competency on the New York

State Reading PEP Test.

The 30 pupils participated for the first time in an ESEA Title I

remedial project conducted from the first week in October through the last

week in May (treatment time = 8 months). The reading diagnostician re-

administered an equivalent level form of the Metropolitan Achievement Test

(as a posttest) during the first week of June to the 30 pupils.

51 46



From the September (pretest) administration, the diagnostician cal-

culated the individualized predicted June scores based upon the pupils'

historical rate of gain (using the method described in steps 1 through 4

above) that would have been anticipated if the ESEA Title I treatment had

not intervened in addition to the regular classroom reading instruction.

The diagnostician then compared the predicted posttest scores to the actual

posttest scores by the statistic called the t test (critical ratio) to

determine whether the 30 pupilssachievement was beyond expectation.
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Pupil Pretest
Posttest
Predicted

Posttest
Actual Difference

Difference
Squared

1 2.5 2.9 3.2 + .3 .09
2 2.8 3.3 3.5 + .2 .04
3 2.2 2.5 2.6 + .1 .01
4 1.8 2.0 2.0 0 .00
5 2.9 3.4 3.8 + .4 .16
6 3.0 3.5 3.9 + .4 .16
t, 2.8 3.3 3.2 - .1 .01
8 2.5 2.9 3.2 + .3 .09
9 2.3 2.7 2.8 + .1 .01
10 2.0 2.3 2.8 + .5 .25
11 2.1 2.4 3.0 + .6 .36
12 2.7 3.1 3.2 + .1 .01
13 2.0 2.3 2.5 + .2 .04
14 2.5 2.9 3.5 + .6 .36
15 2.4 2.8 2.7 - .1 .01
16 2.2 2.5 2.7 + .2 .04
17 2.6 3.0 3.2 + .2 .04
18 2.3 2.7 2.9 + .2 .04
19 2.2 2.5 3.0 + .5 .25
20 2.5 2.9 3.7 + .8 .64
21 2.3 2.7 2.9 + .2 .04
22 2.8 3.3 3.9 + .6 .36
23 1.5 1.6 1.8 + .2 .04
24 2.7 3.1 3.4 + .3 .09
25 2.3 2.7 3.1 + .4 .16.
26 2.5 2.9 3.2 + .3 .09
27 2.1 2.4 2.8 + .4 .16
28 2.2 2.5 3.0 + .5 .25
29 2.3 2.7 3.6 + .9 .81
30 2.7 3.1 3.0 - .1 .01

N = 30 SUM 82.9 92.1 +9.2 4.62
MEAN 2.76 3.07
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The pupils have had 30 months of regular school at the time of the

pretest.

Step 1. Pupil #1's pretest score was 2.5.

Step 2. Subtract 1 from 2.5 = 1.5

Step 3. Divide 1.5 by 30 (months).

Multiply .05 times the number of months of Title I treatment
.05 x 8 = .4.

Step 4. Add .4 to (the pretest) 2.5 = 2.9.

This figure is the anticipated posttest score (2.9) for pupil #1.

Repeat for each pupil,

Record each pupil's May Posttest score.

Subtract each predicted posttest score from the Actual (May) posttest score.

Sum the differences. (Ed)

Square the differences individually.

Sum the squared differences. (Ed
2
)

t = Ed

Asi N x (Ed2) - Ed1 /N-1

t = 9.2 = 9.2 = 9.2 = 9.2 = 6.76

N/30 (4.62) - (9.2)2/30-1 45556 VTETE 1.36

29

The degrees of freedom (df) = N-1. Look in the t table under df = 29 for

the value of t under columns .05 and .01 (two tailed tests). Since our t

of 6.76 is greater than the table value of 2.756,et the .01 level of prob-

ability, we may infer that this target population achieved beyond expectation

in the Title I funded treatment. In other words, an inference in this

illustration is that the pupils did exceed (in reading achievement as
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measured by this standardized test) what would have occurred in the regular

classroom without the special Title I treatment. However, in another

illustration, the pupils might all have exceeded their predicted posttest

scores, but if the obtained t value was less than the critical value (in

this case 4.92, p < .01), a judgment of no significant difference would

have been appropriate. This information might provoke a recommendation for

a change in treatment.
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Applying a t test to the Difference
Between Two Posttests for Independent Samples

Illustration:

A disadvantaged target population was located entirely in one elemen-

tary school. However, since Title I treatments were to be applied to

supplement regular offerings at a rate of $350 per pupil, not all pupils

within that particular school would be able to receive treatment. The

target pupils were randomly assigned to each classroom within grade levels

so that no favoritism could be charged to the selection of the pupils for

supplementary treatments.

The Title I remedial reading teacher desired to know whether a new

curriculum, tailored to the needs of the target population, produced changes

in student achievement beyond what would have occurred in the regular

classroom. The new curriculum (requiring considerable alteration in

teaching method) was being resisted by many of the teachers in that school

even though the approach had proven itself experimentally in other schools

with similar target populations.

Twenty students (N1=20) who received the special curriculum in the

third grade took a reading subtest from a standardized achievement test

in June. The mean was 5.6. The standard deviation was .8. The standard

error of the mean was .18.

Twenty students (N2=20) in another third grade who did not receive

the special curriculum took the same reading subtest (identical form and

level) in June. The mean for this group was 4.3. The standard deviation

was 1.2 and the standard error of the mean was .28.

While the treatment group mean looked larger than the nontreatment

group mean, the remedial reading teacher was uncertain as to how much
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difference in the two means was due to real differences and how much

difference was due to chance (testing error). The teacher decided to test

the difference between the two means to see if statistical significance did

prevail.

Treatment group (N
1
=20)

= 5.6

SEL. = .8
X1

SD_ = .18
X1

Nontreatment group (N2=20)

= 4.3

SD_ = 1.2

X2

SE_ = .28

X2

The degrees of freedom (df) from nomorrelated (independent) samples

N
1
+ N

2
- 2. In this case, df = 20 +.20 - 2 = 38.

t
V(SE )2 + (SE )2

X1
312

4.3 - 5.6 - 1.3
= -3.91

/\/(.28)2 + (.18)2 .333

Disregard the minus si_gu.

The remedial reading teacher wanted to know whether the value of

3.91 could occur by chance 5 times in 100 times (probability = .05, often

written as t ).

.05

The teacher turned to the t table in the rear of her statistics

book. Looking down the left column for the degrees of freedom (df = 38)

and at the top column for the two-tailed test level of significance of .05,

the teacher found the critical value of t at the .05 level to be 2.025.

Since 3.91)02.025, the teacher was fairly confident that there was a

significant difference between the two means. The teacher then inferred
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that the special
16
curriculum contributed to greater achievement for that

target population as measured by that standardized subtest than would have

occurred in the regular classroom that year.

16 It is important to remember that outcomes of a treatment may be
influenced by the Hawthorne Effect. Similarly, other intervening vari-
ables such as teacher skill, time of day of treatment, duration of
treatment, repetition of events within treatment, etc. may all have in-
fluenced the significant difference obtained in this case. Causes such

as these are one of the main reasons why repetitive evaluations have to
be instituted in spite of the fact that certain treatments appear to
have "proved" themselves effective and valid.
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Analysis of Variance (ANOVA)

Categorical aid coordinators frequently desire to isolate the treat-

ments that brought about the most change in the mean scores of the target

pupil samples. When just two treatments are involved, and the target popu-

lation is assigned at random to the treatments, the t ratio described above

is appropriate. However, if several classrooms are using different treat-

ments, a series of t ratios with each treatment mean taken against every

other treatment mean two-at-a-time would be extremely laborious and quite

possibly isolate too many differences due strictly to chance. By using the

analysis of variance (ANOVA), the evaluator has the advantage of (1) simul-

taneously testing all treatments for significant differences (thereby

saving labor), and (2) including all the data within every treatment to makea

much closer estimate of the population variance from which the samples were

drawn. In other words, the evaluator is applying the null hypothesis (no

real differences -- all differences due strictly to sampling) simultaneously

to all treatment samples.

ANOVA is a statistical procedure for partitioning the total variance

of measures from treatments into components of variance. Measures of

samples (ie., means, variance, standard deviations, etc.) are affected by

II errorII arising from controlled or uncontrolled sources. The evaluator

attempts to discover which components of variance arising from uncontrolled

(sampling) and controlled effects (treatment) can be accounted for by

comparing such variance components with the "variance error.,, For this

purpose an F (Fischer) ratio is formed. The denominator of the F ratio is

composed of an error estimate that arises from random sampling and all other

sources that are unaccounted for (called residuals). The numerator of the

ratio is the estimate of the variance components that arises from the
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categorical aid treatments.

F = variance from treatment effects
error variance from sampling and residuals

Assumptions concerning the use of ANOVA can be reviewed in Guilford, J.P.
Fundamental Statistics in Psychology and Education, N.Y.: McGraw Hill Book

Co., 1965, p. 274.

Between - sample sum of squares ---- between sample variance

Each of the treatments has a sample mean (Xs) that was obtained from

the pupils'individual scores (X) within the sample. Each of the sample

means deviates from the population mean. (X - 5E).
t

This estimate of the variance will be computed by summing the squares

of the deviations of all pupils tx sample from the population mean (Xt),

called the "between - sample sum of squares" (SSb). And then dividing by

the number of treatments minus one. This estimate is noted as the between-

samples mean square (MS)b = (SS)b

k - 1

Where k = treatments. The degrees of freedom (dfb) associates with this

term is the denominator, or k-1. (Note that the deviation is a sample's

mean distance squared from the grand mean).

Within - sample sum of squares ---- within - sample variance

One assumption is that the variances of each of the samples are equal

(except for the effects of randomized sampling.) Therefore, the sum of

squares of samples should yield an estimate of the population variance.

Each deviation of each pupil from his own sample mean is squared and summed

(SSw). The sum of the squared deviations is divided by the total number

of pupils from all samples minus the number of sample treatments..

(MS)w =
w The degrees of freedom (df

w
) associated with this term

N - k

is the denominator, or N-k.
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F = (MS)b =

(EX)2 (E X) 2

ns

aMB

N

E (EX)! - E (EX)! / rks

ANOVA - Example

Four classrooms of randomly assigned disadvantaged learners were

taught under four different classroom. organizations for teaching remedial

mathematics

treatment 1: An aide and a teacher divided the class

into small groups and both adults taught

the groups separately.

treatment 2: An aide and a teacher selected pupils one

at a time for one-to-one tutoring.

treatment 3: An aide did all the noninstructional tasks

in the classroom, thereby freeing the teacher

for additional small group instruction.

treatment 4: An aide did all the noninstructional tasks

in the classroom, thereby freeing the teacher

for additional one-to-one tutoring.

The treatment is considered to be the independent variable, while

the amount of gain on a standardized test will be considered to be the

dependent variable for each pupil.

Step 1: Table the data and compute (a) the sums and means by

treatment, (b) the grand sum, and (c) the grand mean
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Treatment
(Gain is in months)

Subject

1

I

Gain(X)

9

Subject

14

II

Gain

7

III

Subject

26

Gain

16

IV

Subject

36

Gain

16

2 3 15 10 27 8 37 14

3 11 16 7 28 19 38 19

4 17 17 15 29 14 39 17

5 10 18 8 30 12 40 16

6 8 19 6 31 7 41 13

7 8 20 4 32 10 42 12

8 9 21 5 33 15 43 18

9 7 22 3 34 19 44 16

10 15 23 5 35 14 45 14

11 9 24 12 46 23

12 5 25 6

13 8

n1= 13 E =119 n 11=12 E =88 n 111=10 E =134 n
IV

= 11 E =178

En+n+n +n =N= 13 + 12 + 10 + 11 =46
I II III IV

1
E Xt EXI +EXII +EXIII +EXIV =

119 + 88 + 134 + 178 = 519

XI = 9.15 XII = 7.33 XIII = 13.40 ic
IV

= 16.27

Xt = 519/46 = 11.28

Step 2: (Instead of using the deviation scores with much opportunity

for mathematical error with decimal place manipulation, the raw score winl

be manipulated to generate the same between sample and within sample

variance statistics.)

(a) Multiply it by X
t

( Xt)2 = 5854.32.

N
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(b) Square each pupil's score in his respective treatment, and sum

for a treatment sum.

E (X2) = 1253 E (X2) = 778 E (X2) = 1962 E (X3) = 2976
I II III IV

(c) Sum the treatment sums obtained in 2(b) above.

(E (X2)1 +E (X2)11 +E (X2)111 + E(X2)IV ) =

E 1253 + 778 + 1952 + 2976 = 6959

(d) Square the sum of the pupil scores by treatment and divide by

the number of pupils in the treatment.

(EX
I
)2/n

I
= (119)2/

13
= 1089.31 (:X

II
)2/- = (8,%ca = 645.33

nII

0:X
III

)
2
/ = (134)

2
/ = 1795.50 (EX,v)

2
in = (178)3/= 2880.36

nIII ' 10
XV /11

(e) Sum the treatment sums obtained in 2(d) above.

E(1089.31 + 645.33 + 1795.60 + 2880.36 ) = 6410.60

Step 3: The computations will be entered in the following chart:

Sum of S uares

Between (item 2e) - (item 2a) = ?

Within (item 2c) - (item 2e) = ?

Sum of Squares

Between 6410.60 - 5854.32 = 556.28

Within 6959.00 6410.60 = 548.40

Step 4: Table the remainders computed in step 3 and divide each by

its respective degrees of freedom to obtain the variance estimate.
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Analysis of Variance

Source of Sum of df Variance
Variation Squares Estimate

Between 556.28 3 = 185.43

Within 548.60 42 = 13.01

MS

F =
lifSw

185.43

13.01
= 14.25

Upon referring to a table with F ratios, locate the critical value

Ithe numerator has 3 df (horizontal line) and the denominator has 42 df

(vertical line)I which is 4.64 at the .01 level. Since 14.25 is greater

than 4.64, the coordinator can conclude that the treatment (method) affects

the pupil's amount of gain in mathematics.

Scheffe Method for Isolating Significant Differences

Once an evaluator has determined that the method of teaching mathe-

matics does make a difference, he is most interested in determining which

comparisons yield significant differences. The four steps in the Scheffe

method for this purpose involve:

(1) computing F ratios between treatment samples taken two at a

time, ie., F = (rEs - 111)2

Ns (n +nyn n
w I II I II

(2) locating the critical values of F at .01 or .05 when

(3)

df
1
= K - 1 and df

2
=N -

calculating F
1

. F
1
= (k-1) F (critical value)

(4) checking to see whether obtained F >F1
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Step 1: /7 .7 .2
F..._"1 'II'

MS (n
I
+n

II
) n

I
n
II

(9.15 - 7.33)2

13.01(13 + 12)/(13)(12)

= 3.3124/2.08 = 1.59

df
1

= K - 1 = 3, df
2

= 42

Treatment

Comparison
I,II I,II I,IV II,III II,IV III,IV

F 1.59 7.85 23.29 15.43 35.38 3.33

Step 2: The critical values of F located in the Fischer Table are 2.8.3

(p l. .05) and 4.29 (p < .01) when dfl = 3, and df
2
= 42.

Step 3: F
1
= (K-1) x F (critical) where K = the number of treatments.

Fl = 3 x 2.83 = 8.49
(.05) (.05)

F1 = 3 x 4.29 = 12.87
(.01) (.01)

Step 4: Compare the values of the obtained F with F14

Treatment
Comparison

Obtained
F

..

Significance

.05 .01

I,II 1.59 no

;

no
LIU 7.85 no no
I,IV 23.29 yes yes
II,III 15.43 yes yes
II,IV 35.38 yes yes
III,IV

.
3.33

,
no

._

no
.
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Interpretation for Decision Making

Statistical. Treatment I appears to be as good as treatment II in bringing

about change in pupil behavior in mathematics - but treatment I is

apparently inferior in bringing about change when compared to treatment IV.

Treatment II is decidedly inferior to treatments III and IV. Treatment III

is no better or worse then treatment IV, failed to achieve significance

over treatment I, but did achieve a significant difference over treatment

II.

Educational. When using teachers to teach with aides serving in a *tIpport

capacity (noninstructional), the most significant differences appeared

(see treatment IV comparicons especially). If the aides are used in a non-

instructional fashion while teachers tertch, there appears to be no

advantage La small group instruction over one-to-one tutoring. Therefcq.e,

the :supervisor c0 mathematics can assign those teachers by teacher pre-

ference to teach using either method (small group or one-to-one) without

paying a price in mat!!9matics achievement gains.

Evaluation. Judgement over the comparison of treatment I and treatment II

might well be suspended. The evaluator might wish to replicate the

evaluation study after dropping treatment II entirely for the next year.

The comparison of treatments I and III came close (7.85) but failed to

achieve significance. For the evaluator's own curiosity, he wish to

apply a combined mean Scheffe comparison to see if the use of aides in

certain capacities is decisive.
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Combine treatment means I and II; and III with IV.

3c + II
(n1 Tel + nu 12)/ni + nil

= (119 + 88)/25 = 207/25 = 8.28

XIII + IV (hill 31II nIV 36)/nIII nIV

= (134 + 178) /21 = 14.86

Compute the F ratio for combined means.

2

F =( II IV)

NSwi(n1 MS14/(flIII nIV)

= (8.28 - 14.86)2 = (6.58)2

13.01/(25) + 13.01(21) .52 + .62

= 43.30

1.14

= 37.9

Since the F of 37.9 far exceeds the F
1
of 12.87, the evaluator is reasonably

sure that the advice to the district to keep the teachers (alone) teaching

and to keep the aides from direct mathematics instruction is to be pre-

ferred for maximum pupil gains.
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Analysis of Covariance

Evaluators want to insure that differences between treatments are

genuinely within the limits of error surrounding the treatment (independent)

variables. Sometimes the pupils as a group in a given treatment bias the

results because of an uncontrolled causal circumstance in New York

City some homogeneous grouping of disadvantaged learners yields classrooms

of low "exponent" (an euphemism for high I.Q.) pupils:j. The situation

arises frequently when Title I treatments are applied to entire classrooms

which contain whole classes with different starting levels of achievement.

When the samples of disadvantaged learners cannot be controlled through

random assignment, matching by pairs, etc. a statistical "control" is

introduced to "adjust" the two populations so that they can be compared for

growth. In other words, the initial level before a treatment for a class

may be different, so that an adjustment would have to be made to offset

differences in achievement that are attributable to the differences at the

initial level. The analysis of covariance is used to remove the bias that

favors one class over another at the outset of a treatment.

Basically, the analysis of covariance uses the same principles as

the analysis of variance -- but with the addition of products leading to

the adjustment of scores.

Illustration: Three target schools containing disadvantaged learners

are going to receive Title I funds for remedial reading treatments.(No

random assignment to treatment was possible for the target population.)

Each school will employ a different treatment. Treatment I is the Durrel-

Murphy Approach. Treatment II is the Sullivan Approach. Treatment III is

the Gattegno Approach. The pupils in each treatment were given the same
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reading pretest (Xi) and posttest (Yi). Treatment I contained 14 pupils

(N1 = 14). Treatment II contained 12 pupils (Nu = 12). Treatment III

contained 10 pupils
(NIII

10).

Below the computation table is laid ot as was the case in the

analysis of variance with the addition of the cross product table. Since

there are so many Xs, the summed score totals (previously called X )
totals

are denoted as T in this illustration.
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Treatment

Pupil I II III

Pre(X) Post(Y) Pre(X)Post(Y) Pre(X) Post(Y) N=14+12+10=36

1 5 8 10 13 6 10 Tx=140+236+122=498= X

2 9 11 18 21 8 12 Tc= 498 = 13.83
..

3 11 13 22 26 13 17 Tx2=1) 2= 6889.00

n

4 4 8 8 12 7 11 E(Ex2)=1682+5704+1938
=9324

5 17 19 34 36 25 29

6 20 23 40 43 23 27 ETxi = 1400.00+4641.33
+1488.40=7529.7

n

7 4 7 8 13 15 19 Ty=180+280+162=622

8 6 10 14 19 12 16 Ty2= (622)2 = 10746.7

-15-n

9 8 12 16 18 9 13 E(E1)=2560+7520+3074
=13154

2
10 12 13 24 29 4 8

E
T
Y
=2314.29+6533.33+

i

n 2624.4=11472.02

11 11 14 22 25 Tx =2056

12 10 12 20 25 E(Txryi)=(140)(180)

ni 14

13 13 15 +(236X 280)+( 122)(162)--a 10
14

n,
L

10

14

15

12 10

9283.17

TxTy = (498)(622)=

n 36

TxiTYi)

r pre,

Y post

140

10.00

180

12.86

236

19.67

280

23.33

122

12.20

162

16.20

8604:3

Tx
Y
-Tx Ty = 2401.7

EX2£ Y2 1682 2560 5704 7520 1938 3074
n

E(Xi) (Yi)
= Txiyi 2056 6524 2426

2 q

4134117. 1400. 2314.29 4641.336533.33 1488.42624.40



Step 1 - Array the data as in the chart.17

Step 2 - Sum pretest and posttest scores in columns.
X Y X Y X Y

Txi , Tyi 140 180 236 280 122 162

Step 3 - Square every X score individually by treatment and sum across
all three treatments.

1682 + 5704 + 1938 = 9324
grand

Step 4 - Add the sums of the 'X columns ( sum x).

140 + 236 + 122 = 498 = T
x

Step 5 - Square the grand sum of Xs and divide by the total population*

(498)2
= 6889

36

Step 6 - Subtract the result of step 5 from the sum obtained in step 3.

9324 - 6889 = 2435

Step 7 - Square each treatment's sum of X (see step 2 above), divide each
squared sum by its respective treatment sample population, and
sum the three results.

(140)2+ (236) 2
+ (122)2 =

1400.00 4-4641.33 + 1488.40 = 7529.73
14 -12- To-

Step 8 - Subtract the result of step 5 from the sum obtained in step 7.

7529.73 - 6889 = 640.73

Step 9 - Subtract the result of step 8 from the result of step 6

2435 - 640.73 = 1794.27

Thus far, the following sum of scores for X has been generated:

Sum of Squares: X

Between 7529.73 - 6889.00 = 640.73
Within 9324.00 - 7529.73 = 1794.27
Total 9324.00 - 6889.00 = 2435.00

17
rhis procedure is a modified version of the analysis outlined in
Bruning, James L. and Kintz, B.L., Computational Handbook of Statistics,
Glenview, Ill: Scott, Foresman, and Co., 1968, pp. 173-177.
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The same process will be followed for Y.

Step 10 - Square every Y score individually by treatment and sum across

all three treatments ( Yi).

2560 + 7520 + 3074 = 13154

Step 11 - Add the sums of the Y columns (grand sum = Ty).

180 + 280 + 162 = 622

Step 12 - Square the grand Sum of Ys and divide by the total population
(N).

2
Ty = (622)

2
= 10746.78

N 36

Step 13 - Subtract the result obtained in step 12 from the sum obtained
in step 10.

13154 - 10746.78 = 2407.22

Step 14 - Square each treatment's sum of Y (see step 2), divide each
squared sum by its respective sample population, and sum the
three results.

2314.29 + 6533.33 + 2624.40 = 11472.02

2
(180) + (280)2 + (162)2 = 11472.02
14 12 10

Step 15 - Subtract the result of step 12 from the sum obtained in step 14.

11472.02 - 10746.78 = 725.24

Step 16 .- Subtract the result of step 15 from the result of step 13.

2407.22 - 725.24 = 1681.98

Step 17 - Multiply each pretest score (X) by the corresponding posttest
score (Y) in each treatment. Sum all the products across all
treatments.

2056 + 6524 + 2426 = 11,006

Step 18 - Multiply the grand sum of X, obtained in step 4 by the grand
sum of Y, obtained in step 11. Divide this product by N.

(498) (622) = 8604.33

36

67

72



Step 19 - Subtract the result obtained in step 18 from the sum obtained
in step 17.

11006 - 8604.3 = 2401.7

Step 20 - Multiply each treatment's sum of X (see step 2) by that
treatment's sum of Y and divide the product by that treatment's
sample population and sum the three results.

(140) (180) + (236) (280) + (122) (162) =
14 12 10

1800 + 5506.7 1976.4 = 9283.1

Step 21 - Subtract the result of step 18 from the sum obtained in step
20.

9283.1 - 8604.33 = 678.77

Step 22 - Subtract the result obtained in step 21 from the result
obtained in step 19.

2401.7 - 678.77 = 1722.93

Step 23 - Square the result of step 19, and divide by the result of
step 6.

(2401.7)2
= 2368.85

2435

Step 24 - Subtract the result of step 23 from the result of step 13.

2407.22 - 2368.85 = 38.37

Step 25 - Square the result of step 22, and divide by the result of
step 9.

(1722.93)2
= 1654.43

1794.27

Step 26 - Subtract the result obtained in step 25 from the result
obtained in step 16.

1681.98 - 1654.43 = 27.55

Step 27 - The adjusted within group number of degrees of freedom =

N (Total population) - k (number of treatments) - 1 =

26 - 3 - 1 = 32.
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Divide the result of step 26 by the adjusted within group
degrees of freedom.

27.55
= .86

32

Step 28 - Subtract the result of step 26 from the result of step 24.

38.37 - 27.55 = 10.82

Step 29 - The adjusted between group number of degrees of freedom =

k (treatments) - I = 3- 1 = 2.

Divide the result of step 28 by the adjusted between group
degrees of freedom.

10.82
= 5.41

2

Step 30 - The F ratio = MS
b

S
2

, where
MS

w

S
2

is the variance between groups and S
2

w
is the variance

b

F =
e 2

within
result

=

the

of

5.41

groups.
step 27.

=

df =

Divide the result of

6.32 6.32> 5.34
F<

k - I
= 2

step 29 by the

.05
s
w
2 .86

N - k - 1 32

Check for significance in F table. If significant proceed.

Step 31 - Adjust the treatment posttest means by the following formula:

Yk = bw (X - ) + 7
'lc

k = treatment

b
w
= sum of products-within = 1722.93 = b = .960

sum of squares: X-within 1794.27. w

Total covariate mean (X) can be obtained by dividing the sum obtained in

step 4 by the total population.
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X -
498

= 13.83
36

_11

The adjusted posttest means are found as follows:

Y
1

= .96 (13.83 - 10) + 12.86 = 16.54

_11
Y
2

= .96 (13.83 - 19.67) + 23.33 = 17.73

_11
Y
3

= .96 (13.83 - 12.2) + 16.20 = 17.77

Apply the Scheffe Method to determine treatment effectiveness.
(See ANOVA section)

1 1
Compare Yl

1
: Y2

1

Compare Y
11

Y
11

1 3

1 1
Compare Y

2

1
: Y

3

1

Summary for Analysis of Covariance (ANCOVA)

To apply the F ratio to the change in treatment means required that

the analysis of covariance be used to adjust the achievement means so

that comparable differences could be analyzed. The obtained F equaled

6.32 and was significant, so the evaluator could infer that the type of

treatment does influence the amount of achievement. The evaluator would

proceed with the Scheffe method (described in the ANOVA section above)

to isolate optimal treatments.
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The Median Test for Two Correlated Samples

The median test (a sign test) is especially helpful when the same

(correlated) target group is being administered a locally developed pre-

test and posttest. The observations (individual scores) are paired for

each individual. Theoretically, there should be as many pupils increasing

their scores (+) as there are decreasing their scores (-) if the pupils

are the same at the end of the treatment as they were at the beginning.

The difference between the total group's number of plus (+) signs and

minus (-) signs leads to a z score. The z score is defined as follows:

IDI -1

N

where IDI is the absolute value of the total number of plus

signs (+) minus the total number of minus signs (-)

and

N = the number of sets of paired observations showing

a sign change. (Do not use this statistical test

unless at least 10 paired observations are available).

Illustration: An ESEA Title I remedial reading teacher had 22 primary pupils

referred to her because of the pupils'diagnosed low word recognition

abilities. The remedial reading teacher prescribed a treatment of

vocabulary work, word analysis skills, etc. A paraprofessional tested (pre)

the pupils in September with a word list composed of the 95 most frequently

used nouns taken from the Dolch Basic 220 Word List. The same paraprofes-

sional again tested (post) the 22 pupils in May with the same list. One

point was awarded for each word correctly identified. Beneath each score

in the table below is the sign of the change from the pretest to the post-
.

test.
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X 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 16 19 20 21 22

Posttest 35 40 53 48 30 42 35 40 45 49 40 60 32 60 62 65 61 39 32 70 50 58

Pretest

sign of
pretest-
posttest

20 21 35 54 18 48 35

0

30

+

43

+

39

+

40

0

38 27 67 60 70 51 20 26 32 50

0

62

All zero changes are discarded. The sample group was reduced (by

each discarded set) to N = 19. There were 14 plus signs and 5 minus signs.

IDI -1

z =

N

= 14-5 = 9

191 -1

z = 8

19 4.36

= 1.84

Recalling that a z of 1.96 is required for significance at the .05

level and a 2.58 for significance at the .01 level (for nondirecrional

tests), the obtained z of 1.84 is not large enough to reject the idea that

the sample of pupils are significantly different on their knowledge of the

95 nouns at the end of the treatment. The sign test is a weak statistical

test since it does not account for the magnitude of the change, but only

the direction. (However, the use of this statistical analysis is a marked

improvement over the earlier days in evaluation when the results would have

been displayed as a 65 percent (14/22) improvement, when there actually isro

significant improvement at all!)
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The Median Test for Two Independent Samples

The median test belongs to the nonparametric family of sign tests.

The median test is similar to the z ratio but does not require the same

assumptions about uniform characteristics within a total "normal" population.

When working with disadvantaged learners, some evaluators choose the

weaker sign tests since assumptions required for statistical tests for

disadvantaged learner populations are sometimes difficult to satisfy.

The median test for two independent samples rests on the premise that

given a joint median for two samples selected from the same population,

half of the population should score above the joint median and half below

it. (A joint median is the median of the two samples considered as one

group.) A 2 X 2 table is used to compute a value of Chi Square. The Chi

Square value of significance is used for inferences. (The Chi Square

statistic is discussed on the next page and again on page 88.)

Illustration: A school contained classes of disadvantaged learners who

were evincing characteristics of being drop out prone.In the seventh grade,

two classes of dropout prone pupils were eligible for Title I funded

activites; but only one class was selected to receive Title I treatments

due to the size of the district's allocation. The Title I class teacher

and the eligible but nonparticipating teacher both noticed that the

pupils attitudes towards school (in general), instruction, teachers, and

themselves (as learners) ap d highly negative. The Title I teacher

constructed a behavioral chei.. t and administered it to the Title-1 class

and the nonparticipating class in May of the school year. The rating was

simply a score of 1 for every positive behavior and a 0 for every negative

behavior.
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The following are observations for the two independent classroom:

N (Title I) = 16 N (regular classroom) = 19

Title I Pupils: 9

Non-Title I
Pupils:

7

9

8

9

8

11

11

12

11

14

13

14

13

15

15

15

16

18

17

19

18

20

20

20

20

21

20

22

22

23

22 23 23 23

The median of N (Title I) + N (Reg. Classroom) = 16. By assigning a

plus ( +) to each score at or above 16 and a minus (-) to each score below

16, the distribution looks like this:

Title I: + + + + + +

Non-Title I: + + + + + + + + + ++

Title I

Non-Title I

IA 7 B
9

C 11 8

Below is the 2 X 2 Table

16

19

18 17 35

2
N (AD - BC)

2

X

+ B) (C+D) (A+C) (B+D)

2 35(56-99)2
X =

64715

(16) (19) (18) 07) 93024

= .696

for df = 1,a x
2
= .696 is not significant at the .05 or .01 levels.

In other words, there was no difference between the two independent

samples on the behavior rated in May. The Title I class was no different

than the regular classroom as measured by this checklist of behaviors. Either

both groups (1) changed the same amount in attitude (if they started out

with no significant difference), (2) did not change at all; or, (3) the two

groups moved toward each other in attitude. Without a pretest or random

assignment, there was no way to be sure of what the outcome meant. The
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two teachers can be sure, though, that the Title I class did not demonstrate

a significant positive difference beyond the regular class (as was expected).
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Wilcoxon Matched-Pairs Signed-Rank Test
for Two Correlated Samples (N25)

a. For samples of less than 25 (N < 25) this sign test takes

into account the size (magnitude) of the difference between two sets of

scores for the same sample. The procedure seeks to test whether the

differences between each pair of scores for individuals (i.e., a pupil's

pretest score and a posttest score) arrange themselves symetrically around

a mean difference of zero. Stated in an alternate fashion, the magnitude

and direction of the differences should average zero if there is no

difference between the two samples of scores.

Several steps are required for this computation.

Step 1. Array the scores for each individual in pairs (i.e., pretest

land posttest).

Step 2. Subtract one set of scores from the other in one direction

(i.e., subtract the pretest from the posttest), to obtain difference

scores. If two scores are identical, delete this pair from the sets of

scores.

Step 3. Rank the differences from the smallest to the largest by

magnitude only (ignore the algebraic sign). If two differences are

identical (tied for rank), assign an average rank to both scores as if the

scores had been different. (See example.)

Step 4. Inspect the algebraic sign associated with each difference

score to the left of the newly obtained rank. If it is positive, the rank

is also positive.

Step 5, Sum the positive ranks and negative ranks separately.

Step 6. Assign the letter T to the smaller of the two sums (if no

difference between samples exists, the two sums should be fairly close in

76

81



magnitude while opposite in direction).

Step 7. Consult the tables for the "critical values of T in the

Wilcoxon matched-pairs signed-ranks test" for the critical value of the

N being observed. N = number of pairs of scores (which may have been

reduced due to some paired observations of no difference). The table is

contained in the appendix of George A. Ferguson, Statistical Analysis in

Psychology and Education, New York: McGraw-Hill Book Co., 1966, p. 416.

ILLUSTRATION A: A speech teacher had a rating scale of speech behaviors

that were considered normal for entering first grade pupils. Disadvantaged

learners with dysfunctional speech patterns not attributable to physiological

handicaps were selected for speech therapy. The teacher rated each pupil

at the beginning of treatment and at the end of the treatment. (An

alternate approach would have been to have taped pupil speech behaviors

pretreatment and posttreatment and had the regional BOCES speech expert rate

the behaviors).

The following are paired observations from pretestings and posttestings.

for 10 speech therapy pupils.:

gaPil 1 2 3 4 5 6 17 8 9 10

Posttest 22 22 30 11 10 20 35 14 22 13

Pretest 11 15 33 11 5 22 20 10 8 20

d +11 +7 -3 0 +5 -2 -15 +4 +14 -7

Rank +7 45.5 -2 0 +4 -1 -9 +3 +8 -5.5

Note: Pupil 4 exhibited no change, and is deleted. Hence, N=9

instead of 10.

Note: Pupils 2 and 10 are tied in magnitude (although not direction)
occupying ranks 5 and 6. Hence, the tied rank of 5.5

The sum of the positive ranks is +27.5

The sum of the negative ranks is -17.5 (T = 1 -17.5 1 = 17.5)
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The critical value of T when N=9 is equal to less than 6 for signifi-
cance at the .05 level (two tailed test) (taken from the Wilcoxon
tables).

The target population is not significantly different on the posttest

than it was on the pretest. The treatment can not be inferred to be

effective for this target population. (In earlier years of Title I,

evaluators would have (1) stated that the majority of pupils gained, and

inferred that the treatment was effective, or (2) stated that the average

gain was nearly two points, and inferred that the treatment was effective.

As shown by the Wilcoxon matched-pairs signed-rank test, in actuality, no

defensible inferrence acclaiming the effectiveness of the treatment can be

made.)

For larger samples, a normal deviate z can be computed where

2 =
T - N(N + 1)

4

iiN(N+1) (2 N+1)

24

The z must exceed the usual critical

values of 1.96 for the .05 level, and 2.58 for the .01 for significance in

a two-tailed test.
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Chi Square (x2)

The chi-square statistic is used to compare whether the observed

frequency of an event is the same as a theoretical or expected frequency.

For disadvantaged learners, the notion behind using the chi-square test

is that if the observed frequency of a behavior differs from the expected

frequency, then the particular sample of disadvantaged learners under

consideration no longer belongs to the population holding the expected

frequency. Educators could infer that the intervention of the compensatory

aid funded treatment contributed to the change in behavior for the sample.

Illustration: For each of the past 5 years, the eighth grade class at the

Malcolm X Junior High School had demonstrated a high rate of truancy.

The average rate for district eighth grade disadvantaged learners was

approximately 10 days per year. During the 1969-70 school year,71 percent

of the eighth grade class was truant more than the average. However,

during the 1970-71 school year, only 47 percent of the pupils included in

an Urban Education treatment were truant more than 10 days. The district

evaluator wanted to know whether the difference between years was a minor

fluctuation or whether it represented a significant difference. The

evaluator chose to do a chi-square test.
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Consider last year's class v. this year's class in absenteeism.

N
1
= 70

(last year)

N = 85
2

(this year)

The school average absenteeism rate is 10 days per year/pupil.

Last yearh
class (no
treatment)
This years
class (re-
ceived Urban
Ed. treatment) A & C = 90

absent)avera e absent<avera e

A B
50 20

C D
40 45

X2

B & D = 65

N
(total (A D - B C)2

1 & 2)

(A + B) (C + D) (A + C) (B + li)

A & B = 70 (N1)

C & D = 85 (N2)

........

= 155 (2250 - 800)
2

325887500

(70) (85) (90) (65) 34807500

X
2

= 9.3+

df = Wows - 1) (#columns - 1) = (2-1) (2-1) = 1

Critical value of chi-square for df=1 is 6.64 and can be obtained from
the chi-square table found in the appendix of most books listed in the
bibliography.

Since 9.3>6.64, the last year's class is significantly different in
terms of absenteeism than this year's class. (Also, z =wi/x2, so z

3.06 which means that the two groups are over three standard deviations apart!)

Therefore, since the demographic data and beginning scores were
assumed to be equivalent between the 2 years of classes, the evaluator
could infer that the Urban Education treatment was having an effect on the
truancy rate of the 1970-71 eighth grade class.
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Describing Relationships Through Statistical Correlations

Statistical correlations are used to describe the degree of relation-

ship between two or more known variables. In compensatory aid programs it

is frequently desirable to find out what the relationship is between certain

aspects of learning (and teaching) and achievement scores. If certain

influences always appear when high achievement occurs, then evaluators can

make certain inferences about what should be associated with a treatment to

maximize learning. Although evaluators can not state flatly that certain

influences cause high achievement, evaluators can recommend that teachers

replicate certain events or conditions that have consistently appeared when

disadvantaged learners stopped falling further and further behind their more

advantaged peers. An illustration using the point biserial correlation isr

presented below to illustrate how to obtain or test for such a relationship.

Another use of the correlation approach is to try to establish a

relationship between two variables (quantities that can assume different

values) that disadvantaged learners may possess or demonstrate. If one

variable (i.e., achievement) coexists when another variable (i.e., aptitude)

is present, then a relationship may exist. Such relationships (when known)

permit evaluators to predict one variable in a learner from knowledge of the

other variable. The Pearson Product-Moment correlation coefficient is used

below to compute the theoretical value of such a relationship.

The omega squared approach, also described below, is presented to

illustrate how to test for the magnitude of relationship from a t score.
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Pearson Product-Moment Correlation Coefficient

A correlation coefficient represents the relationship between two

sets of scores. If each set of scores is considered to be a "variable ," a

classroom teacher might wish to compare a class on two "variables" to see

if there is any correspondence.

The Pearson product-moment correlation coefficient is defined as

r
Exy

N (SD2c) (SD Y)

where r = correlation coefficient

xy = the sum of the products of deviations above or

below the group means ()Z,V)

N = population size

SD = standard deviation of X

SD = standard deviation of Y

EXAMPLE: A remedial reading teacher felt that her Urban Education class

of disadvantaged learners (1) had a low generalized self-esteem due to

repeated years of failure at academic activities, and (2) had far below

grade level reading scores on the Metropolitan Achievement Test. During

the year of individualized remedial reading instruction with the target

class the teacher made a concerted effort (in cooperation with the other

teachers) to foster a higher self-esteem in the class. The teacher had not

only conducted the usual pretest/posttest administration for reading achieve-

ment, but had also administered (pre and post) a locally developed self-

esteem measurement device. The teacher had applied t tests to both the

differences between the anticipated posttest and obtained posttest means

in reading,and the pretest and posttest means in self-esteem, and found
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"growth" over the period of instruction (p.5...01 in both comparisons).

However, the teacher wanted to know if there was any relationship between

the amount of gain in reading and the amount of gain in self-esteem (i.e.,

Did the pupils who showed gains in reading also show gains in self-esteem?),

The. teachers arranged the data in the following table to compute the

relationship between the reading scores and self-esteem scores.

N X Y X
2

Y2 XY

Pupil
No.

Reading
Score Gain

(Mo.)

Self-Esteem
Score Gain

(pts.)

1 10 20 100 400 200

2 8 17 64 289 136

3 9 19 81 361 171

4 8 16 64 256 128

5 11 22 121 484 242

6 10 19 100 361 190

7 9 17 81 289 153

8 7 13 49 169 91

9 7 15 49 225 105

10 8 15 64 225 120

11 9 21 81 441 189

12 10 20 100 400 200

13 11 22 121 84 242

14 12 24 144 ;76 288

15 6 10 36 1.00 60

16 8 16 64 236 128

17 9 20 81 400 180

18 10 21 100 441 210

:9 11 22 121 484 242

20 10 19 100 361 190

N = 20 E X = 183 E Y so 368 E.X2 = 1721 E X
2=

7002 E XY =3465

The teacher then applied the following form of the Pearson Product-

Moment correlation coefficient:

r = N EX Y - EXEY , where X and Y are raw scores.

4)1?"2 (EX)1JETEY2 (EY)2.
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r
20 (3465) - (183) (368)

eo (1721) - (183) 23 go (7002) - (368)

r = 69300 - 67344

/1E4420 - 33489 E40040 - 135424

r = 1956 1956 = +.94

A/429741 2073.0

23-

The teacher interpreted the +.94 correlation coefficient as a high

correlation (strong relationship) between gain in reading achievement scores

and gain in self-esteem scores for this target group. (Note: the teacher

cannot ascribe any part of the gain in reading to improved self-esteem or

vice versa.) The teacher has evidence that the two scores for the same

individuals vary in the same way. The teacher could graphically reconstruct

this finding by making a correlation chart. The chart would visually

confirm that the two "change" scores are related, and, that variations in

one score tend to go with variations in the other score. (cf. Guilford,

pp. 91-112).
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Use of the Point Biserial Correlation

The point biserial correlation (a product-moment correlation) is used

when one variable is continuous (i.e., achievement scores) and the other

variable is dichotomous (i.e., males and females). The point biserial

correlation is often used by researchers who want to discriminate between

two groups of pupils who received a treatment, but one group received an

"extra something" that the other group did not receive.

The formula for the point biserial coefficient (y) is

Ypbi
SDt

-
P q

where SD
t
= standard deviation of all the scores on the continuous

2
variable. SD = (X-X

t
)

t A
N

p = proportion of individuals who received the "extra something" or

is defined as discrete in one direction (i.e., male).

q = proportion of individuals who did not receive the "extra something"

or is defined as descrete in another direction (i.e., female). (Note:

p could equal the proportion of people who passed; q for those who failed

a test.)

X
t

= mean for the total group

X = mean for the "p" individuals

Xq = mean for the "q" individuals

Example: A social studies teacher taught a unit on Afro-American

History to 28 black Title I participants in the Martin Luther King Junior

High School. (The district had established a need to enhance the self-
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esteem of these target pupils). Due to unforeseen circumstances, only

12 of the target youngsters were able to attend a weekend field trip to an

Afro-American History Museum that all of the target pupils were supposed

to attend. At the conclusion of the unit, the teacher desired to know

whether there was any correlation between those youngsters who attended

the field trip and the youngsters scores on a locally developed self-

esteem instrument. (The teacher had already applied a t test between

pretest and posttest means for the group and found a significant increase).

The self-esteem scores are continuous, while the participation in the field

trip is dichotomous. The scores for the individuals are listed in the

table below. Beneath the table the point biserial correlation is

demonstrated.
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TABLE FOR POINT BISERIAL CORRELATION

N

INDIVIDUAL

X

ESTEEM SCORE
(posttest) X - (X - Rt)2

Attended
field trip

1 10 -20 400 no

2 12 -18 324 yes

3 12 -18 324 no

4 14 -16 256 no

5 14 -16 256 yes

6 18 -12 144 yes

7 18 -12 144 no

8 20 -10 100 no

9 22 - 8 64 no

10 24 - 6 36 no

11 26 - 4 16 yes

12 26 - 4 16 yes

13 26 - 4 16 yes

14 28 - 2 4 no

15 30 0 0 no

16 31 + 1 1 no

17 32 + 2 4 yes

18 33 + 3 9 no

19 35 + 5 25 no

20 37 + 7 49 no

21 40 +10 100 no

22 42 +12 144 yes

23 44 +14 196 yes

24 45 +15 225 no

25 46 +16 256 yes

26 48 +18 324 no

27 49 +19 361 yes

28 58 +28 784 yes

840

N = 28, p (yes) = 12 = .43 X = 840 E R. - X E(it- x) = 4578
28 X

t
= 30

q (no) = 16 = .57
28

SD
t 't

)2/
N
=;4578/28 = 12.79

Mean score of field trip pupils = 7r, = 32.75

Mean score of nonfield trip pupils = X = 27.94
q

pbi = X - X 32.75-27.94
P q AAR = 12.79 =jf(.43) (.57) = .19

St
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At least one inference possible from this coefficient of .19 is that

the field trip experiences (and expense) can not be defended on the basis

of improving self-esteem as measured by this instrument. However, before

stating such a conclusion, the usual practice is to test the obtained

rpbi (.19 in this case) for significance by means of the t ratio test.

The evaluator is testing the hypothesis that r
pbi

is really zero, and that

the value of .19 is simply a number obtained by chance (sampling error).

t = r dp -2 where the df = N-2.pbi 37:77.

pbi

t = .19 28-2
1-(.19)

2
= (.19) (5.19) = .99. df = 26

Since the critical value of t for p <.05, df = 26, is 2.056 the computed

t of .99 was not significant. The computed r of .19 is not different
pbi

from zero and is indicative of no relationship between these field trip

experiences and self-esteem as measured by the locally developed instrument.
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Use of the t Statistic to Account for the Treatment Impact

Title I evaluators sometimes use an obtained t ratio from uncorrelated

samples to estimate the amount of effect that a treatment actually made

on the target group. In other words, evaluators desire to know not only

whether a treatment contributes to a significant increase in achievement,

but alio how much of the increased achievement can be associated with the

treatment. By paying more attention to the association between treatment

effectiveness in addition to the outright significantly increased achieve-

ment, decision makers can select from among the better treatments for future

implementation with disadvantaged learners.

William Hays18suggests a way of estimating the strength of the

association between the difference between means for two uncorrelated

samples and the treatment effect. Hays defines the association as omega

squared (w
2
) which is translated as the percent that the treatment accounts

for in the variance of the obtained score.

est w2 = t
2

- 1 where est w 2 = strength of the association

t
2+N

1
+N

2
- 1

t = the usual t ratio

N1,N2 = the uncorrelated sample sizes

Illustration: Fifty-six fourth grade disadvantaged learners in

reading who had scored below the 23rd percentile on the New York State

PEP Test were randomly assigned to the regular classroom or the Title I

reading treatment class.

The mean, (c) of the treatment group (nt = 28) was 35.

The variance was 7, SD_ = 2.6, SE_ = .50.

X
1

X
1

18Hays, William L. Statistics for Psychologists, New York: Holt,
Rinehart, and Winston, 1963, pp. 327-328.
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The mean (X)2 of the regular classroom (nt = 28) was 33.

The variance was 5, SD_ = 2.2, SE_ = .42.
X
2

X
2

R
1
-5

2t= 2 = 3.07
(SE )

2
+ (SE_ )

2
. (.5)

2
+ (.42)

2 .65

3i
'2

35-33

The critical value of t needed at p 1-05 was 2.68. Since the computed

3.07 was greater than 2.68, the difference is significant (p £.05). An

association probably does exist.

(3.07)2 - 1Hay's estimate:w2 =
(3.07)2 + 28 + 28-1

= .13

Using Hays estimate then, the treatment appeari to account for only about

13 percent of the obtained score.

Illustration: Consider the same population characteristics as just given,

except reduce the two samples to 10 and reduce the variances by three-

fourths.

Title I treatment

X1 = 35

Regular Classroom

X2 = 33

S12 = 1.75 S
1
2 = 1.25

SD
1
= 1.32 SDI = 1.12

SE_ SE= 44 = .37
Xl X2

N
1
= 10 N

2
= 10

X - X
t= 1 .2

(SE_ )
2
+ (SE )

2 3.45

Xl X

Hay's estimate: w 2
= t2 - 1

t 2 + N,
L
+ N2 -1

Again the t ratio is significant
at p 1 .01. An association probably
does exist.
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In this case, the treatment appears to account for over 35 percent of the

variance in the score obtained.

The strength of the association is sharply contrasted by the two

examples given above. Both illustrations were significant at pA.05. The

difference between the means was the same. An association between treat-

ment type (independent variable) and variance in the score obtained

(dependent variable) existed in both cases. However, the second case

demonstrated a much stronger association than existed in the first case.

A project coordinator can use such inferences for his selection of remedial

reading treatments with greater assurance of the effects of the treatment

itself.
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Comments to Coordinators

Many of the statistical techniques employed in this handbook will

appear to coordinators to be unnecessarily rigorous when applied to data

collected from disadvantaged learners. Supplements to this handbook may

eventually contain simpler procedures to estimate behavioral change.

However, at this point in time, the techniques contained in this handbook

have been approved by the experts in the field of evaluation.

For coordinators who might like to review the underlying assumptions

connected with distributir,ns, the robustness of certain statistical tests,

concept3 associated with variance, etc., a bibliography is provided. Most

of the references contain the tables of the critical values associated

with several statistical techniques. Particularly recommended for novice

coordinators are Guilford's "Fundamental Statistics in Psychology and

Education"for parametric techniques, and Siegel's"Nonparametric Statistics

for the Behavioral Sciences."

Appendixes A, B, and C are samples of ESEA Title I component evaluations

approved during fiscal 1970-71. Admittedly, the statistics tend to be

simple and mostly of the t ratio variety. However, many upstate districts

are just at the verge of assembling data to establish (ie., rate of

achievement) prior to treatments funded by categorically aided programs and

during such treatments. This handbook and its future supplements should

assist in that major step of preliminary data analysis.

Appendix D is a flow chart for coordinators to use in planning for

project evaluation. In a sense, the flow chart serves as a planning model

to be followed when constructing that section in a project proposal that

calla for evaluation methods. A coordinator who follows the model and
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submits adequate responses to each step in the chart sequence would be

unlikely to have his project rejected by the funding source for insufficient

information concerning proposed evaluation methods. The Bureau of Urban

and Community Programs Evaluation is.the appropriate source of information

if a coordinator would like clarification of the evaluation planning model,

or other technical assistance.

93



APPENDIX A - Instructional Activity

ESEA Title I project- proposal #58-02-11-72-001, Middle Country, N = 840,
$233,215,20.
contact person: Dan Birecree.

The following evaluation design was abstracted from a Middle Country

project application, sections three and four.

The thrust of the component was to increase the individualization of

reading instruction for disadvantaged learners. Aides were added in four

categories of functions including primarily direct instruction or support

services (thereby freeing the classroom teacher for more direct instruc-

tion). The district desired to know how to use aides most effectively to

increase pupil achievement.

Pupil Performance

Objectives: The target population will demonstrate a significant

increase beyond expectation in reading achievement as measured by the

Stanford Achievement Test.

Sampling Procedure: A plan of cluster sampling in all schools will be

followed by a within-school random stratified selection by grade level

(to exceed 120 pupils).

Design: A rate of growth design will be employed. The pupils will be

pretested and poattested with the Stanford Achievement Test. An antici-

pated growth rate will be contrasted with the actual growth rate. In

addition, the predicted posttest mean (predicted from the pretest) will be

compared to the posttest mean obtained from the second administration of

the Stanford Achievement Test.

Measuring Devices: Stanford Achievement Test administered in October

and May.
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Data Analysis: t ratio test of correlated means will be applied to

the (1) rate of growth scores and the (2) predicted posttest and actual

posttest. Analysis of variance will be applied using the rate of growth

as the dependent variable and the following four treatment (independent)

variables.

a. Aides used largely for direct instruction in one classroom

b. Aides used largely for noninstructional support activities in one
classroom

c. Aides used largely for direct instruction across several classrooms

d. Aides used largely for noninstructional activities across several
classrooms

Aide Performance

Objectives: The aides will demonstrate a level of adequate or better

performance as measured by the attached locally developed checklists.

Sampling Procedure: All aides

Design: A fall, midwinter, and spring observation will be conducted

by the coordinator and/or supervisor in each of the four aide categories.

Measuring devices: 1. observor rating checklist
2. teacher rating schedule (aide performance)
3. aide self-evaluation schedule

Data Analysis: 1. Correlation (Pearson) between observor ratings
and teacher ratings.

2. Aide ratings by observors will be tested for
significant differences (t ratio) if an examination
indicates changes (in either direction) between
fall and spring observations (by category).

Possible category: An analysis of items rated low by teachers, aides,
or observors will generate specific areas for in-
service training or preservice orientation for
aides and/or teachers.
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APPENDIX B - Support `services

ESEA Title I project proposal #66-23-00-72-001, Yonkers,
$1,161,450
contact person: Joan Chertok

= 3730,

The following evaluation design was abstracted from the Yonkers project

application sections three and four. Only the support service component

evaluation design of project "ACTION" is presented below.

The district decided to expend part of its allocation on guidance

counselors, social workers, psychologists, and attendance officers. The

district had determined that disadvantaged learners (1) had a high rate of

absenteeism, (2) had a noticeable hostile or apathetic attitude toward

school, (3) had a low expectation for success in school, and (4) frequently

"acted out" or were disruptive in class when they did attend. The district

desired to know whether the supplementary services cutting across several

grades changed nonacademic behavior.

Objective 1: The target population will demonstrate a significant

reduction in truancy.

Sampler A total sample greater than 120 pupils will be randomly

selected from target classrooms within each school.

Design: A pretreatment mean attendance rate will be established for

the sample, based on the pupils' last yearb attendance record as taken

from the permanent record cards. A treatment mean attendance rate will be

obtained from this year's attendance patterns.

Data Analysis: A correlarcz: t test or ss ratio will be computed (1);.05).

Objective 2: The target population will demonstrate a significant

improvement in attitude toward school as measured by a locally developed

hool attitude instrument (attached.)
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Sample: Stratified, clustered random sample. N>120. A nontreatment

group of eligible nonparticipants will be selected under the same

procedure.

Design: A preattitudinal and postattitudinal survey will be adminis-

tered in September and May.

Data Analysis: An analysis of covariance will be employed.

Objective 3: The target population will demonstrate an increased

expectancy for success in school as measured by the locally developed

instrument.

Sample: Stratified by grade, clustered by school, randomly selected.

N >120.

Design: A pretest will be administered in September. A posttest will

be administered, in June. The incidence of participation at the parent

involvement sessions will be recorded.

Data Analysis: A t ratio will be applied to the correlated means to

determine whether a significant (p1.05) change in expectation has occurred.

An analysis of covariance will also be applied to the pupil's pre and post

scores. The two categories for treatment analysis are the pupils whose

parents were concerned and attended the involvement sessions; and, the

pupils whose parents may or may not have been concerned who did not attend

the involvement sessions. The pupil scores on the school success expectancy

instrument will serve as the dependent variable.

Objective 4: The target population will demonstrate a significant

reduction in disruptive behavior as measured by referral for discipline

records.

Sample: A random sample of 50 pupils from the pool of pupils selected

for guidance, social work, and psychologist intervention.
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Design: The mean rate of referral based on last year's records will

be compared to the mean rate of referral for disciplinary action this

year by means of correlated t ratio.

11.
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APPENDIX C - Instruccional Activity (Summer)

ESEA Title I project proposal #44-18-00-71-002, Port Jervis, N = 130,
$16,025,
contact person: H. Edward Dux

The following project proposal from Port Jervis was a summer project

devoted to intensive remedial reading activities. It was the district's

intent to average nearly 5 months eading comprehension achievement in

approximately 5 weeks of instruction for over 300 pupils.

The objectives and evaluation plan (section III) are reproduced below

exactly as they were received.

A. Objectives: To raise the reading comprehension of one-third of

the students by one grade level (+1.0); to raise the reading comprehension

of one-third of the students by half a grade level (+.3); to raise the

reading comprehension of one-third of the students by 1 month (+.1) all

within the specified 5 week program. The criteria used for achieving

the above stated objectives are:

1. Temple University's Individual Reading Inventory (see attached).

2. Standardized diagnostic reading test published by Education

Progress Corporation; 8538 E. 41st Street, Tulsa, Oklahoma.

B. Development and Application of Sampling Plan: Target population -

all students attending the program, grades1 through 8 utilizing

randomized sampling.

C. Methodology and Management:

1.. Pretesting and posttesting using Temple IRI in grades 1

through 8.

2. Pretest and posttest using standardized diagnostic reading test

published by Educational Progress Corporation will be given to one

randomized section in each grade 1 through 8.
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3. As a means of judging the merits of the Education Progress

Corporation materials, the test results from the randomized sections of

grade 3 will be compared. All sections of grade 3 will receive pre- and

post- Temple IRI's. In addition, one section of grade 3 will receive

prediagnostic and i:ostdiagnostic reading tests through E.P.C. This ran-

domized section will utilize only the E.P.C. Reading Series and Language

Arts series materials. The other third grade sections will use regular

summer school materials as in the past. They will not use E.P.C.

materials.

Data Analysis: Analysis of the pre- and post- IRI together with the

E.P.C. diagnostic reading pretests and posttests will be compared based

on reading comprehension measured in terms of monthly growth.

Treatment by statistical techniques for inferential conclusions will

be checked by means of the t test. With this device it is hoped that

elimination of chance, maturation, and regular classroom growth will not

affect the test data.



EVALUATION FLOW CHART FOR TITLE I PROJECT PLANNING

eeds
ssess

lan Title I
roject

il

Locate areas of educational disadvantagement
Select goals based upon deprived areas
Rank goals for priority assignment
Index goals by category of compensatory aid for
resolution

i

Translate goals into cognitive, affective,
psychomotor domains

I-- Develop behavioral objectives in each domain

1.

(process and product)
Identify dependent and independent variables
Construct a general evaluation design

11

Define criteria for inclusion in target popul&tion
Identify subpopulations
Develop sampling procedure
Select sample to meet size within sampling pro-

cedure

I

Select & Implement
Sampling Plan

Select Statistical I

Analysis Techniques

'Select & Develop
'Instruments

anage
ata Collection

0eration

ranslate Data

fSelect kinds of relevant descriptive summaries
Select inferential statistical tests for comparisons
appropriate to variables*

(a) Survey existing instruments for
compatability with variables

Selection (b) Weigh feasibility with learning
situation and learner's character-
istics

(a) Construct items
(b) Specify procedure for reliability

Development and validity check*

(c) Pilot test instrument
*

(d) Revise instrument*

.f

Indicate method to administer instruments to sample
according to design schedule

-- Decide upon follow up procedures for irregularities
and verification checks

Specify tabulation and coding syste*
Forecast categories for desired comparisons

m *

{
Schedule electronic dale processing or manual

technical procedures

Review State-mailed interim information form
Forecast synthesis of results for conclusions

Plan Project
Re ortin Format 1--

about behavioral outcomes by process and product
objectives

Plan for reporting a plan for rectifying
treatment failures before replication

1
Activity (treatment) planning, omitted from this chart, occurs concurrently
after the behavioral objectives are specified.

*
Consultant/contractor help advisable.
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