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Abstract

This paper is concerned with an empirical comparison of three proposed
indices of predictor variable poﬁency: (1) the scaled weights of the
first Fisher-type discriminant function, (2) the total group estimates
of the correlations between each predictor variable and the first Fisher-
type function, and (3) the within-groups estimates of the correlations
between each predictor variable and the first Fisher~type fumction. It
was found that given a single run of an experiment none of the indices
were sufficiently reliable to be o great practical value in identifying

potent variables except when the total sample size was very large.
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AN EMPIRICAL COMPARISON OF THREE INDICES OF

VARIABLE CONTRIBUTION IN MULTIPLE GROUP DISCRIMINANT ANALYSIS

R. A. Fisher's original discriminatory technique is well known
and involves the reduction of a set of p measures to a single (com~

posite) measure, a "linear discriminant function" (LDF),

Y = + + e
w1 xl w2 X2 + wb Xp

The w, (i=1, ..., p) are determined so as to maximize the ratio of
the differences between the sample means of the Y-values to the stan-
dard error of this difference as estimated from the within-groups
mean square. In analysis of variamnce terminology this is equivalent

to finding the W such that, for the Y-values, the ratio

is maximized. The popularity of the extension of Fisher's two-group
analysis to one involving k groups is principally due to the efforts
of statisticians at Harvard University.

As described by Cooley and Lohnes (1962 Ch. 6) multiple group

discriminant analysis strategy begins with a principal components



analysis. This analysis is wade, not of the predictor variable inter~ -
correlation matxrix, btut of the matrix product E-IH, whexe E and H are’
the pooled within-groups and the armong-groups .deviation score cross—
products matrices,.respectively.  This "factoring” may be construed
as a partitloning of the discriminatory power of the set of b predictox
varlabies into uncorrelatad components called discriminant functions.
The vectors obtained from the eigenanalysis of 1 define a (discrim=- -
inant) space such that when points representing the groups are located
within it, these points are separated from each other to a waximum
degree.

The sample estimates of the coefficients of the disecriminant
functions are determined by the eigenvectoré,.gi, associated with the

eigenvalues, Ai, of the determinantal equation
I - Az] = O.

The eigenequation which leads to the coerfficients is
Etu - A;Du, = 0.

This latter equation is obtained as a result of maximizing the ratio
of mean-square among to the mean-square within groups. The maximum
number of discriminant functions necessary to.represent group differ-

ences is the smaller of p and k - 1.



To find the dimension of the so-called “discriminant space"
eitherx tﬁe eigenvalues are subjectcd.to 2 significance test (see Rao,
L952,. pp. -372~373), or a subset of the non-~zero eigenvalues that
-&ccquats for-a large percent, say‘BO, of the total discriminating
power of ﬁhe predictox variables may be chosen. The obtained eigen=-
vectors.may be normalized, and the elemeﬁts-of these normalized
eigenvectors are then the coefficlents of the discriminant functions.
ihese normalized vectors may ba scaled by mﬁltiplying each element
by the square root of the corresponding variancg éstimate obtained
from the principal diagonal of matrix E.

In many situations involving multiple group discriminant analysié
interest is centered on the relative contribﬁtion of each’predictor
variable to the discrimination involved. 'By analyzing the K group
centroids in the reduced or discriminant space, it is posaible to
determine the role of each of the discriminant functions retained.
That is, some insight into tha question, "Between what groups or sets
~of groups does each function discriminate?" may be gained. It is
informative to determine which predictor variables are contributing
the most to such discriminations. The problem of deternining indices
of variable potency in terms of cqnt:ibution to discrimination is one
wﬁich has plagued researchers for some time.

One possible solution of this problem has been proposed by Cooley

and Lohues (1962, p. 118). They claim that the scaled coefficlents

(i1.e., "beta" or "standardized" weighté) mentioned above indicate the

relative contribution of each variable in determining the discriminant score.
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Cautions against the use of such weights are pointed out by Bock and Haggard

(1966, pp. 118-119).

-

Another approach to the problem of assessing the predictor vari-
able contuibution to discrimination.inﬁolves'a.consideration,of |
estimates of the correlations.betwgen each of the predictors and each
of the discriminant functions. The matrix of such correlations
c§nstitutes what is known in factor analytic terminology as a “structure"
matrix. 7Two approaches have been used to compute these estimates. When
the data collected are considered as representing a single §0pu1ation,
the structure matrix is determined aé follows. Let q be the dimension
of the determined discriminant space. Then the (@ x q) diagonal matrix
of the variances of the scores on each of ﬁhe discriminant functions

is given by
G = U DT v,

whera

U= the (p x q) matrix of orthogonal normalized eigenvectors

of £t

H, and
DT = the (p x p) total covariance matrix.

The discriminant weights are then rescaled by the following matrix

multiplication: .

~1/2 s
B = UG .




Here B is a (p x q) matrix. Let S denote a (pXp) diagonal matrix of
the varlances of the predictor variables (i.e., of the elemenﬁs of the
main diagonal of D). Then.the (p x q) matxix, Z, of discriminant
weights appropriate fqr use with. .standardized scores 1s

The (p x q) structure matrix is then given by
1) A= RZ,

where R 1s the (p x p) predictor variable intercorrelation matrix.

-

Correlations computed this way are precisely the r-values that would

LTI

result if the Pearson product-monent coeificients between the sample
predictor scores and the sample discriminant scores were calculated
(see Gulliksen (1950, p. 339)- in :hi; study qnly the correlations
between the predictors and the "leading" discriminant function were
considered.l Therefore, only the first column of A in (1] is of
interest here.

If the underlying model is one of X populations with identical
covariance matrices, then the max%épm likelihood estimate of the true
correlation vector is given by (Bargmann, 1970, p. 53 or Porebski, .

1966, p. -225)

2] . e EYYE@BD,
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where

v = (1 x p) vector of weights for the first discriminant

function, and

Dl//E—_'z (p x p) diggcaal matrix of the reciprocals of the

positive square roots of the diagonal elements of E.

The purpose of this study was to investigate the stability, over
repeated sampling, of three indices of predictor variable potency:

#1 The scaled discriminant function coefficients,

#2 The correlations from the first column of the structure

matrix given by equation 1], and

#3 The correlations determined as in equation [2].

The computerized simulation procedure was developed for drawing
random samples of size N from k p-variate normal populations having
a known common covariance matrix. This sampling experiment was
repeated to provide data for empirically checking the reliability (in
the sense of consistency) and validity of the three indices studied.

A more detailed description is provided elsevhere (Huberty, 1969).

Data Analysis

The criterion used to judge the stability of the three indices of
predictor variable potency was the consistency of the observed rank of

each variable, as determined by the absolute value of each index, over

repeated replications of the experiment. A necessary but not sufficient

essential of avalidindex of variable potency is that it exhibits con-
sistency over repeated sampling. That is, an index lacking such con-

sistency provides no basis for inferential statements concerning

R N



the respective worth of selected predictor variables. Only the

rankings  of the variables with respect. to the first discriminant

. function were determined. These potency rankings were analyzed

in two ways. First, the .number of times each variable attained a

_given rank was determined. These numbex-of-times-per-rank counts

were found for each of the N~values and each of the k-values studied.

These counts were organized into 24 (3 indices x 4 values of N

x 2 values of k) two-way tables, the rows corresponding to the 10

possible ranks and the columns corresponding to the 10 vardables.
The second analysis involved a correlational approach. For

each index the ranks of the variables, with respect to the first

- discriminant function, were found for each replication of the experi-

ment. Ranks from 1 to 10 were assigned according to the numerical
value of the index. Thus for each index a 100-by-10 two-way table
was formed for each value of N and each value of X. The relation- .
ship among the 100 rankings was deterﬁined.by computing the coefficient
of concoxdance, W (Kendall, 1955,.§. 95). This c&éfficie&t.wﬁs
computed for the first discriminant function, for each of the three
indices, and each of the four values of N in both th: three=~ and
five-group situations. This resuléed in the computation of 24
coefficients in all. The significance of each observed value of

W, i.e., the hypothesis that there was no consistency in thé'rankings
over the 100 wxecplications, was tested using a chi-square .statistic
(Xendall, 1955, p. 98). When an.obsefved value of W was found to be

significant, i.e., when there was evidence of some agreement of the

o e e =t
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potency of the discriminator variables over repeated sampling, an
estimate of the true ranking was obtained by ranking the variables
according to the sums of the ranks allotted over the 100 replica-

tions.2

Results

3

Three Group Case (k = 3), It was clear from tables™ exhibiting

the number of times each variable attained a given rank for each
index that the stability of the indices over repeated sampling is not
very marked. If an index is operating consistently over repeated
sampling, then each column of such a table would contain only one
value which is large in relation to the others; such a pattern was
not observed.

The W-values and the observed chi-square values corresponding
to them are given in Table 1. All of the values were significantly
different from zero (at tha .0l level). Some (when N = 90) of the
observed W-values which, according to Kendall may be roughly inter-
preted as correlation (here in the sense of reliability) coefficlents,
are quite low. That these low values were significant is simply a
result of the power of the test to detect differences between the
hypothetical zero value of the population W~values, and theilr observed

values which differences are of no practical consequence. It is

clear that unless sample size is very large neither the scaled

- - -

Insert Table 1
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9
weights nor either ol the correlation estimates of variable potency |
are very consistent wver xrepeated sampling. | |

The population waights for Variable§“9 and 10 were arbitrarily
fixed at zero (see Huberty, 1969). That is, these two variables would
be expected to éxhibit alninum potency insofar as theixr contribution
to discrimination among groups is concerned. Hence, it was possible
to effect, to soma extent, an evaluétion of the validity‘§£ the

three indices under consideration.

While none of the indices provides a very reliablg rank-order of
variable potency for a single run of the exﬁerimenc, the reliability
of each index is nevertheless sufficient to provide a reliable (in
the sense of consistent) estimate of variable potency when the ranks
are averaged over 100 replications of thé experiment.  Table 2 gives
the potency of each variable based on the average value of its rank as ﬁ
assigned by each index over 100 runs of the experiment. With one | i
exception which occurred in the case of the smallest sample size g
(N = 90), Tddex #1 assigned potency ranks of least and next to least
to Variables 9 and 10. Index #2, on the other hand, assigned potency
ranks ranging from 4 to 6 to Variable 10 and the ranks assigned to.
this variable by Index #B.ranged from 4 to 7. Judged in the 1light of
this criterion, Index #1 is clearly the most valid of the three.

As a check on' the reliability of the average potency ramks over

100 replications of the expariment,‘xéndall's W was calculated.for:

each index using the (average) ranks.for the.four sample sizes as a

Insert Table 2

11

siael e iRl

it b ulpt 205

foid 0 i S

R P BTN RR R

TR

ol Bodtl Uk 34 e

T e ke el ey e T
bbbt oSl st seatdibisnidios



10

given in Table 2. The W-values for the three indices were .95, .92,
and .91, respectively. When the sum of the (average) ranks over the
four sample sizes is usad as a basis for assigning an overall potenéy
rank to each variable, these "Final" ranks are as shown in Table 2.

On the basis of these final ranks, Index #1 again identified Variables .
9 and 10 as least potent. However, one of these variables (#10) was
assigned a rank of 4 by Index #2 and a rank of 5 by Index #3.

Five-Group Case (k = 5). The results obtained in this case very

closely parallel those obtained when the number of criterion groups

was three. Values of Kendall's W wera computed, as well as the chi=-
square values used in testing the significancg of each, The results
. are reported in Table 3. The average potendy ranks of each variable

as assignad by each index over 100 runs of the experiment are given

£

in Table 4. Again, Index #1 assigned the lowest ranks to Variables

9 and 10. Index #2 and Index #3 performed somewhat better than in
tha threa=-group case but they still failed to consistently identify
Variable 9 as one of the two variables of lowest potency. The value
of Kendall's W for the (average) ranks as assigned by Index #1 over
tha four sample sizes was .85. The corresponding values for Index #2
and Index #3 were .95 and .97, respectively. Overall or "Final"
ranks were established and are also given in Table 4. Again, Index
#1 ddentified Variables 9 and 10 as least potent.‘ Index #2 and #3
identified Variable 10 as least potent but assigned final potency

ranks of 7.5 and 8 to Variablae 9.

pes— a0 m0 a0 o g

Insert Tables 3 &4
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Conclusions

The conclusions of this study are limited to a situatien in
which 1) the k populations are p-variate normal, 2) the k population
covariance matrices are identical, and 3) the number of "subjects"
drawn from each population is the same. In this situation the find-
ings support the following conclusions

1) Index #2 and Index #3 can be expacted to have comparable

reliability and to be more reliable than Index #1 as
indicators of the true potency ranking of the predictor
variables.

2) Index #1 can be expected to be the most valid in identify-

ing those variables that contribute minimally to the .
discrimination involved.

3) Given a single run of the experiment, none of the indices
can be expected to be sufficiently reliable to be of great
practical value in identifying potent variables unless the
total sample size is very large. The use of correlatioms
as indicators of variable potency does not appear to be a

solution to the so-called "bouncing beta' problem.

132
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FOOTNOTES

1The reasons for this restriction are: 1) the first function
usually accounts for a major portilon of the discriminatory power of
the set of predictors, and 2) for each replication of the experiment

the number of "significant" functions may not be the same, but there
will always be at least one.

2yendall (1955, p. 114) shows that this procedure gives a "best"
estimate in a least squares sense.

.BTables for the first two indices are presented elsewhere
(Huberty, 1969).
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Dable 1

Coefficients of Concordance, W, and

> Associated Cai-Square Values for X = 3
W | .x'z'(;_)
‘Tndex #1
N= 90. .113 112.050
N= 150 ATT ' 159.007
N = 300 | .302 ., © 272.007.
N = 450 : .381 . 343.043

Irdex #2

. N= 90. 182 © 163.887

B N = 150 . .259 233.267
N = 300 . 288 258,923
N = 450 418 376.129
Index #3
M= 90 .189 169.979
N = 150 . .265 | 238.097
N = 300 .299 ‘ 268. 898
¥ = 450 425 | 382. 89k

u

¥y (9) = 21.666
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Table 2
Sstinmates of the True Rankings

of the Predictor Variables for k = 3

]

Variable

Index #1
N= 90 8 o9 2 ¥ 6 5 3 1 0.7
N = 150 & 7T 2 5 8 4. 3 1 10.9
N = 300 8 7 3 % 6 5 2 1 10 9
N = 450 . 8 T 2 % &6 5 3 1 1.9
_ Final 7.5 7.5 2 4 6 5 3 1 10.9
Index #2 | |
N= 90 0. 2 T 3 8 6 'g 1 9. 5
N = 150 . | 0 2 L T 8 6 3 1 9 5
N = 300 . "0 2. 5 -» 8 7T 3 1 9 6
N = 450 . 0. 2.5 T 6 8 3 1 9 &
Final 10 2.5555 8 T 3 1 9 L
Index #3 .
N= 90 0° 2 1 3 8 6 ¥ 1 9 5
FN=25% 10 2. 4 7. 8 6 3 1 9 5
N300 10 2 :5- 4 8 6 3 1 9 .7
N = k50 . 0. 2.5 ¢ 6 8 3 1 9 bk
Final 10 2 5 5 8 7 3 1 9 5

17
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Table 3
Coefficients of Concordance, W, and

Associated Cai-Square Values for k = 5

W

W . .. . ng (9)
Index #1
N= 60. W 069 62.433
N = 150 ‘ o1h3 128.998
N = 300 .236 212,140
N = 450 . .351 315.506.
Index #2  . .
N= 90 . .099 | . .788.798
N = 150 Caen | 108.960 .
- N = 300. . : .191 © 172,189
N = 450 . .318 | 286.259
Index #3
N= 90 112 | 100,951
N =150 . .129. 116.149
N = 300 .208 187.4k6
= 450 .332 298.848

X2 oy (9) = 21.666
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