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ABSTRACT

In a post-mortem study of item sampling, 1,050 examinees

were divided into ten groups fifty times. Each time, their

papers were scored on four different sets of item samples from

a 150-item test of academic aptitude. These samples were

selected using (a) unstratified random sampling and stratifica-

tion on (b) content, (c) difficulty, and (d) both. There were

no systematic relationships between method of sampling and

accuracy or stability (defined in terms of the means and

variances of the distributions of the estimates) of estimated

total-test mean or variance. Implications for both generaliza-

bility theory and item sampling methodology are discussed.
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Introduction

Increasingly, psychometricians have been suggesting that matrix
sampling be employed in the norming of tests. "Matrix sampling"
is that technique under which an examinee responds to only a sample of
the items that comprise the full test. The sampling is across both
items and examinees, hence "matrix sampling." The tereitem sampling,"
which also has been used to denote the technique, is here defined more
narrowly in that it refers to the sampling of only the items. In any
event, the results obtained from examinee samples' responding to the
item samples are used to generate estimates of the performance that
would have been obtained if all of the examinees had been presented with
all of the items.

To date, little attention has been paid to the manner in which the
items are selected for allocation to item sample, that is, which items
are grouped together. In nearly all previous studies of matrix sampling,
the item sampling has been done at random without replacement, employing
unstratfieo selection methods. The rationale underlying generalizability
theory, however, suggests that some form of stratified-random sampling
would yield better estimates of total-test statistics than would unstrati-
fied random sampling. "Stratified-random" sampling is here defined as
that in which (a) items are grouped on some a priori basis, such as their
content or predicted difficulty, and (b) the item samples are selected
in such a manner that they will contain similar proportions of items of
like content, difficulty, or both. This study, then, was directed toward
the question, "Are estimates of total-test mean and variafte arising from
stratified-random item sampling more accurate or stable than estimates
based on simple (unstratified) random sampling?"

Related Research -u

Cronbach and his associates (Cronbach, Sch8nemann, and McKie, 1965;
Rajaratnam, Cronbach, and Gleser, 1965) have presented an argument that
ganeralizability from one test to another is increased when the tests'
items are selected on a stratified-random basis. Strictly, "generaliza-
bility" is the relationship between scores on a test and scores on one of
a family of similar tests. The present study investigated empirically,
with the actual test score data, whether or not generalizability from a
sample of items to the finite number of items comprising the total test
is not also enhanced by selecting the items for part-test membership on
a stratified-random basis. This relationship between generalizability
theory and matrix sampling has been previously pointed out by Osburn
(1967; 1968). Cronbach et al (1965) used hypothetical data to test the
theory. Their examinations were composed of items that varied in diffi-
culty and, through manipulation of the magnitudes of inter-item correla-
tions, had the appearance of differing in coatent. They found that
generalizability, as approximated through internal-consistency procedures,
was least for the unstratified tests, next largest for those stratified

on the basis of item difficulty, still larger for the test stratified on the

basis of coment, and greatest fcr those stratified on the basis of both



content and difficulty.

The first full-fledgedua hoc empirical study of matrix sampling

was that of Lord (1962). He selected ten seven-item part-tests from

among the first seventy items of a vocabulary test taken by 1,000 college

seniors. The sampling was from these items in order to avoid problems

of interpretation that might have resulted from including "not reached"

items. Item sampling vas performed at random, with replacement. Isom

commented that sampling without would have been preferable since (a)

sampling with replacement resulted in having some items' being selected

more than once and others omitted, and (b) sampling without replacement

would not have violated any of the underlying mathematical assumptions
(p. 262). All subsequeLt investigators have sampled both items and

examinees without replacement. The examinft-sample groups were selected

from the norming sample randomly without replacement. The papers were

scored for both item-sample (part-test) scores and total-test scores.

Then, total-test arithmetic mears and variances were estimated, using

equations that were based on those of Lord (1960, Table 2). These

equations or their algebraic equivalenta have been employed by nearly

all subsequent investigators. Plumlee :1964) provided the first study in

which the Lord methodology was used with non-overlapping item samples.

She sampled from among a thirty-item punctuation test and 200 apnlicants

for clerical positions. Cook and Stufflebeam (1967) varied the size of

examinee- and item samples with a pool of 1,239 college students who had

responded to a 115-item achievement test in health education. In both

of these studies as well as in that of Lord (1962), the item-sample-

basea estimates of the total-test mean and variance were generally closer

to the actual total-test wean and variance than were estimates derived

from having samples of fewer examinees scored for the total test. These

later estimates were used for comparison because they were based on as

many responses as were those obtained through matrix sampling.

The content areas of the tests employed by Lord (vocabulary) and

Plmmaee (punctuation) were probably relatively homogeneous, but the

college-level achievement tests used by Cook and Stufflebeam could probably

have been divided into part-tests on the basis of content area. Moreovdr,

even if there were a test that tapped just one mental trait, its items

would probably differ in difficulty. This suggests that item samples be

selected not on a simple, unstratified, random basis, but rather that

stratification on the basis of both content and difficulty be used to make

each item sample resemble as closely as possible the total-test for which

estimates are sought.

Kleinke (1969) attempted to investigate the relative accuracy of

estimates based on item-samples formed in four different ways. His test

was a one hundred-item test of verbal ability that bad been administered

to more than 150,000 twelfth-grade pupils with college aspirations. Forty

of the items were verbal analogies (11As), and thirty each were sentence

completions (SU) and same-opposites (SOO. Additionally, pretests pro-

duced a priori estimates of item difficulty. Four different sets of ten

ten-item samples were selected. The first set was drawn with simple

random sampling. The second was stratified on the basis of estimated item

difficulties. Item-type, or content, was the basis for stratification
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for the third set of samples, and the fourth was selected after strati-
fication on both difficulty and content. The examinee samples of 105
examinees each were selected randomly without replacement. The hypothe-
sis, that the "random" (R) sample would produce the least accurate
estimates of total-test mean and variance, the "difficulty" (D) sample
the next most accurate, the "content" (C) sample the next, and the diffi-
culty-by content"(DxC) the most, was not supported. It was argued that the
failure to support this hypothesis was due to inadequate design. It was
suggested that an arbitrarily large number of different sets of item
samples be drawn under each of the four sampling strategies and that the
distributions of the estimated statistics derived therefrom be observed.

Objective

It was the purpose of the present study to follow the suggestions of
Kleinke (1969) to investigate the effect of type of item sampling on the
accuracy and stability of the resulting estimates of total-test mean and
variance. A number of sets of item samples were drawn from the same total
test, using four different sampling strategies. Under the first strategy,
items were sampled on a purely random basis, without replacement, The
second strategy was to stratify the item samples on the basis of a priori
estimates of item difficulty. Under the third strategy, content Titem-
type) was the basis for stratification. For the fourth set of samples,
stratification was on both difficulty and content.

Following the theory and results of Cronbach et al (1965) and
Rajaratnam et al (1965) it was expected that the R samples would yield
the poorest estimates of total-test mean and variance; the estimates based
on difficulty-stratified item samples would be next best; those based on
the C samples, the next best; and the estimates arising from DxC samples
would provide the most accurate and stable estimates. "Accuracy" was de-
termined by comparing the mean of the distributions of the estimates with
the knuwn population values; "stability," by examining the variances of
those distributio,..

Method

smalys Units

The test was the 150-item test of which Kleinke's (1969) one hundred
items were the first portion. These were augmented by the inclusion of
fifty arithmetic reasoning (AR) questions, which were items 101-150 in the
original examination. The problem of including "not reached" items that
was encountered by Lord (1962) was not present with these data: no item
was omitted by more than two percent of the examinees.

Items were assigned to difficulty strata in the following manner.
The frequency distribution of the a priori estimates of item difficulty
was divided such that there were 30 items designated "very ease (VE);
4o, "moderately ease (S); 50, "moderately difficult" (MD); and 30,
"very difficult" (VD). The number in each category were chosen to be
proportional to the numbers in the content strata. There were 19 items



-4-

whose estimated difficulty indices fell at one of the three cutting

points. They were arbitrarily assigned to one of the cells in order to

maintain the 3-4-5-3 ratio within content area. Numbers of items by

difficulty stratum and content area are presented in Table 1. That there

Table 1. Numbers of items in difficulty strat.,
by content area

Designation Estimated

Content Area

Difficulty SO VA SC AR Total

VE

ME

MD

VD

.59-.72

.51-.59

.43-.51

.25-.43

7

7

11

5

10

11

9

10

7

7

10

6

6

15

20

I 9

30

40

50

30

Total 30 40 30 i 50 150

was no apparent relationship between content and distribution of estimated

item difficulty was supported with a chi-square goodness-of-fit test

= 5.840 d.f. = 9, .90> p > .75).

Items were assigned to item sample using four different sampling

strategies. Under the first (R), items were selected at random without

replacement. The second strategy, to select the D samples, restricted

each item sample to three each VE and VD items, four ME items, and five

MD items. In similar fashion the C samples contained three each SC and

SO items, four VAs, and five ARs. Item allocation for the DxC samples is

presented in Table 2. In all cases item selection was performed at random,

without replacement, using an IBM/50 computer.

The examinees were the 1,050 used by Kleihke (1969). To simplify

computations, their responses to the 150 items were stored binarally

on magnetic tape.

Computations

The following steps were repeated fifty times:

1. Ten nonoverlapping examinee-samples of 105 examinees were

drawn, designated 1, 2, ... 10.

2. Four sets of ten 15-item item samples were selected, designated

R10 RI R10, D1, D20 D10, Cl, C2, SOO, C10, DxCl, DxC20

Of., DxClO.



Table 2. Allocation of items to item-sample for
content-by-difficulty samles

Content Difficulty

SO

VA

SC

AR

Item-sample

VE 1 T. 1 I
M E 0 0 0 0
MD 1 1 1 1
VD 1 1 1 1

VE 3. 1 1 1

ME 1 1 1 1

MD 1 1 1 3.

VD 1 1 1 1

VE 1 1 1 1

ME, 3. 1 1 1

M D 1 1 1 1

VD 0 0 0 0

VE
ME
MD
VD

0 0 0 0
2 2 2 2
2 2 2 2
1 1 1 3.

1 "1: 0 -6 175
1 1 2 2 0 1

1 1 1 1 2 1
0 0 0 0 0 1

1 1 1 1 1 1

1 1 1 1 2 1

1 1 1 1 0 1
1 1 1 1 1 1

0 0 1 1 0 1
1 1 0 0 3. 0

1 1 1 1 1 3.

1 1 1 1 1 1

1 1 1 1 1 1

1 1 1 1 1 2
2 2 2 2 2 2
1 1 1 1 1 0

3. Each examinee's responses were "scored" (totaled) for the

appropriate four item samples.

4. The forty distributions of item-sample scores were generated

and their means and variances computed.

5. Item difficulty indic3s (proportion correct) were established

for each item under each sampling rule. For etch item sample,

the sum of item variances was computed.

6. For eadh of the four samRling rules, the estimated total-test

mean (S) and variance ( rI) were computed, using the algebraic

equivalents of Lord's (1960, Table 2) equations.

Following thIse fifty repetitions, there were thus four distributions (R,D1C,

and DxC) of T and 2g. All 1,050 examinees' responses were also scored for

the total test to obtain the criterion mean and variance.

Results

Means and variances of the estimated total-test mean and variance are

presented in Ttble 3. AR can be seen, there were no systematic differences



Table 3. Means and variances of estimated total-test
statistics, by item-sampling rule

Statistic

Mean

Variance

Sampling rule

Randomj Difficulty Content

Estimated mean*

75.52

.23

75.38 75.37

.28 .23

75.53

.25

Mean

Variance

Estimated variance**

741.14

894.74

740.6c

747.60

739.82

955.93

738.78

752.46

* Criterion mean = 75.43

** Criterion variance = 743.81

in the stability of the estimates (as measured by their variance) or the
accuracy of the estimates (as measured by comparing their mean with the
criterion value).

Conclusions

It must be concluded that, with the data set at hand, item-sampling
strategy made no difference in accuracy or stabilitk of the estimated
total-test mean or variance. For the test used and the examinees who
responded to it, unstratified random samples yielded estimates that wer90 in
general, no more or less accurate or stable than idlose that resulted from
stratified item samples.

This conclusion was reached after several checks were made on the
methodology, in order to rule out some plausible competing hypotheses.
For instance, a check was made on the sampling and computational proce-
dures themselves. No anomolies were discovered. That is, the items and
these data were numerically correct. Additionally, the scoring of the
examinees' responses was found to be accurate.

It could also have been that the stratification on content was
effective but that on difficulty was not. To check this, the R- and D-
samples and the C- and DxC-samples, respectively, were combined, and then
the opposite pairings were made. Shoemaker and Osburn (1968), for instance,
suggest that stratification on difficulty is more important than that on
content. The means and variances of the grouped estimates were then



examined. Still, no differences were uncovered.

Aiso, the item difficulty indices themselves were examimtd.

They were found to be stable. That is, the original, a priori,
estimtes ranked the items' difficulties in virtually the same
order as did the item-sampled results. These item difficulties

were distributed approximately normally with a mean of about 0.5;

more than two-thirds of them were orginally estimated to be be-

tween 0.4 and 0.6.

Likewise, interitem correlations were gpnerally within the
ftmoderate positive" range. The total-test and its examinees were,
therefore, typical of most well-constructed tests of academic apti-

tude: items of moderate difficulty with modestIbut positive inter-

correlations, even after the inclusion of the arithmetic reasoning

items in a deliberate attempt to decrease those intercorrelations.

That the interitem relationships was high was borne out by an investi-

gation of the Kuder-Richardson Formula 20 reliability estimates for the

various item samples. They were essentially the same in central tend-

ency and dispersion for all four sampling rules.

Further research is indicated. This should take two different

directions.

The first of these, suggested at the time of the interim report

on this project and subsequently also suggested by Shoemaker (personal

communication), would be a Monte Carlo study. A number of studies

similar to that being reported here should be conducted using generated

data whose interitem correlations and item difficulty indices could be

manipulated, to uncover which characteristics, if any, of a test affect

the accuracy and stability of total-test estimates.

The second line of investigation parallels this. It would be a

survey of typical standardized and locally-constructed tests to see just

what the distributions of item difficulties and interitem correlations

are, The Cronbach et al (1965) and Shoemaker and Osburn (1968) results

were based on artificially generated data, with luch parameters as
rectangularly-distributed item difficulty indicea ranging from 0.1

through 0.9. Just how realistic such parameters are is an obvious area

for investigation. The point is that stratification may be important,

but only under conditions that simply do not exist with actual tests.

Finally, that no differences were observed in the present study can

be interpreted to imply that one may stratify if he wishes. If item

sampling is to be used for criterion-referenced measurement, or even for

the more traditional norming of a test, content-stratification, at least,

might lend greater acceptibility to a test. Since the stated or implied

purpose of matrix sampling generally is to make the test-taking task

more acceptable to the examinees and their administrators, it could be

that the increased face validity that could result from stratification

would enhance the task's acceptibility.
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