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PREFACE

THIS TEXT was prepared originally and has been revised annually by
the Space Directorate of the Air University Institute of Professional
Development. The Space Handbook serves as the text for the Funda-
mentals of Space Operations Course. a resident course within AUIPD.
As such, the text was written at an intermediate level of academic dif-

fit.,11ty butyvith considerable depth of detail.

The objectives of the Fundamentals of Space Operations Course are:

1. To provide the student with an understanding of the basic physical
laws and principles of the space environment, propulsion, orbital
mechanics, guidance and control, and atmosnheri.: penetration which
permit and limit space operations.

2. To provide the student familiarization with: objectives of the
national space effort; current tePlno1ogy; propulsion devices and launch
vehicles; electronic applications; present and possible future vveapon and
support systems including limitations and feasibility.

3. To stimulate thought on new ideas and concepts so that the stu-
dent may apply more effectively his knowledge in performance of space
planning and operational duties.

The Space Handbook also serves as the support text for the Astro-
nautics and Space Operations phase of instruction, Air Force ROTC
Aerospace Studies 300 Course.

Recommendations for improvements of Space Handbook should be
sent to: Commandant, Air University Institute for Professional De-
velopment, Maxwell AFB, Alabama, 36112.
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CHAPTER 1

THE SPACE ENVIRONMENT

FOR THOUSANDS of years man has looked at the heavens and wondered.
What are the stars? What are the planets? The Moon? The shooting stars?

Why and how do these heavenly bodies move? Answers derived from supersti-
tion, philosophy, religion and fear abound in the :iterature and folklore of all
peoros. Only recently, in the history of man, have answers been found in
observation and experimentation. And, even these answers are tentative. The

succcss of the first manned lunar landing, Apollo 11, was truly a milestone in

the search for understanding which continues at a quickening pace.
Today there are at least two ways of looking at the space environment. The

first is the magnificent lookthe look that sees space as the whole universe in
terms of both matter and energy. The second is the practical lookthe look that

sees space as another region in which man has begun travel. The former staggers

the imagination and stimulates both wonder and reverence. The latter is the
immediate conccrn of the military man.

This chapter will start with a brief discussion of the universe as it is believed to
be today. Following that will be a morc detailed presentation of the characteristics
of the near-earth space which has immediate military importance.

THE UNIVERSE

Man lives on an Earth which is onc of nine planets in separate orbits around a
star called the Sun. In addition to the planets, the Solar System contains thirty-two

natural satellites, a variable number of artificial satellites, about thirty thousand
asteroids, a hundred billion comets and countless specks of dust. These numbers
seem impressive. But the Sun, which is the master of the entire system, is more

impressive. It contains 99.9 percent of the matter in the Solar System.

The nearest stellar neighbor to the Sun is a star called Alpha Centauri, a
conspicuous double star which is visible from the southern hemisphere. About
two degrees from it is Proxima Centauri, so named because it was once thought to
be even nearer than Alpha Centauri. This group of three stars is about 4.3 light
years from the Sun. That is, it takes light, traveling at 186,300 miles per second,
about 4.3 years to reach the Solar System. It would take over 100,000 years for a
spacecraft tiavelling at 25,000 miles per hour to make the trip. To date, the
fastest man has ever travelled is about 25,000 miles per hour. It is clear that man
cannot live long enough to travel to the nearest star. Of course, this is the present
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status of such travel. In the future greater speeds. or perhaps the contraction of
time which Dr. Albert Einstein predicted, may make such travel a reality.

Another way to visualize these immense distances is to imagine the Sun as
represented by a golf ball. On this scale Alpha Centauri would be represented by
a pair of golf balls which are a fraction of a mile apart and 500 miles away.
Proxima would be a grain of sand about 25 miles from the pair of golf balls.
Some of the other closest stars are:

Barnard's Star 6.1 light years

Wolf 359 8 light years

Sirius 8.6 light years

Procyon 11 light years

Vega 27 light years

But these are only the Sun's nearest neighbors. Betelgeuse is 300 light years
away. Polaris (the North Star) is 600 light years away. Yet all of these are only
a few of a vast array of stars that form a group called the Milky Way.

The name given to a large group of stars, dust, and gas that stay together in a
structure is a galaxy. The Milky Way is simply the view from Earth of the
galaxy in whiA the Sun is one star. Figure 1 is a view of the Milky Way as it
would appear from the side. Figure 2 is its appearance from above. Of course
the:3e are artists' conceptions, because such pictures cannot be taken from inside
the galaxy. The Milky Way is about 100,000 light years in diameter. The Solar
System is located in one of the spiral arms of the galaxy, about 30,000 light years
from the center.

How many stars are there in this magnificent structure? Of course no one
knows the ex...ct answer. However, Dr. Harlow Shapley estimates the number at
about 200 .ion. All of these arc in motion around the center of the galaxy. At
the distcr, of the Solar System from the center of the galaxy, the speed of
revolution is about 135 miles per second or about 486,000 miles per hour. Even
at this tremendous speed, it takes the sun 220 million years to make one trip
around :_he galactic center. Stars closer to the center move faster and those
farther from the center move more slowly.

Beyond the Milky Way the telescopes show other objects. What are they? Gas?
Dust? Stars? In the year 1755 Immanuel Kant suggested that these were "island
universes"other galaxies similar to the Milky Way, each consisting of billions of
stars. However, it was not until 1917 that an astronomer using the Mount Wilson
telescope identified a star in one of these objects beyond the Milky Way.

Today we know that these objects are indeed other galaxies. Some have
diameters in the order of 7,000 light years. Others have diameters even greater
than the Milky Wayabout 150,000 light years. The smaller ones probably
contain a billion stars. The larger ones may contain two hundred billion or more.
How many galaxies are there in the universe? Again the answer must be an
estimate, and the most recent one is hugeone hundred billion! Finally, if one
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nsks the question, "How many stars are there in the Universe?" the answer is
approximately 1021 stars! Although nu one can imagine this number, Sir James
Jeans has provided an analogy which helps. He suggests that the number of stars
in the Universe is something lik e all the grains of sand on all the beaches of all
the Earth.

To complete the modern idea of this stupendous structure, it is believed that the
whole thing is expanding. Every galaxy is rushing away from every other galaxy
at tremendous speed! The most distant galaxy visible in a telescope is racing
away at about 75,000 miles per second or 270 million miles per hour.

THE MILITARY SPACE ENVIRONMENT

Most of the space discussed above is of little military importance today. How-
ever, the near-earth space is important for many military operations. Its charac-
teristics set boundary conditions on both the operations that can be conducted
and the equipment required. Consequently, the remainder of this chapter will be
devoted to the hazards and physical conditions of near-earth space. "Near-earth"
will not be defined precisely, but it is understood to mean not more than 100
million miles from Earth. The Sun is about 93 million miles away. Thus the Sun,
the inner planets, and the space between them is the concern of this section.
Emphasis will be upon space this side of the Moon.

The first topic to consider is: Where does space begin? Certainly it does not
begin at the surface of the Earth because that is where the atmosphere begins. At
an altitude of 10,000 feet the oxygen pressure of the atmosphere is not great
enough to keep people efficient over a long period of time. Many people, of
course, become acclimatized to altitudes of 10,000 feet and higher. But for a man
who lives near sea-level, the oxygen pressure at levels above 10,000 feet is
insufficient to sustain active and efficient performance. Thus the Air Force
requires the use of supplemental oxygen by crew members at altitudes above
10,000 feet.

Approximately one half of the Earth's atmosphere is below an altitude of
three miles. But it is not until an altitude of about nine miles that supplemental
oxygen fails as a sufficient aid to sustain human life. Here the combined pressure
of carbon dioxide and water vapor in the lungs equals the outside atmosphere
pressure and breathing cannot take place without supplemental pressure. Hence,
at this altitude pressure cabins or pressure suits become a ,ncessity.

The vapor pressure of man's body fluids is about 47 mm of mercury. As soon
as the atmospheric pressure drops to this level, bubbles of water vapor and other
gases appear in the body fluids. This means literally that the blood will boil.
The gas bubbles first appear on the mucous membranes of the mouth and eyes
and later in the veins and arteries. This would happen to an unprotected man at
an altitude of 12 miles. However, supplemental pressure will suppress this evil.

At 15 miles compressing the outside air to pressurize a cabin is no longer
effective. At that altitude the air density is about 1/27 of the sea level value.
Compressing this thin air is perhaps not an impossible task but it certainly is an
uneconomical task. Further, the act of compressing air would involve undesirable
heat transfer to the air. Finally, at this altitude the emosphere contains a
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significant percentage of ozone. If this were compressed it would poison the cabin

atmosphere. Hence, above this altitude the cabin or space suit must have a
supply of both oxygen and pressure independent of the outside atmosphere. As

far as man is concerned, 15 miles above the surface can be considered the

beginning of space. Above this altitude man must take everything he needs with

him. His environment will supply him with neither food nor air. He needs a

sealed environment containing necessary supplies from Earth.

Five miles farther out, at the 20 mile level, is the operating limit for turbojet

engines. At 28 miles ramjet engines do not have enough air to operate. Above

this altitude engines must be supplied with both a fuel and an oxidizer. Thus, to a

propulsion engineer 28 miles above the Earth is the beginning of space. Above

this he must use rockets.
In one sense space begins at 50 miles because flight above this altitude earns a

crew member the right to wear Astronaut's wings.
In 1964, a New York law firm asked the Air Force Office of Aerospace

Research to define the beginning of space. This scientific organization based the

answer on aerodynamic forces. Such forces acting on ballistic reentry vehicles,

lifting reentry vehicles and boost-glide orbital vehicles can usually be neglected

at altitudes above 100 kilometers or 62 miles. Thus, for the aeronautical engineer

concerned with lift and drag, space may begin at 62 miles.

At about 100 miles above the earth is a region of darkness and utter silence.

This is thc region of the black sky. The stars appear as brilliant points of

light, and between them is absolute black because there is not enough air to
scatter light. Neither is there enough air to carry sound or shock waves. There

are no sonic booms.
From the above discussion it is clear that there are many answers to the

question, "Where does space begin?" The acceptable answer depends upon the

reference frame in which the question was asked.

"Is space really nothing?" The answer is "No." Space is filled with surpris-

ing amounts of matter and is flooded with energy. First consider the density of

matter by starting up from the Earth's surface. At the surface the concentra-

tion of particles in air is about a million, million, million particles per cubic

centimeter (1018/cm3). There is a decrease in particle density with altitudes ar

the average figures given are only approximate. An average figure for the zor,:
between 7 miles and 50 miles is about 10"/cm3. From 50 miles to 600 miles

an average figure is about a million particles per cubic centimeter (108/cm8).
From 600 miles to 1200 miles there ere still in the order of 100 particles per

cubic centimeter. Above 1200 miles there will be found something like one

particle per cubic centimeter. This is certainly far from nothing. There are also

localized conditions that cause the particle density to be much higher. Some of

these conditions will be discussed later. And, all of space is flooded with electro-

magnetic energy in many forms from the Sun, from the stars in the Milky

Way and even from other galaxies in the Universe.
However, from another point of view, space is "not much." Consider air

pressure. At the Earth's surface the pressure varies around the figure 760 mm

of mercury. Above 1200 miles the pressure is much less than one mm of mer-
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cury. In fact, it probably is around 10-12 to 10-'6 Torr.* This pressure is so
low that it is often called a "hard vacuum." It causes some unexpected phe-
nomena. A few of these will be discussed as illustrations.

In the atmosphere any metal is covered with at least a single layer of ab-
sorbed gas. In a bard vacuum this film of gas bleeds into space. Metals touch-
ing each other tend to weld together. In the atmosphere this doesn't happen
because the thin film of air acts as a lubricant keeping the metals apart. To
prevent this "cold welding" in space, special measures must be taken.

Some metals are stronger in a hard vacuum. If a crack forms in a metallic
surface when the metal is surrounded by air, molecules of air immedir.tely enter
the crack. Chemical reaction with the metal occurs. If the reaction product is
more voluminous than the original crack, a wedging action occurs and enlarges
the crack. In a hard vacuum a chemical reaction causing an enlargement of a
crack does not occur. Thus some metals may be stronger in space than they
are on Earth.

To study space effects such as the above, it is useful to simulate a hard
vacuum on Earth. Late in 1965 USAF completed a large Aerospace Environ-
mental Simulation Chamber at the Arnold Engineering Development Center in
Tennessee.

Electromagnetic Radiation

Visible light, ultra-violet, x-rays, infrared, radio and other forms of energy
can travel through the hard vacuum of space as electromagnetic radiation. This
term refers to the fact that radiation consists of a varying electric field and a
varying magnetic field. Together these fields form a wave. Such a wave can
be transmitted through a vacuum and does not require the presence of a ma-

* A Torr is the same as one millimeter of merclay. It is named in honor of Torricelli and is commonlyused in low pressure measurements.

10 4 107 10° io" 10" 1012 10"
1 I 1So 0000000000 I i I. o .. I I 1

. to Hertz

00000
II--

INFRA-REDRADIO WAVES
00000 """.

00000 00000

B

I

io" 10"

ULTRA:.a.a.a.

VIOLETiii

lip 1019 1020

"le
1 " 1023

911141

II" Hertz

SECONDARY COSMIC RAYS

ELECTROMAGNETIC FREQUENCY SPECTRUM

Figure 3

1-6

17



terial hiedium. This fo..m of energy floods all of space. Its intensity varies
with proximity to the Sun, or to a star.

Noticc in Figure 3 that visible light covers only a very narrow band in the
spectrum of electromagnetic energy. The entire spectrum ranges from frequen-
cies of about 10' Hertz up to abeut I 0 Hertz.

Most of the radiation eominu from the Sun and stars is absorbed by the
Earth's atmosphere before i. teaches the surface of the Earth. In fact, there
are only two "windows" through which space may be observed. One window
includes visible light frequencies and part of the ultraviolet and infrared fre-
quencies. This is called the optical window. Another window called the radio
window is found in the radio frequencies of approximately 109 cycles per sec-
ond. Man is protected from (or denied, depending upon the point of view) all
other frequencies by the Earth's atmosphere. In space radiation of frequencies
throughout the spectrum is present. Man may use it as a source of informa-
tion, but he must also protect himself against it by a space cabin or space suit.

Meteoroids and Micrometeoroids

The three terms "meteoroid," "meteor," and "meteorite" have similar meaning
and are often used interchangeably. Meteoroid refers to a particle, large or
small, moving in space. When a meteoroid enters the atmosphere and begins
to glow, it is then called a meteor. If that same particle survives the trip through
the atmosphere and hits the earth, the remnant is called a meteorite. Some
meteoroids must be very large because meteorites with masses of several tons
have been found. Most meteoroids, however, are quite small. Extremely small
meteoroids are called micrometeoroids.

Meteoroids and micrometeoroids move with speeds varying from about 30,000
miles per hour to 160,000 miles per hour. At these speeds, impact between a
satellite and a large meteoroid would be catastrophic. Impacts between micro-
meteoroids and a satellite would not be ca,astrophic but could erode the satel-
lite's surface.

Several satellites have rather mysteriously ceased to function, and there is

some conjecture that meteoroid impact damage may have been the cause. The
probability of meteoroid and micrometoroid impact has been extensively studied.

Many methods have been employed. Micrometeoroids so small that it would
take about 125 of them to equal the thickness of a piece of paper have been
captured, and they have been studied with an electron microscope. The Pegasus
satellites, Explorer XXIII and Explorer XVI, are examples of satellites used to
study the problem. The Pegasus satellites reported the number of penetrations
of their panel materials such as aluminum. Explorer XVI, launched December
16, 1962, reported 62 meteoroid penetrations in 7-1/2 months of space travel.
Mariner IV was hit by over 150 micrometeoroids on its trip to Mars. These
and other data have led to the conclusion that the probability of a satellite
being hit by very small micrometeoroids is high and of being hit by catastrophi-
cally large ones is small.

Figure 4 provides some idea of the probabilities involved in the Apollo
Project. The probabilities are baseo upon an estimated vehicle cross section of
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ten square meters and an exposure of ten days. The horizontal axis shows mass
of the meteoroids or micrometeoroids in grams. (About 5 grams equals the
weight of a nickel.) The vertical axis is scaled in probability until the figure
one is reached. This figure means that the vehicle is certain to be hit. Above
that, the scale means nun, her of hits in a ten-day period. Notice that the
probability of collision with a particle which weighs 10-5 grams is 1.0. This
kind of particle would penetrate about 0.05 cm into an aluminum skin.

In general, the problem of rne:.eoroid hazard is not as great as was once
thought, but it is not negligible. Pmtection is provided in space suits and cap-
sules. The possibility of a catastrophic hit remains. Extensive studies are con-
tinuing.

Cosmk Rays

Cosmic rays are very small particles which have been travelling within the
Milky Way for millions of years. Some may even come from other galaxies.
They are positively charged and move with great speed. It would take about 10
billion cosmic rays to equal the thickness of a piece of paper. About 84% of
them are protons, and about 14% are Alpha particles. The rest are nucleii of
atoms with higher atomic numbers ranging from lithium to iron. The speed
of Posmic rays is not usually defined. Rather, the kinetic energy level is given.
Speed and mass arc the two factors which are incorporated into kinetic energy.
The energy of cosmic rays is usually stated in electron volts (ev).* In these

* Other frequently used terms are key ( one thousand ev). mev (one million ev) and bey (one billion ev).
Energy in electron volts can he converted to kinetic energy. Then, if the mass of a proton is known, its
speed can be calculated.
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units. the energy of cosmic rays varies from about 40 million electron volts to
about a million, million, inillion electron volts (10' million ev). Energies greater

than a billion electron volts mean that the particle's speed is neat. that of light.

Cosmic rays arrive at Earth from all directions. Additional piotons also arrive
at Earth from the direction of the Sun. The former are often called "galactic

cosmic rays"; the latter are "solar protons." When either galactic cosmic rays or
sol ai. protons collide with atoms of the Earth's atmosphere, the atoms break up,
Or disintegrate. This process produces a shower of smaller particles which 'neve
off in all directions from thc site of the collision. The particles are varied in
kind and energy but include neutrons, electrors, and mesons, as well as some
heavier particles. One of the ways used to study cosmic radiation and its .-ollision

with atoms is to fly a photographic plate into space. When the plate is recovered,
it frequently will show the result of a cosmic ray striking an atom in the photo-
graphic plate and breaking the atom into smaller particles. The charged particles
leave traces on the plate; the resulting image resembles a star. Such a collision
is often called a "collision star" or "disintegration star."

The Earth's atmosphere serves to protect man from the effects of primary
cosmic radiation; in space man would be exposed to a higher intensity of cosmic

radiation than he is on Earth. Also, since the cosmic radiation particles are
charged particlec the Earth's magnetic field acts as a shield. The effect is to
divert many of the particles to the north and to Ihe south. The result is that
man on earth is protected by both the Earth's atmosphere and magnetic field.

When man ventures into space, he abandons this natural protection.
Beyond the magnetic influence of the Earth, the cosmic radiation from the

galaxy presents a flux of one to two particles per square centimeter per second.
Despite the high energy of galactic cosmic rays, there will be little hazard to
man because of the low flux. Even in a year's time the total radiation dose

expected from this source is from 6 to 20 rads. This is less than one-tenth of the
dose that would make one-half of recipient humans feel sick or nauseated.

Solar Flares

The high speed solar protons emitted by a solar flare are probably the most
potent of the radiation hazards to space flight. Flares themselves are probably the
most spectacular disturbances seen on the sun. They are observed optically as
a sudden, large increase in light from a portion of the Sun's atmosphere. A flare
may spread in area during its lifetime which may be from several minutes to a
few hours. Flares are classified according to a range of importance of 0 to 4.

There is a relationship between the number of sunspots and the frequency of
flare formation, but the most important flares do not necessarily occur at sun-
spot maximum.

There are many events that may occur at Earth following a solar flare although
not many flares produce all of the possible events. In addition to the increase in
visible light, minutes after the start of a flare there is a Sudden Ionospheric Dis-
turbance (SID) in the Eanh's ionosphere. This, in turn, causes short wave fade-

out, resulting in the loss of long range communications for 15 minutes to 1 hour.
X-rays emitted by the flare probably cause the SID's. During the first few minutes
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TABLE 1
Solar Flare Classification

importance
Area*

(Millionths of Solar Hemisphere) Average Duration
0 Less than 100 17 min
1 100 to 249 32 min
2 250 to 599 69 min
3 600 to 1200 145 min
4 Greater than 1200 145 min

BRIGHTNESS CATEGORIES FAINT (F)
NORMAL (N)
BRILLIANT (B)

"'The area of the earth's disk is approximately equiv_lent to the area of an Importantc one flare

of a flare there may be a radio noise storm, consisting of bursts f nolse over a
wide range of frequencies. In addition, there may be disturbances in thz Earth's
magnetic field, changes in the Auroras, and decreases in galactic cosmic ray in-
tensity. However, from the point of view of a space traveller, by far bit most
important effect is the marked increase in solar protons. The energy of these
protons ranges from about 10 million electron volts to about 500 million eleotron
volts. The flux may be quite high. Consequently, the dose of radiation accumu-
lated during exposure to the solar protons may vary from negligible to well above
a lethal dose.

Construction of space vehicles sufficiently shielded to protect against all possi-
ble solar proton events is impractical due to the amount and density of required
shielding materials. Consequently the best hope for protection lies in developing
a method for reliable prediction of flare occurrence and intensity. The USAF Air
Weather Service is charged with this responsibility.

The Van Allen Radiation Belt

Another problem that man must overcome in venturing into space is trapped
radiation. As a result of experiments conducted in 1958 with the US Explorer
I satellite and subsequent experiments, Dr. James A. Van Allen and his asso-
ciates discovered the existence of geomagnetically trapped particles encircling the
earth. When electrons and protons, and perhaps some other charged particles,
encounter the Earth's magnetic field, many of them are trapped by the field.
They oscillate back and forth along the lines of force, and since the magnetic field
completely encircles the Earth, the trapped particles completely encircle the Earth.

The belt has an inner and outer portion. Recent data shows that the toroidal
shaped volume occupied by the Van Allen radiation is permeated with both pro-
tons and electrons. The protons are most intense at about 2,200 miles. The elec-
tron flux peaks at about 9,900 miles. The low particle density separating the two
belts is often called the "slot." In this particular volume of space some phenomena,
as yet not fully undestood, reduces the lifetime of the charged particles.

The inner Van Allen belt starts at an altitude of about 250 miles to 750 miles,
depending upon latitude. It extends to about 6,200 miles where it begins to over-
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lap the outer belt and where the "slot" begins. The inner belt extends from al.out
45 north latitude to about 45' outh latitude.

The outer Van Allen belt 1)Lgins at about 6,200 miles and extends to between
37.000 and 52,000 miles. The upper boundary is dependent upon the activity of
the Sun.

Both the inner and outer belts were affected by a high altitude nuclear device
test in July 1962. Radiation in both belts increased after the detonation, anJ the
low radiation slot separating the two belts was eliminated for some time.

Experience has shown that space vehicles in low circular orbit (125-350 miles)
receive an insignificant amount of radiation from the Van Allen zones. However,
a vehicle in a highly eccentric orbit or one in a high altitude circular orbit can re-
ceive an important dose. For example, a satellite in a synchronous orbit over the
equator will be close enough to the center of the outer zone to accumulate a
hazardous dose. But, as demonstrated by Apollo lunar missions, man can safely
transit these zones hi a spacecraft with minimal shielding by judicious selection of
the flight trajectory.

The Van Allen belt varies daily with changes in the magnetosphere. On the
Sun side of Earth it is flattened. On the night side of the Earth it is elongated.

The Solar W!nd

Because of the high temperature of the Sun's corona, protons and electrons
beyond a certain distance from the San acquire velocities in excess of the rscape
velocity from the Sun. Thus there is a continuous outward flow of charged par-
ticles in all directions from the Sun. This has called the solar wind. It is a
plasma wind, rather than a gas wind. Its velocity and density vary with sunspot
activity. During the time of sunspot minimum at the Earth's distance from the
Sun, the density is about 100 particles per cubic centimeter. The speed is about
300 miles per second. At sunspot maximum the corresponding density is probably
around 10,000 particles per cubic centimeter, and the speed is about 900 miles
per second. When the solar wind encounters the Earth's magnetosphere, it flows
around the magnetosphere, which is flattened in the process. On the dark side of
the Earth the magnetosphere is elongated.

Thc energy of thc particles in the ;:olar wind is not high. No hazard to man
is expected from the wind. However, it k eithcr the cause of or a contributor to
thc aurora which illuminates the polar night sky. Within the past few years ground
based observations 1-..t been combincd with information acquired by rockets
and carth satellites '.;) ri-ov;de an explanation of this previously baffling beauty.
The magnetosphere of the Earth acts like a giant cathode-ray tube, directing
charged particles from the solar wind into beams and focusing them on the Earth's
polar regions. The aurora is a fluorescent luminosity produced by the electrons
and protons of thc solar wind which strike atoms and molecules of oxygen and
nitrogen high in the atmosphere of de polar region.

The radiation hazard of space may be summarized as follows:

(1) Electromagnetic energy in space may be shielded and is not a serious threat
to life.
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(2) Electromagnetic energy may upset radio communication and guidance
equipment.

(3) Galactic cosmic rays and solar wind do not present a serious threat to
space travel.

(4) Van Allen radiation does present a serious threat, but the location of the
belts is sufficiently well known that flight trajectories may be planned to
limit time spent in the hazardous regions.

(5) Protons emitted at the time of a solar flare present the greatest uncertainty
and the greatest threat to manned flight in regions beyond the protection
of the Earth's atmosphere and magnetosphere.
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CHAPTER 2

ORBITAL MECHANICS

THE STUDY of trajectories and orbits of vehicles in space is not a new science
but is the application of the concepts of celestial mechanics to space vehicles.

Celestial mechanics, which is mainly concerned with the determination of tra-
jectories and orbits in space, has been of interest to man for a long time. When
the orbiting bodies are man-made (rather than celestial), the topic is generally
known as orbital mechanics.

The early Greeks postulated a fixed earth with the planets and other celestial
bodies moving around the earth, a geocentric universe. About 300 B. C., Aristar-
chus of Samos suggested that the sun was fixed and that the planets, including
the earth, were in circular orbits around the sun. Because Aristarchus' ideas were
too revolutionary for his day and age, they were rejected, and the geocentric
theory continued to be the accepted theory. In the second century AD., Ptolemy
amplified the geocentric theory by explaining the apparent motion of the planets
by a "wheel inside a wheel" arrangement. According to this theory, the planets
revolve about imaginary planets, which in turn revolve around the earth. It is
surprising to note that, even though Ptolemy considered the system as geocentric,
his calculations of the distance to the moon were in error by only 2%. Finally, in
the year 1543, some 1800 years after Aristarchus had proposed a heliocentric
(sun-centered) system, a Polish monk named Copernicus published his De
Revolutionibus Orbitan Coelestium, which again proposed the heliocentric theory.
This work represented an advance, but there were still some inaccuracies in the
theory. For example, Copernicus thought that the orbital paths of all planets were
circles and that the centers of the circles were displaced from the center of the
sun.

The next step in the field of celestial mechanics was a giant one made by a
German astronomer, Johannes Kepler (1571-1630). After analyzing the data
from his own observations and those of the Danish astronomer Tycho Brahe,
Kepler stated his three laws of planetary motion.

A contemporary of Kepler's, named Galileo, proposed some new ideas and
conducted experiments, the results of which finally caused acceptance of the
heliocentric theory. Some of Galileo's ideas were expanded and improved by
Newton and became the foundation for Newton's three laws of motion. Newton's
laws of motion, with his law of universal gravitation, made it possible to prove
mathematically that Kepler's laws of planetary motion are valid.

Kepler's and Newton's work brought celestial mechanics to its modern state
of development, and the major improvements since the days of Newton have
been mainly in mathematical techniques, which make orbital calculations easier.
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Because the computation of orbits and trajectories is the basis for predicting
and controlling the motion of all bodies in space, this chapter describes the fun-
damental principles of orbital mechanics upon which these computations are
based. It also shows how these principles apply to the orbits and trajectories used
in space operations.

MOTION OF BODIES IN ORBIT

Bodies in space move in accordance with defined physical laws. Analysis of
orbital paths is accomplished by applying these laws to specific cases. Orbital
motion is different from motion on the surface of the earth; however, many con-
cepts and terms are transferable, and similar logic can be applied in both cases.
An understanding of simplified linear and angular motion will permit a more
thorough appreciation of a satellite's path in space.

Linear Motion

Bodies in space are observed to be continuously in motion because they are
in different positions at different times. In describing motion, it is important to
use a reference system. Otherwise, misunde:standing and inaccuracies are likely
to result. For example, a passenger on an airliner may say that the stewardess
moves up the aisle at a rate of about 5 ft per sec, but, to the man on the ground,
the stewardess moves at a rate of the aircraft's velocity plus 5 ft per sec. The
man in the air and the man on the ground are not using the same reference
system. For the present, the matter of a reference system will be simplified by
first describing movement along a straight line, or what is called rectilinear
motion.

Rectilinear motion can be described in terms of speed, time, and distance.
Speed is the distance traveled in a unit of time, or the time rate of change of
distance. An object has uniform speed when it moves over equal distances in
equal periods of time. Speed does not, however, completely describe motion.

Motion is more adequately described if a direction as well as a speed is given.
A speedometer tells how fast an automobile is going. If a direction is associated
with speed, the motion is now described as a velocity. A velocity has both a
magnitude (speed) and a direction, and it is therefore a vector quantity.

Uniform speed in a straight line is not the same as uniform speed along a
curve. If a body has uniform motion along a straight line for a given time, then

Si
In the equation,

to
s, is the initial position, sf is the final position, to is the initial time, and tf is the
final time; or more simply, the velocity is the change in position divided by the
change in time. The units of velocity are distance divided by time, such as ft
per sec or knots (nautical miles per hour).* Since velocity is a vector quantity,
it may be treated mathematically or graphically as a vector.

If velocity is not constant from point to point (i.e., if either direction or speed
is changed), there is acceleration. Acceleration, which is also a vector quantity,

*The nautical mile (NM) is one minute of a great circle. In this course, use the conversion that 1 NM =
6,080 feet = 1.15 statute miles.
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is the time rate of change of velocity. The simplest type of acceleration is one
in which the motion is always in the same direction and the velocity changes
equal amounts in equal lengths of time. If this occurs, the acceleration is constant,
and the motion can be described as being uniformly accelerated.

L. vo
The equation an,. = defines the average acceleration, over the

tf to

specified time interval. A good example of a constant acceleration is that of a
free-falling body in a vacuum near the surface of the earth. This acceleration
has been measured as approximately 32.2 ft per sec per sec, or 32.2 ft per sec'.
It is usually given the symbol g. Since an acceleration is a change in velocity over
a period of time, its units are ft/sec', or more generally, a length over a time
squared. Actually, constant acceleration rarely ex;sts, but the concepts of constant
acceleration can be adapted to situations vihere the acceleration is not constant.

The following three equations are useful in the solutions of problems involving

linear motion:

(1) s = vot + at2
2

(2) vf = vo + at
(3) 2as = vf2 v02

where s is linear displacement, v is initial linear velocity, vf is final lineaz velocity,
a is constant linear acceleration, and t is the time interval.

Angular Motion

If a particle moves along the circumference of a circle with a constant tangential

speed, the particle is in uniform circular motion. Since velocity signifies both
speed and direction, however, the velocity is constantly cha..ging because the di-
rection of motion is constantly changing. Now, acceleration is defined as the time
rate of change of velocity. Since the velocity in uniform circular motion is chang-
ing, there must be an acceleration. If this acceleration acted in the direction of
motion, that is, the tangential direction, the magnitude of the velocity (the speed)
would change. But, since the original statement assumed that the speed was
constant, the acceleration in the tangent'al direction must be equal to zero. There-
fore, any acceleration that exists must be perpendicular to the tangential direction,

or in other words, any acceleration must be in the radial direction (along the
radius).

Average speed is equal to the distance traveled divided by the elapsed time.

For uniform circular motion, the distance in one lap around the circle is 2irr,
which is covered in one period (P). Period is the time required to make one
trip around the circumference of the circle. Therefore, the tangential speed

vt = 2 p r
. In uniform circular motion, the particle stays the same distance from

the center, therefore, radial speed, yr = 0. It has already been shown that

at = 0; and it will be shown in the next section that ar = 4/r 2r vt2
P2
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Translatory motion is concerned with linear displacement, s; velocity, v; and ac-
celeration, a. Angular motion uses an analogous set of quantities called angular dis-
placement, 0; angular velocity, co; and angular acceleration, a.

In describing angular motion, it is convenient to think of it in terms of the rota-
tion of a radius arm (r), aS shown in Fi,ul e 1. The radius arm initially coincided
with the polar axis, but at sonic time later (t seconds) it was positioned as shown.

Figure 1. Position of radius arm as rotated one radian (57.3 degrees) from the starting
point.

Angular displacement (0) is meriNured in degrees or radians. A radian is the
angle at the center of a circular arc which subtends an arc length equal to the radius
length. If the length of s equaled the length of r, 0 would be equal to one radian, or
57.3'. The central angle of a complete circle is 3600 or 27r radians (27r = 6.28).

The following equations for angular motion are analogous to those studied earlier
for rectilinear motion:

0 s radiansr
_ et 6° rad/seccow? tf to

--
W f W° rad/sec2
tf to

cof = coo + at
4_ at20 =

w° 2
2a0 = cor2 _ 042

In the equations, Of is final angular position; 0 is initial angular position; s is linear
displacement (arc length); r is the radius; co is average angular speed; cof is final
angular speed; coo is initial angular speed; tf is final time; to is initial time; and a is
constant angular acceleration.

If a body is rotating about a center on a radius r, the tangential linear quantities
lre related to the angular quantities by the following formulas [where 0, co, and a
are in radians]:

s = rO
vt = rco
at = ra
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Principles of the Calculus Applied to Astronautics

Computations in the calculus are based upon the idea of a limit of a variable. Ac-
cording to the formal definition, the variable .v is said to approach the constant 1 as

a limit when the successive values of x are such that the absolute value of the differ-

ence x I ultimately becomes and remains less than any preassigned positive num-

ber, however small.
An example will make the definition easier to understand. The area of a regular

polygon inscribed in a circle approaches the area of the circle as a limit as the num-
ber of sides of the polygon approaches infinity (Fig. 2).

a. b. C.

Figure 2. Increase in the number of sides of a regular polygon inscribed in a circle.

The area of a triangle is 1/2 bh. In general, if there are n sides to a polygon, the
polygon is made up of n triangles as shown in Figure 2. Therefore, the area of the
polygon is 1/2 nbh. As the number of sides (n) approaches infinity as a limit, the
product nb approaches the circumference of the circle (c). Also, as n approaches in-
finity, the value of h approaches the radius (r) as a limit.

lim 1/2 nbh = cr
n --> co 2

But c = 27r r

2

.. lim area of the polygon = lim nbh (27rr)r
-> 00 n -) co 2 2

and (2irr)r = irr2 = area of the circle
2

Now, an increment is the difference in two values of a variable. In the example
above, the -inz:zase in area when the inscribed polygon increases the number of sides
by one is an increment of area; that is, the area of an inscribed square minus the
area of an inscribed triangle is an increment of area. An increment is written as Ax
which is read "delta x," and does not mean A multiplied by x.
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In the previous section the radial acceleration for uniform circular motion was

given as ar 11L--. With the concepts of an increment and a limit, the value for

radial acceleration can be determined mathematically. In Figuw 3. an increment of
arc has been expanded to permit closer examination. The length r is the distance
from the center of the circle to the circumference. The horizontal distance v,At is

Figure 3. An increment of an arc (left) and the increment expanded (right) to show
change in velocity.

the distance a body in uniform motion with a velocity v, would move in the time M.
However, at the completion of the increment of time the body is not at point A but
at point B, because this is uniform circular motion. The distance from A to B is

equal to vr A t ar A t2 where the subscript r refers to radial. However, for uni-
2

form circular motion vr = 0. Therefore, the distance AB is equal to ar A t2. Now,
2

applying the Pythagorean theorem to the triangle,

[ a, t2 -12
2

or, r2 v,2 A t2 = r2 r a, A t2 ar2 A t4
4

Subtracting r2 from both sides,

vt2 A t2 = r ar A t2 ar2 A t4
4

Dividing both sides by A t2

vt2 = r ar ar2 t2

4
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To find the instantaneous values take the limit as A t 0.

vt2 = r a, + ar2 (0) r ar
4

:. a, = v
t

2 As was to be demonstrated.

This text does not attempt to teach the processes of differentiating and integrating,
but its purpose is to give the student some understanding of how the calculus is used
in the study of space.

The definition of the derivative of y with respect to x is, in symbol form, clY
dx

lim A y Any calculus book has a table of derivatives, and fhere is also
Ax-->0 A x

one in The Engineer's Manual by Ralph G. Hudson on pages 31 and 32.
The average velocity over a period of time, as given in the previous section, is:

Sf So
V

tf to

Usually the average velocity is not of direct value in analysis, but the instanta-
neous velocity is. The speedometer in a car measures instantaneous speed, and if a
motorist is arrested for speeding, it is because of his instantaneous velocity, not his
average velocity. If s is the path of a particle, its instantaneous velocity is equal to:
ds = lim A s
dt A t 0 A t

Example: A particle moves so that its distance from the origin at any time follows
the formula s = t3. Find its average and final, velocity and acceleration after 3 sec-
onds.

V

Vav

Vf =

Sf So to = 0,
tf to tf = 3,
27 0 9 Answer
3 0

ds d (t3)
dt dt

From page 32 of The Engineer's Manual:

du(un) = n un-1
dx dx

fts 38-1 dt
dt dt 3/2

= 3(3)2 = 27 Answer

vf vo 27 - 0av 9 Answer
tf to 3

so = 0
sf = 27

dvf d(3t2) = 2 (3t dt = 6t = 18 Answer
dt dt dt
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Note that with the use of differential calculus, final or instantaneous values for ve-

locity and acceleration can be determined, but only average values can be deter-
mined from the formulas given in the previous section.

If, in the example above, the acceleration were given as af 6t. the instanta-
neous velocity and position could be determined by the process of integration. Inte-

gral calculus is a summation process that is the inverse of differential calculus.

Example: ar = 6t. Find vf after 3 seconds. If a curve is drawn with acceleration
on the vertical axis and time on the horizontal axis, the area under the curve is the
velocity (Fig. 4). Integration gives the sum of all the individual shaded rectangles as

3

Figure 4. Graph of the continuous function af = 6t.

A t approaches 0 as a limit. As A t-40, the area of the rectngles approaches the area
under the curve as a limit and is the velocity in this problem. The symbol for inte-

gration is f . From the table of fundamental theorems on integrals (Hudson's The

Engineer's Manual, p. 39),

undu 1111+1 4.
n + 1 '

In this example problem, the limits of integration, t = 0 to t = 3, are specified, so
the + c (constant of integration) may be dropped.

Vf

3

faidt = f 6t dt = 6t 1 4- 1
2

3

0

Vf = 3 t2 3 = 3 (3)2 3 (0)2 = 27 Answer
0
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The processes of imegration and differentiation of variables as applied to the

computation of velocity and acceleration through the calculus are part of the study

of motion taken up in the branch of dynamics known as kinematics. The study of

the forces causing the motion belongs to another branch of dynamics called kinetics.

LAWS OF MOTION

Natural bodies in space follow the basic laws of dynamics, as described by
Newton's universal law of gravitation and his three laws of motion. By applying
the basic laws and making use of calculus (also developed by Ncwton), one can
explain and prove Kepler's three laws of planetary motion. It would be well to
review Kepler's laws before stating Ncwton's law of universal gravitation, which
is one of the laws upoi which computation of trajectories and orbits* is based,
and Newton's three laws of motion, which describe terrestrial motion as well as
celestial mechanics.

Kepler's Laws

From his observations and study, Kepler concluded that the planets travel
around thc sun in an orbit that is not quite circular. He stated his first law thus:
The orbit of each planet is an ellipse with the sun at one focus.

Later Newton found that certain refinements had to be made to Kepler's first
law to take into.account perturbing influences. As the law is applied to manmade
satellites, we must assumc that perturbing influences like air resistance, the non-
spherical (pear shape) shape of the earth, and the influence of other heavenly
bodies are negligible. The law as applied to statellites is as follows: The orbit of a
satellite is an ellipse with the center of the earth at one focus. The path of a
ballistic missile, not including the powered and reentry portions, is also an
ellipse, but one that happens to intersect the surface of the earth.

Kepler's second law, or law of areas, states: Every planet revolves so that the line

joining it to the center of the sun sweeps over equal areas in equal times.
To fit earth orbital systems, the law should be restated thus: Every satellite

orbits so that the line joining it with the center of the earth sweeps over equal

areas in equal time intervals.
When the orbit is circular, the application of Kepler's second law is clear, as

shown in Figure 5. In making one complete revolution in a circular orbit, a
satellite at a constant distance from the center of the carth (radius r) would,
for example, sweep out eight equal areas in the total time period (P I). Each
of these eight areas is equal and symmetrical. According to Kepler's second law,
the time required to sweep out each of the eight areas is the same. When a
satellite is traversing a circular orbit, therefore, its speed is constant.

When the orbit is elliptical rather than circular, the appli-ation of Kepler's
second law is not quite so easy to see; although the areas are equal, they are
not symmetrical (Fig. 6). Note, for example, that the arc of Sector I is much
longer than the arc of Sector V. Therefore, since the radius vector sweeps equal

*The terms "trajectory" and "orbit" are sometimes used interchangeably. Use of the term "trajectory"
came to astronautics from ballistics, the science of the motion of projectiles shot from artillery or firearms.
or of bombs dropped from aircraft. The term "orbit" is used in referring to natural bodies, spacecraft, and
manmade satellites, lt is the path made by a body in its revolution about another body, as by a planet about
the sun or by an artificial satellite about the earth.
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Figure 5. Law of areas as applied to a circular orbit.

areas in equal fractions of the total time period, the satellite must travel much
faster around Sector I (nem perigee) than around Sector V (near apogee). The
perigee (a word derived from the Greek prefix peri-, meaning "near," and the
Greek root ge, meaning "pertaining to the earth") is the point of the orbit nearest
the earth. The apogee is that point in the orbit at the greatest distance from the
earth (the Greek prefix apo- means "from" or "away from").

1'

Figure 6. Law of areas as applied to an elliptical orbit.

Kepler's third law, also known as the harmonic law, states: The squares of
the sidereal periods* of any two planets are to each other as the cubes of their
mean distances from the center of the sun.

To fit an earth orbital system, Kepler's third law should be restated thus:
The squares of the periods of the orbits of two satellites are proportional to each
other as the cubes of their mean distances from the center of the earth. The

The period of a planet about the sun.
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mean distance is the length of the semimajor axis (a) of the ellipse, which is an
average of the distances to perigee and apogee. Of course, in a circular orbit,
the mean distance is the radius, r.

Newton's Laws

While Kepler was working out his three laws of planetary motion, Galileo, an
Italian physicist and astronomer, was studying the effects of gravity on falliag
bodies. Newton drew upon the work of both Kepler and Galileo to formulate
his laws of motion.

Newton's first law states: Every body continues in a state of rest or of uniform
motion in a straight line, unless it is compelled to change that state by a force
imposed upon it. In other words, a body at rest tends to remain at rest, and a
body in motion tends to remain in motion unless it is acted upon by an outside
force. This law is sometimes referred to as the law of inertia.

The second law of motion as stated by Newton says: When a force is applied
to a body, the time rate of change of momentum is proportional to, and in the
direction of, the applied force. If the mass remains constant, this law can be
written as F = Ma.

Newton's third law of motion is the law of action and reaction: For every
action there is a reaction that is equal in magnitude but .opposite in direction to

the action. If body A exerts a force on body B, then body B exerts an equal

force in the opposite direction on body A.

Force as Measured in the English System

Newton's three laws of motion are stated in terms of four quantities: force,

mass. length. and time. Three of these, length, time and either force or mass,
may be completely independent, and the fourth is defir.:d in terms of the other
three by Newton's Second Law. Since the units and re:ot .ie values of these
quantities were not known, Newton stated his second 11.s., as a proportionality.
Assuming that mass does not change with time, this proportionality is stated as
F x ma. ;if proper units are selected, this statement may be written as an
equati"Jn:

F = ma

The following are used in the metric system of measurement:

F (dynes) = m (grams) times a (centimeters per second per second)

F (Newtons) = m (kilograms) times a (meters per second per second)

The most common force experienced is that of weight, the measure of the
body's gravitational attraction to the earth or other spatial body. Since this
attraction is toward the center of the earth, weight, like any force, is a vector
quantity. When the only force concerned is weight, the resulting accetration is
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normally called "g," the acceleration due to gravity. For this special case,
Newton's Second Law can then be written:

W = Mg

This equation can he used as a definition of mass. The value of g near the
surface of the earth is approximately 32.2 feet per second per second: "g" is a
vector quantity since it is directed always toward the center of the earth. If the
weight, W, is expressed in pounds, rearranging gives:

W (pounds)
g (feet/sec2)

The unit of mass in this equation is called a "slug." Note that mass is a scalar
quantity* and is an inherent property of the amount of matter in a body. Mass
is independent of the gravitational field, whereas weight is dependent upon the
field, the position in the field, and the mass o! the body being weighed.

Finally, Newton's Second Law may now be written:

F (pounds) = M (slugs) times a (ft/sec2)

The following example shows the use of this system of units and the magnitude
of the "slug":

A package on earth weighs 161 pounds.

Find: (a) its mass in slugs.

(b) the force necessary to just lift it vertically from a surface.

(c) the force necessary to accelerate it 10 ft/sec' on a smooth, level
surface.

(d) its weight if it were on the moon; assume the value of "g" there is
1,;; of that value here on the earth.

(e) its mass on thc moon.

Solution:

161 pounds(a) M (slugs) =
g 32.2 ft/sec'

(b) F=W= Mg= (5 slugs) (32.2 ft/sec") = 161 pounds
The force must be applied upwards, in the direction opposite to weight.

(c) F = M a = (5 slugs) (10 ft/sec') = 50 pounds
32.2= (5 slugs) ( 6 ft/sec") = 26.83 pounds

= 5 slugs

(d) Win I on M gln""

Wmoon(e) Min oon
rom oon

26.83 pounds
32.2 ft/sec"
6

5 slugs

A scalar quantity has magnitude only, in contrast to a vector quantity which has magnitude and direction.
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This last solution is, of course, to reemphasize that mass is independent of
position. It will be shown later that the local value of g varies with altitude
above the earth. It is significant to note that the Weight win vary such that

Wthe ratio-- remains constant.

Energy and Work

Work, w, is defined as the product of the component of force in the direction of
motion and the distance moved. Thus, if a force, F, is applied and a body moves a
distance, s, in the direction the force is applied, w = Fs (Fig. 7). The units of work
are foot-pounds. Work is a scalar as distinguished from a vector quantity.

w Fs

r

Ti/1 77 //11//liiiif/f/f,0/74//1///./
S

Figure 7. Work performed as a force (F) is moved over the distance s.

To do work against gravity, a force must be applied to overcome the weight,
which is the force caused by gravitational acceleration, g.
Therefore, F = Mg. If the body is lifted a height h (Fig. 8) and friction is negligi-
ble, w = Mgh. For problems in which h is mich kss than the radius from the cen-
ter of the earth (h< <r), g may be considered a constant.

F w =Fs
F.Mg, s= h
w .Mgh

Figure 8. Work performed in lifting.
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If an object is pushed up a frictionless inclined plane. the work done is still Mizh
(Fig. 9).

w = Fs
F = Mg sin 0

s =
sin 0

w = Mgh

Figure 9. Work performed on a frictionless inclined plane.

For orbital mechanics problems, g varies and must be replaced by the value
Arg-IT! where the subscripts indicate the beginning and final values of g. In such
cases

w = MN/g1g2 h

Another type of work is that work done against inertia. If, in moving from one
point to another, the velocity of a body is changed, work is done. This work against
inertia is computed in the following steps:

w = Fs
but, F = M a

and 2as = vf2 _ v02
vf2 v02

so, w = Fs = M a (342 v02) M (v.? v)2) Mv,2 Mv,!
2a 2 2 2

The quantity Mv2 is defined as kinetic energy (KE). Therefore, work done
2

against inertia (if the altitude and the mass remain the same) is equal to the change
in kinetic energy. Energy is defined as the ability to do work, and it is obvious that a
moving body has the ability to d:. work (for example, a moving hammer's ability to
drive a nail). A body is also able to do work because of its position or altitude; this
is known as potential energy (PE). Units used to measure energy are similar to
those used to measure work in that both are scalar rather than vector quantities.

The sum of the kinetic and the potential energy of a body is its total mechanical
energy.
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Newton's Law of Universal Gravitation

Newton published his Principia in 1687 and included in it the law of universal
gravitation, which he had been considering for about twenty years. This law
was based on observations made by Newton. Later work showed that it was
only an approximation. but an extremely good approximation. The law states:
Every particle in the universe attracts every other particle with a force that is
proportional to the product of the masses and inversely proportional to the square
of the distance between the particles. A constant of proportionality, G, termed the
Universal Gravitational Constant, was introduced, and the law was written in this
manner :

GmiF

The value of G. the Universal Gravitational Constant, was first determined by Ca-
vandish in a classical experiment using a torsion balance. The value of G is quite
small (G = 6.6695 X 10-8 cgs units). In most problems the mass of one of the
bodies is quite large. It is convenient, therefore, to combine G and the large mass,

into a new constant, iu (mu), which is defined as the gravitational parameter.
This parameter has different values depending upon the v alue of the large mass, in1.
If rn, refers to the earth, the gravitational parameter, ,u, will apply to all earth satel-
lite problems. However, if the problem concerns satellites of the sun or other large
bodies, ,u will have a different value based on the mass of that body.

If we now simplify the law of gravitational attraction by combining G and m1 and
by adjusting the results for the English engineering unit system, we obtain the fol-

lowing:
fta

G m1 sec'

F m (Where F is lb force and m is slugs)
r-

If this expression is equated to the expression of Newton's Second Law of
Motion, as it applies in a gravitational field, we see that:

F = mg =
r2

and after dividing by the unit mass, m, we obtain:

g r2

Thus, the value of g varies inversely as the square of the distance from the
center ü. the attracting body.

For problems involving earth satellites, the following two constants are nec-
essary for a proper solution:

G me,th = kte,th = 14.08 X 1015

re (radius of earth) = 20.9 X 10° ft
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The formulas must be used with proper concern for the units involved, and
the value given for itt applies only to bodies attracted to the earth.

Before applying Newton's law of universal gravitation to the solution of prob-
lems, it would be well to consider the possible paths that a body in unpowucd
flight must follow through space.

CONIC SECTIONS

The conic sections were studied by the Greek mathematicians, and a body of
knowledge has accumulated concerning them. They have assumed new signifi-
cance in the field of astronautics because any free-flight trajectory can be

Hyperbola

.4:.

Hyperbola
4\

Circle

Ellipse

Parabola

Figure 10. Conic sections.

represented by a conic section. The study of conic sections, or conics, is part of
analytic geometry, a branch of mathematics that brings together concepts from
algebra, geometry, and trigonometry.

A conic section is a curve formed when a plane cuts through a right circular
cone at any point except at the vertex, or center. If the plane cuts both sides
of one nappe of the cone, the section is an ellipse (Fig. 10). The circle is a special
case of the ellipse occurring when the plane cuts the cone perpendicularly to the
axis. If the plane cuts the cone in such a way that it is parallel to one of the
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sides of the cone, the section is called a parabola. If the pHile cuts both
nappes of the cone, the section is a hyperbola which has two branches.

In one mathematical sense, all conic sections can be defined in terms of

eccentricity (e). The numerical value of e is an indication of the relative shape

of the conic (rotund or slender) and also an indication of the identity of the

conic.
If the eccentricity is zero, the conic is a circle; if the eccentricity is greater

than zero but less than one, the conic is an ellipse; if the eccentricity is equal
to one, the conic is a parabola; and if the eccentricity is greater than one, the

conic is a hyperbola.

Conic Sections and the Coordinate Systems

In locating orbits or trajectories in space, it is possible to make use of either rec-
tangular (sometimes called Cartesian) or polar coordinates. In dealing with artificial

satellites, it is often more convenient to use polar rather than rectangular coordinates
because the center of the earth can be used both as the origin of the coordinates and

as one of the foci of the ellipse.

Parabola,
d

Ellipse, =

MEM MEW

Focus

Hyperbola, = 1

Directrix

Figure 11. Rectangular and polar coordinates superimposed on the conic seciions.

If rectangular and polar coordinates are superimposcd upon a set of conics as
shown in Figure 11. equations of the curves can be derived.
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The formula for the eccentricity cf a conic is E = r . This ratio is constant for a

specific curve.
In Cartesian coordinates:

x2 Y
2

E = V
d k x

V X2 + y2 = e(k x)

Squaring both sides gives:

x2 y2 = e2(k x)2

To convert the rectangular coordinates to polar coordinates, substitute as follows:

x = r cos v (v is the lower case Greek nu)
y = r sin v

e
k r cos v

ke re cos v = r
r + re cos v = ke

ker

This result is the general equation for all conies.

Ellipse

The ellipse is the curve traced by a point (P) moving in a plane such that the sum
of its distances from two fixed points (foci) is constant. In the ellipse in Figure 12,
the following are shown: the foci (F and F'); c, distance from origin to either focus;
a, distance from origin to either vertex (semimajor axis); 2a, major axis; b, distance
from origin to intercept on y-axis (sc,miminor axis); 2b, minor axis; and r + r', dis-
tances from any point (P) on the ellipse to the respective foci (F and F').

A number of relationships which are very useful in astronautics are derived
from the geometry of the ellipse:

r + r' = 2a (at any point on the ellipse)

a2 = b2 + e2 or a = Vb2 + c2
b = Va2 C2

C = Va2 b2

The eccentricity of the ellipse (e) = A chord through either focus perperldieu-
2b2lar to the major axis is called the latus rectum and its length =

a
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These relationships can be used to determine the parameters of an elliptical

orbit of a satellite when only the radius of perigee and the radius of apogee

are known. These parameters are important because, as is shown later, they

x

Figure 12. Ellipse with center at origin of rectangular coordinate system.

are related to the total mechanical energy and total angular momentum of the

satellite. Thereby they offer a means of determining these values through the

simple arithmetic of an ellipse rather than the vector calculus of celestial

mechanics.
Sample problem: A satellite in a transfer orbit has a perigee at 300 NM

above the surface of the earth and an apogee at 19,360 NM. Find a, b, c, and e

for the ellipse traced out by this satellite.

Solution:
Since the center of the earth is one focus of the ellipse, first convert the

apogee and perigee to radii by adding the radius of the earth (3440 NM):

radius of perigee rp = altitude of perigee + radius of earth

= 300 + 3440 = 3740 NM.

radius of apogee ru = altitude of apogee + radius of earth

= 19,360 + 3440 = 22,800 NM.
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Figure 13. Orbit of an artificial satellite showing radius of perigee and radius of
apogee (not to scale).

With this information, an exaggerated sketch of the ellipse can be made (Fig. 13).
Compare this with Figure 12 to obtain:

r + r = major axis = 2a
then 2a = 3740 + 22,800 = 26,540 NM

or 26,540 = 13,270 NM
2

Also from comparing Figures 12 and 13:

C = a
= 13,270 3740 = 9530NM

Since a and c arc known, find b from the relatinship given:

b = Va'h c2

or b = 01.327 X 104)2 (.953 X 104)2

b = V(1.761 X 108) (.908 X 108) = V.853 X 108
b = .923 X 104 = 9230 NM

According to the formula given for eccentricity:

E

C

a
9530
13270 = .718

The ellipse is a conic section with eccentricity less than 1 (e < 1).

CIRCLE. The circle is a special case of an ellipse in which the foci have
merged at the center; thus e = 0. The ellipse relationships can be used for a
circle.
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ENERGY AND MOMENTUM

Once the basic geometry of a trajectory or orbit is understood, the next

subject for investigation is the physics of energy and momentum. From concepts

of linear and angular motion, concepts of linear and angular momenta logically

follow. Once the formulas tor computing the specific angular momentum and

the specific mechanical energy of a body in orbit are delineated, then it is possible

to solve for unknown quantities, such as the altitude of the body above the

surface of the earth or the velocity at any point on the orbit. Any body in space

following a free-flight pathwhether it is a missile, a satellite, or a natural

bodyis governed by the laws of the conservation of specific mechanical energy

and specific angular momentum. Once the value of either of these items is

known at any point along a free-flight trajectory or orbit, then its value is known

at all other points, since the value does not change unless the body is acted upon

by some outside force.

Mechanical Energy

The law of Conservation of Energy states that energy can neither be created

nor destroyed but only converted from one form to another. This law can be

applied to orbital mechanics and restated in this way: The total mechanical

energy of an object in free motion is constant, provided that no external work

is done on or by the system. During reentry, work is done by the system and

some of the mechanical energy is converted to heat. Similarly, during launch,

work is done on the system as the propulsion units give up chemical energy. In

this chapter, only the free-flight portion of the trajectory is considered, and it is

assumed that there is no thrust and no drag.

In order to establish a common understanding about changes in the amount

of energy, it is necessary to agree upon a zero reference point for energy.

Potential energy, or ,mergy due to position, can be, and often is, measured from

sea level. In working with earth-orbiting systems, however, the convention is to

consider a body as having zero potential energy if it is at an infinite distance

from the earth and as having zero kinetic energy if it is absolutely at rest with

respect to the center of the earth. Under these circumstances, the total mechanical

energy (PE + KE) is also equal to zero. If the total mechanical energy is

positivethat is, larger than zerothe body has enough energy to escape from

the earth. If the total mechanical energy is negativethat is, less than zero
the body does not have enough energy to escape from the earth, and it must

be either in orbit or on a ballistic trajectory.

The formula for PE, with the reference system as stated above, is PE =

. Instead of using PE, a specific PE (PE per unit mass) can be used if both

sides are divided by m; for example

PE
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If a body is at infinity, it has a specific PE equal to = = O.
oci

A similar case can be presented for kinetic energy. A body with some velocity
relative to the center of the earth has kinetic energy defined by:

KE =

Again, the specific kinetic energy (kinetic energy per unit mass) can be de-
fined as:

KESpecific KE =
2

In general, a body in free motion in space has a particular amount of me-
chanical energy, and this amount is constant because of the conservation of
mech anic al energy.

Total Mechanical Energy = KE + PE

A more useful expression is obtained if we define Specific Mechanical Energy,
E, or the Total Mechanical Energy per unit mass. Thas, we can write:

E

E =

E

Total Mechanical Energy

KE PE

2

Specific Mechanical Energy, E, is also conserved in unpowered flight in space.

The units of E are
sec
ft2.

Since the mass term does not appear directly in the
equation, E represents the specific mechanical energy of a body in general.

If the solution to the Specific Mechanical Energy equation yields a negative
value for E, the body is on an elliptical or circular path (noneseape path). If
E is exactly equal to zero, the path is parabolic; this is the minimum energy
escape path. If E is positive, the path is hyperbolic, and the body will also escape
from the earth's gravitational field.

Although the value of E, once determined, remains constant in free flight, there
is a continuous change in the values of specific kinetic energy and specific po-
tential energy. High velocities nearer the surface of the earth, representing high
specific kinetic energies, are exchanged for greater specific potential energies
as distance from the center of the earth increases. In general, velocity is traded
for altitude; kinetic energy is traded for potential energy. The sum remains
constant.

Linear and Angular Momentum

When a body is in motion, it has momentum. Momentum is the property a
body possesses because of its mass and its velocity. In linear motion, momentum
is expressed as my and has the units, foot-slug.

sec
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When a rigid body, such as a flywheel, rotates about a center, it has angular

momentum. Once the flywheel is in motion, its angular momentum would remain

constant if it were not acted upen by forces such as friction and air resistance.

Similarly, a gyroscope would rotate indefinitely in the absence of friction and air

resistance. Thus, ignoring such losses, angular momentum will remain constant.

In space, it can be assumed that such forces are negligible and that angular

momentum is conserved. This is another tool to use in analyzing orbital systems.

Angular momentum is the product of moment of inertia, I, and the angular

velocity, to. Moment of inertia of a body of mass, m, rotating about a center

at a distance, r, can be expressed as m 1.2. The angular momentum is then equal

to m r co.

For convenience in calculations, the term Specific Angular Momentum, H, is

defined as the angular momentum per unit mass. Remembering that the magni-

Angular Momentum m r2

Vhorizontal
(i)

Ang. Momentum

.'.H = Vhr (Circular Motion)

Figure 14. Specific angular momentum of a circular orbit.

tude of the instantaneous velocity vecior of a body rotating in constant circular

motion about a center with radius r is equal to cor and that the vector is perpen-

dicular to the radiu3, the expression for specific angular momentum of a circular

orbit can be simplified as shown in Figure 14.

The general application of specific angular momentum to all orbits requires

that the component of velocity perpendicular to the radius vector be used. This
velocity component is defined as

Vh V COS CP

where 42 is the angle the velocity vector makes with the local horizontal, a line

perpendicular to the radius. In an elliptical orbit, the geometry is as shown in

Figure 15. The body in orbit has a total velocity v which is always tangent to the

flight path.
The formula, H = v r cos 4), defines the specific migular momentum for all or-

bital cases. The angle gS is the flight path angle and is the angle between the local

horizontal and the total velocity vector. It should be noted that the angle qh is

equal o zero for circular orbits. Further, in elliptical orbits, 4) is zero at the

points of apogee and perigee.
The two important formulas that have been presented in this section are those

for E and H. These formulas permit a trajectory or an orbit to be completely

defined from certain basic dat .

2-23

46



v-E = when units of E are
2 r ' sec2

H = v r cos 4), when units of H ate
see

ft2

If v, r, and are known for a given trajectory (or orbit) at a given position,
then E and H can be determined. In the absence of outside forces, E and H
are constants; therefore v, r, and can be determined at any other position on
the trajectory or orbit. Equations for the specific angular momentum and the
specific mechanical energy can be used in practical application to the two-body
problem and to the free-flight portion of the ballistic missile trajectory.

.."'"

H vhr

but vh= v cos y6

*. 11 v r cos ¢ (General orbit)

Figure 15. Specific angular momentum.

THE TWO-BODY PROBLEM

It is implicit in Newton's law of universal gravitation that every mass unit
in the universe attracts, and is attracted by, every other mass unit in the universe.
Clearly, small masses at large distances are infinitesimally attracted to each other.
It is neither feasible nor necessary to consider mutual attractions of a large
number of bodies in many astronautics problems. The most frequent problems of
astronautics involve only two interacting bodies: a missile payload, or satellite,
and the earth. In these instances, the sun and moon effects are negligible except
in the case of a space probe, which will be noticeably affected by the moon, if
it passes close to the moon, and which will be controlled by the sun, if it escapes
from the earth's gravitational field.

Military officers concerned with operational matters are primarily interested
in launching a missile from one point on the earth's surface to strike another point
on the earth's surface and in launching earth satellites. In these problems, the
path followed by the payload is adequately described by considering only two
bodies, the earth and the payload. The problem of two bodies is termed the
two-body problem; its solution dates back to Newton.

It is indeed fortunate that the solution of the two-body trajectory is simple
and straightforward. A general solution to a trajectory involving more than two
bodies does not exist. Special solutions for these more complex trajectories
usually require machine calculation.

2- 24

47



m2 00

Trajec tory
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Figure 16. Trajectory relationships.

The two-body problem is described graphically in Figure 16. A small body,

m. has a velocity. v, at a distance r from the origin chosen as the center of

mass of a very _massive body, ni1. The problem is to establish the path followed by

body, m,, or to define its trajectory. This is a typical problem in mechanics
given the present conditions of a body. what will these conditions be at any
time, t. later? First, we shall find r as a function of v, where v is the polar
angle measured from a reference axis to the radius vector.

At the outset, it should be apparent that the entire trajectory will take place
in the plane defined by the velocity vector and the point origin. There are no
forces causing the body, rn.., to move out of this plane; otherwise, the conditions
are not those of a two-body free-flight problem.

In the earlier outline of the laws of conservation of energy and moment:1m,

the followiniz conditions were established:

v. E = a constant (1)

H = yr cos 4) = a constant (2)

Equations (1) and (2) can be combined and, with thc aid of the calculus,
the following equation can be derived:

r =
H 2 /

2EI-F
1 -4- 41 I -I- cos v

(3)

Equation (3) is the equation of a two-body trajectory in polar coordinates.

Earlier, the following equation was given as the equation of any conic section in

polar coordinates, the origin located at a focus:

r k
1 E COS V (4)

Equations (3) and (4) are of the same form; hence, equation ( 3) is also the
equation of any conic section (origin at a focus) in terms of the physical constants,

E and H, and the two-body trajectories are then conic sections. This conclusion sub-
stantiates Kepler's first law. In fact, Kepler's first law is a special case because an
ellipse is just one form of conic section.
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Since equations (3) and (4) are of the same form, it is possible to equate like
terms, which will lead to relationships between the physical constants, E, H, and
and the geometrical constants, E, a, b, and c. Thus:

and

1ER=E =

Physical Interpretation of the Two-Body Trajectory Equation

(5)

(6)

Analysis of the two-body trajectory equation will give an understanding of the
physical reaction of a vehicle (small body) under thc influence of a planet
(large body).

If E 0, the trajectory is an ellipse What is the condition that E be less than
zero? It is simply that thc kinetic energy of the small mass, mt!, because of its
relatively low velocity, is less than the magnitude of its potential energy. There-
fore, the body cannot possibly go all the way to infinity; that is, it cannot go
to a point where it is no longer attracted by the larger bodywhere the potential
energy is zero. The smaller mass cannot escape. It must remain "captured" by
the force field of the larger body. Therefore, it will be turned back toward the
larger body, or, nlore in keeping with the idea of potential energy, it will always
be "falling back" toward the more massive body. When this particular balance
of energy exists, the trajectory is elliptical with one focus coincident with the
center of mass of the larger body. In the actual physical case, thc larger body
will have a finitc size; that is, it will not be a point mass, and this ellipse may
intersect the surface of the larger body as it does in the case of a ballistic missile.
If the velocity is sufficiently high, and its direction proper, the ellipse may com-
pletely encircle the central body, thc condition of a satellite.

If E = 0, the kinetic energy exactly equals the magnitude of the potential
energy, and the small mass. n-12. has just enough energy to travel to infinity, away
from the influence of the central body, and come to rest there. The small body
will follow a parabolic path to infinity. Thc velocity which is associated with this
very special energy level is also very special and is commonly called the "escape
velocity."

Escape velocity can be calculated by setting E = 0 in the mechanical energy
equation (I) as follows:

V2ese

2

v2esc

Vesc

2
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Thus, it can he seen that escare velocity decreases with distance from the

center of the earth. At the earth's surface,

ft'
2j (2) (14.08) (1015-----7)sec-

v, \ r -(20.9) (10' ft)

v, = 36,700 ft/sec.

If the velocity of the small mass exceeds escape velocity, which will be the
case if E > 0, it will follow a hyperbolic trajectory to infinity. In practice infinity

is a large distance at which the earth's attractive force is insignificant, and there
the mass will have sonic residual velocity. In a mathematical sense, the body

would still have velocity at infinity. In a physical sense, it would have velocity
relative to the earth at any large distance from the earth.

Considering the sounding rocket, only the straight-line, degenerate conic is a

possible trajectory. But, again, the value of E will determine whether escape is
possible; that is, if E < 0, the straight-line trajectory cannot extend to infinity.
If E = 0 or E > 0, the straight line will extend to infinity.
Example Problein: The first U.S. "moon shot," the Pioneer I, attained a height
of approximately 61.410 NM above the earth's surface. Assuming that the
Pioneer had been :sounding rocket (a rocket fired r2rtically), and assuming

a spherical, nonrotating earth without atmosphere, calculate the following:

a. E (total specific energy)

b. Impact velocity (earth's surface)

Solution: Given

(a) At apogee (greatest distance from earth) :

Altitude (above earth's surface) = 61,410 NM

Earth radius = 3440 NM
Velocity = 0 (Only for a sounding rocket)

r = altitude + earth's radius

r = (61,410 + 3440) NM = 64,850 NM

v-E = 2
= 0

3.57 X 107 ftYsec2

(14.08) (1015)
ft"

see-

(64,850) NM (6080) isifmt

Answer

(b) Since the specific energy is constant,

At the earth's surface:

r = 3440 NM
E = 3.57 X 10 ft'/see'
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E

_ ft"(14.08) (101" )ft2, see-
sec- ft( 3440) NM (6080) wm

v- = 21( 3.57 ) 1(V) + (67.4 Mt)] = 2(63.8 X l 07)ft'/sec2
V I impart ) = 35.700 ft/sec Answer

Thk is also the approximate burnout velocity of the vehicle. As the surface
escape velocity is 36.700 ft/sec, it is clear that Pioneer I did not attain escape
velocity, and so it returned to earth.

Elliptical Trajectory Parameters

While parabolic and hyperbolic trajectories, especially the latter, are of interest in
problems of intr!rplanc tary travel, elliptical trajectories comprise the ballistic missile
and satellite cases, which are of current military interest. It is important, then, to re-
late the dimensions of an ellipse (a, b. and c) to the physical constants (E, II, and
/2) as was previously done for E.

The relationship, r r,, = 2a, was presented earlier. If this equation is applied
to point P in Figure 17,

Figure 17. Ellipse.

kEr and r = a c. Then,
1 E

k c
1 E

= a
(8)
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But E ; therefore, substituting c = ea into (8),
a

ke
1 + E a ea = a(1 e)

= a(1

But from equations (5) and (6),

= H2,. and E = 1 + 2EH2

Substituting thes k! relationships into equation (9),

= a (1 1

_ 2EH2a

2E112

ki,-= I

(9)

1
a

Also a

122

2Ea

(EXTREMELY USEFUL)

A

(10)

(11)

_
2E

2( v2

2 r

From the following equation:

But from equation (9),

Therefore,

1..2

1 e2
a2

b2 a(1 e2)
a

H2
a(1 2) = ke =

b2 H2
a JL (12)

Equations (10) and (12) are. extremely important relationships; an understand-
ing of them is essential to material that follows on ballistic missiles and satellites. If
injection conditions of speed and radius are fixed, it is clear that a, the semimajor
axis of the elliptical trajectory, becomes fixed, regardless of the value of the flight
path angle at ilurnout. Equation (10) points out there i a direct relatimship be-
tween the size of an orbit and the energy level of the orbitin; (11:ject. luation (12)
points out that for 9 given energy level there is direct relaionship "between the
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length of the semi latus rectum of an elliptical trajectory (a shape parameter) and
the specific angular momentum of the orbitim; object. This implies that the size and
shape of an elliptical trajectory are determined by the E and H.

Two-Body Trajectory Definitions and Geometry

The general equation of two-body trajectories has now been introduced. Before
proceeding to problem applications it would be well to consider in detail some
commonly used terms and symbols.

First, refer to Figure 18. In general, the point P is called the periapsis and
P' the apoapsis. If the earth is at point 0, the ellipse would then represent the
trajectory of an earth satellite; P is then termod p.2rigee and P' apogee. If
the sun is at point 0, the ellipse would represent a planetary orbit; P is then
called perihelion and P` aphelion.

In order to explain the use of the angle v, the geometry of satellites will he
discussed briefly. Figure 18 depicts a planetary orbit (not to scale).

In astronomy and celestial mechanics it is standard practice to measure a body's
position from perihelion point P. There are several reasons for using pet;helion,
including the fact that perihelion of any body in the sr,tem
and Venus is closer to the earth's orbit than is the
for a highly eccenti.,- (-11)4 such as a comet's, the body .vould not

apho!ion. lit order to conform to accepted practice, th.' t, the angle nu (v),
mc&,itrc(i n per; has been introduced. This angle, which is called the
true anomaly, is of considerable importance in time-of-flight calculations.

Figure 18. Sun-centered orbit

The true anomaly, however, does not lend itself well to ballistic missile problems,
as can be seen from the simplified ballistic missile geometry in Figure 19.
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Figure 1f: . ,ilistic missile trajectory.

Lath

In a ballistic missile tcajeetory. perigee is entirely fictitious. The missile obviously

never traverses the dashed portion of the trajectory. The solid port:on of the trajec-

tory is all that is of real interest, and this portion is in the second and third quad-

i',1111 of the angle v. It is convenient then to define an angle 0, measured counter-
clockwise from apogee (apoapsis, in general), such that

v = 0 + Tr. (13)

0 will normally have values in the first and fourth quadrants. From ( 13), it is clear
that derivatives of v and will be interchangeable. The equation of a conic section

in terms of can be found by substituting (13) into (4),

E COS (0 + Tr)

With this understanding of the relationship between v and 0, it will be convenient

to use v when working with satellite and space trajectories and 0 when working with

ballistic missiles (see App. C).

EARTH SATELLITES

During their free flight trajectury, satellites and ballistic missiles follow paths
described by the two-body equation. For a satellite to achieve orbit, enough

energy must be added to the vehicle so that the ellipse does not intersect the
surface of the earth. However, not enough energy i added to allow the vehicle
to escape. Therefore, he ellipse and the circle are the paths of primary interest.

The orientation, shape. and size of orbits are important to the accomplishment
of prescribed missions. Therefore, eccentricity (), major axis (2a), minor axis
(2b), and distance between the foci (2c) are of interest. It is necessary to know
the relationships of these geometric values to the orbital parameters in order to
make aa analysis of an orbit. For example, it is helpful to remember that:
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rp (radius at perigee) --- a c

r (radius at apogee) = a + c
ri, + ra = 2a

E
a

a' = b' + c'

Specific mechanical energy. E. and specific angular momentum, H, are of primary
concern when elliptical and circular orbits are discussed. If there are no outside
forces acting on a vehicle in an orbit, the specific mechanical energy and the specific
angular momentum will have constant values, regardless of position in the orbit.
This m.;ans that if E and H are known at one point in the orbit, they are then known
at each and every other point in the orbit. At a given position if radius r, speed v,
and flight path angle (I) are known, E and H can be determined from:

.,v- IL ki,E = =
2 r 2a

H = vr cos cil

If the values of E and H are known for a particular orbit, and the speed and
flight path angle at a certain point in the orbit are to be determined, the energy
equation can be solved for v, and then the angular momentum equation can
be solved for 43.

The equations for the speed in circular and elliptical orbits are important.
The equation for circular speed is:

v =

The equation for elliptical speed is:

V = r a

Another equation that is important in the analysis of orbits is the equation
for orbital period. For a circular orbit the distance around is the circumference
of the circle which is 2irr. Therefore, the period, which is equal to the distance
around divided by the speed, is this:

2irrP = v

Now, substitute for v the speed in circular orbit:
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V =

P = 2irr

Multiply numerator and denominator of the right hand side by Vr:

2irr Vr 2irr",'2

/ Vr Via
V r

Using the principle of Kepler's third law, replace r by the mean distance from
the focus, which is equal to the semimajor axis a, and the equation becomes:

1,71-a3;2

4172a3
Squaring both sides. 1 32 Since

47r2 is a constant, 132 is proportional

to a, and for earth satellites P2 = ( 2.805 X ftsec' 3-) (ar. Or, P

( 3

5.30 X 10-8 )
ft:7

Problem: Initial data from Friendship 7 indicated that the booster burned out
at a perigee altitude of 100 statute miles, speed of 25,700 ft/sec, and flight path
angle of 0. Determine the speed and height at apogee, and the period.

Given*: hp = 100 SM = .5 X 10fl ft
vb0 = 25,700 ft/sec

Oho = Oo

Find:

re = 20.9 X 106ft

Figure 20. Orbit of Friendship 7 (not to scale).

* Even though = 0, if burnout altitude were not given as perigee altitude, you would have to de-
Obo °

tetmine if this were perigee or apogee, To do this, you would compute the circular speed for the given
burnout altitude and compare this with the actual ..peed. If the circular speed is greater than the actual,
burnout was at apogee; if the circular speed was less than the actual speed, burnout was at perigee.
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Solution: . v- A (2.57 X 104)2 14.08 x 10"_
2 r 2 (20.9 + .5) X 106

= (3.31 X 108) (6.58 X 108) = 3.27 X 108
A A 14.08 X 1016
2a " 2a = E 3.27 X 108

= 43.1 X 106
but E =

From Figure 20, ra rp = 2a

= 2a rp = (43.1 21.4) X 106
= 21.7 X 106

= ra re = 20.9) X 106 = .8 X 106ft
= 151 sm Answer

=

V') rp ya ra Va =

(2.57 X 104) (21.4 X 106)
21.7 X 106 = 25,400 ft/sec

= 17,300 mph Answer

47r2a3P2 = = (2 805 X 10'9 (21.6 X 106 ft)3-5V
11.

= 28.1 X 106 see

va

Nip rp

ra

P = 5.30 X 103 sec = 88.3 min Ans.

It is interesting to compare the computed apogee and period results with the
actual orbit (later data gave a higher accuracy for burnout conditions):

item Actual figures Computed figures

Vb0 _ ... 25,728 ft/sec 25,700 ft/sec

hbo 97.695 SM 10C SM

h. 158.85 SM 151 SM

88.483 min 88.3 min

Note that using tl!ree significant figures results in hp = .5 X 106 ft, about 94

SM. Such errors are common using slide rule accuracy, but this problem does
illustrate :he techniques used.

From the foregoing problem, it is evident that the principles and relatively

simple algebraic expressions presented thus far are extremely important. They
enable one Lo analyze a trajectory or orbit rather completely--with a slide rule
for academic or generalized discussion purposes, or with a digital computer for
system design and operation. The discussion has been, however, confined to the

two dimensional orbital plane. Before discussing some of the more interesting

facets of orbital mechanics, it is necessary to properly locate a payload in three

dimensions.

57
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LOCATING BODIES IN SPACE

In one of the coordinate systems for space used by engineers and scientists,
the origin is the center of the earth. This is a logical choice since the center of
the earth is a focus for all earth orbits.

With the center of the coordinate systems established, a reference frame is
required on which angular measurements can be made with -espect to the center.
The reference frame should be regular in shape, and it should be fixed in space.
A sphere satisfies the requirement of a regular shape. The sphere of the earth
would be a handy reference if it were fixed in space, but it rotates constantly.

Perigee

Inclination (i)

Orbit Trace

Right Ascension

Figure 21. 031astial Sphere.
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Spriniz

TO THE FIRST
POINT OF ARIES ( tr)

Figure 22. The vernal equinox.

Therefore. the celestial sphere is used to satisfy the requirement for a reference
frame. This is a nonrotating sphere of infinite radius whose center coincides with
the center of the earth and whose surface contains the projection of the celestial
bodies as they appear in the sky (Fig. 21). The celestial equator is a projection
of the earth's equator on the celestial sphere. The track of a satellite can be
projected on the celestial sphere by extending thc plane of the oribt to its inter-
section with the celestial sphere.

After the center of the system and the celestial equator have been defined,
a reference is required as a starting point for position measurements. This point,
determined at the instant winter changes into spring, is found by passing a line
from the center of the earth through the center of the sun to the celest:al equator,
and is called the vernal equinox (Fig. 22).

After the references for the coordinate system have been established, the orbit
itself must be located. The first item of importance is right ascension (SI) of the
ascending node. which is defined as the arc of the celestial equator measured
eastward from the vernal equinox to the ascending node (Fig. 21). The ascend-
ing node is the point where the projection of the satellite path crosses the celestial
equator from south to north. In other words, right ascension of the ascending
node is the angle measured eastward from the first point of Aries to the point
where the satellite crosses the equator from south to north.

The next item of importance is the angle the path of the orbit makes with the
equator. This is the angle of inclination (i), which is defined as the angle that
the plane of the orbit makes with the plane of the equator, measured countil-
clockwise from the equator at the ascending node. Equatorial orbits have i = 00;
posigrade orbits have i = 0' to 90'; polar orbits have i = 90'; and retrograde
orbits have i= 90' to 180'.
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To describe the orbit further, the perigee is located. The angular measurement
from the ascending node to the perigee, measured along the path of the orbit in
the direction of motion, is calk:1 the argument of perigee ( co ).

If, in addition to the coordinates of the orbit, a time of either perigee or right
ascension of the ascending node is known, along with the eccentricity and the
major axis of the orbit, the exact position and velocity of the satellite can be
determined at any time. Six quantities (right ascension, inclination, argument of
perigee, eccentricity, major axis, and epoch time at either perigee or ascending
node) form a convenient grouping of the minimum information necessary to
describe the orbital path as well as the position of a satellite at any time. They
constitute one set of orbital elements, known as the Breakwell Set of Keplerian
Elements.

Orbital Plane

Another interesting facet of earth satellites concerns the orbital plane. There
is a relationship between the launch site and the poEsible orbital planes. This
restriction arises from the fact that the center of the earth must be a focus of
the orbit and, therefore, must lie in the orbital plane.

The inclination of the orbital plane, i, to the equatorial plane is determined
by the following formula: cos i (inclination) = cos (latitude) sin (azimuth) where
the azimuth is the heading of the vehicle measured clockwise from true north.

As an example, a satellite launched from Cape Kennedy and injected at 300 N on
a heading due east (Azimuth 900) will lie in an orbital plane which is inclined 30°
to the equatorial plane.

cos i (cos latitude) (sin azimuth)
= cos 30° sin 90°

cos i = cos 30°
i = 30°

It can be deduced from the above that the minimum orbital plane inclination for a
direct (no dog leg or maneuvering) injection will be closely defined by the latitude
of the launch site. All launch sites, thereby, will permit direct injections at inclina-
tion angles from that minimum (the approximate latitude of the launch site) to
polar orbits (plus retrograde supplements), provided there were no geographic re-
strictions on launch azimuth, such as range safety limitations. For example, direct
injections from Vandenberg AFB (35°N) would permit inclination angles from
about 35° to 145°.

Once the inclination of the orbital plane is defined, the ground track can be dis-
cussed.
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SATELLITE GROUND TRACKS

The orbits of all satellites lie in planes which pass through the center of a
theoretically spherical earth. Each plane intersects the surface of the earth in a
great circle (Fig. 23).

Figure 23. Satellite ground track geometry.

A satellite's ground track is formed ' y the intersection of the surface of the
earth and a line between tir center of the earth and the satellite. As the space
vehicle moves in its orbit, this intersection traces out a path on the ground below.

There are five primary factors which affect the gound track of a satellite
moving along a ft ee flight trajectory. These are:

1. Injection point
7. Inclination angle (i)
3. Period (P)
4. Eccentricity ()
5. Argument of Perigee (a))

Of the above, the injection point simply determines the point on the surface from
which the ground track begins, following orbital injection of the satellite. Inclination
angle has been discussea in the previous section and will be treated below in further
drail. Period, eccentricity, and argument of perigee each affect the ground track,
b.., it is often difficult to isolate the effect of any one of the three. Therefore, only
general remarks regarding the three factors will be made, rather than an intricate
mathematical treatment.

If the study of satellite ground tracks is predicated upon a nonrotating earth,
the track of a satellite in a circular orbit is easy to visualize. When the satellite's
orbit is in the equatorial plane, the ground track coincides with the equator
(Fig. 24).
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Figure 24. Equatorial track.

If thc planc of the orbit is inclined to the equatorial plane, the ground track
moves north and south of the equator. It moves between the limits of latitude
equal to the inclination of its oroital plane (Fig. 25). A satellite in either circular
or elliptical orbit will trace out a path over the earth between these same limits
of latitude, determined ny the Inclination angle. However, the satellite in elliptical
orbit will, with one exception, remain north or south of the equator for unequal
periods of time. This exception occurs when the major or long axis of the orbit
lies in the equatorial plane.

inclination

Figure 25. North-South travel limits.

The inclination of an orbit is determined by both the latitude of the vehicle and
thr; direction of the vehicle's velocity at the time of ir.;ection or entry into orbit.
That is, the cosine of the inclination angle eauals the cosine of the latitude times
the sine of the azimuth (when the azimuth is measured from north). The mini-
mum inclination which an orbital plane can be made to assume is the number of
degrees of latitude aL which injection occurs. This minimum inclination occurs
when the direction of the vehicle's velocity is due east or Nest at the time of in-
jection. If the vehicle's direction at injection into orbit is any direction other than
east or west, the inclination of the orbital plane will be increased (Fig. 26).
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Figure 26. Injection-inclination gec.mPtry.

On a flat map of the earth, satellite ground tracks apnear to have different
shapcs than on a sphere. The ground track for a vehicle ' an inclined circular
or elliptical orbit appears as a sinusoidal trace with Nxth-i,outh limits equal to
the inclination of the orbital plane (Fig. 27).

,.. mar
wit

4414
/ , .

/

..

Illy /
,,,

Figure 27. Ground track on flat, non-rotating earth mup.

When the earth's rotation is considered, visualizing a satellite's ground track
becomes more complex. A point on the equator moves from west to east more
rapidly than do points north and south of the equator. Their speeds are the
speed of a point on the equator times the cosine of their latitt.de. Satellites in
circular orbit travel at a constant speed. However, when the orbits are inclined
to the equator, the component of satellite velocity which is effective in an easterly
or westerly direcdon varies continously throughout the orbital trace (Fig. 28).
As the satellite crosses the equator, its easterly or westerly component of velocity
iF its instantaneous total velocity times the cosine of its angle of inclination.
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Figure 28. Effective East/West component of satellite velocity.

When it is at the most northerly or southerly portion of its orbit, its easterly or
westerly component is equal to its total instantaneous velocity.

In elliptical oi-bits only the horizontal velocity component contributes to the
satellite's ground track. Further complication results because the inertial or ab-
solute speed of the satellite varies throughout the elliptical path (Fig. 29).

Because the ground track is dependent upon the relative motion between the
satellite and the earth, the visualization of ground tracks becomes quite compli-
cated. Earth rotation causes each successive track of a satellite in a near earth
orbit to cross the equator west of the preceding track (Fig. 30). This wester-1
regression is equal to the period of the satellite times the rotational speed of the
earth. The regression is more clearly seen if angular speed is considered. The
earth's angular speed of rotation is 15c7hour. The number of degrees of regres-
sion (in terms of a shift in longitude) can be determined by multiplying the
period of the satellite by 15'/hour, the angular speed of the earth. If the altitude
of a satellite is increased, th Teby increasing the time required to complete one
revoiation in the orbit, the distance between successive crossings of the equator
inereases.

Figure 29. Variation of velocity magnitude in an elliptical orbit.
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Figure 30. Ground track regression due to earth rotation.

Again, using a flat map of the earth, the track of a satellite in circular orbit (with
a period of less than 20 hrs) appears as a series of sinusoidal traces, each succes-
sively displaced to the west (Fig. 31).

The ground track of a satellite in elliptical orbit rcsults in a series of irregular
t:aces on a flat map which have one lobe larger than the other. The lobes are
compressed by an amount which depends on orbital time, are altered in shape
by the combined factors (inclination, eccentricity, period, and location of perigee),
and successive traces are displaced to the west (Fig. 32).

Some satellites follow orbits that have particularly interesting ground tracks.
A satellite with a 24-hour period of revolution is one such case. If this satellite is
in a circular orbit in the equatorial plane, it is oftcn referred to as a synchronous

ri
ILItu:

. . .. -... IIIr,
k r

,. ,.. 2 /

. .r //
Figure 31. Westward regression of sinusoidal tracks.
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Figure 32. Westward regression of irregular tracks.

satelkie; its trace is a single point. If it orbits in the polar plane, it will complete
half of its orbit while thc earth is rotating halfway about its axis. The result is a
trace which crosses a single point on the equator as th1/4. satellite crosses the
equator heading north and south. The complete ground track forms a figure eight.
If the pi Inc of the circular orbit is inclined at smaller angles to the equatov,
the figure eights are correspondingly smaller (Fig. 33).

Figure 33 Figure eights for inclinations less than polar.

The shape of the figure eight. may be altered by placing a satellite in an
elliptical flight path. The eccentricity of the ellipse changes the relative size of
the loops of the figure oight. If eccentricity and inclination are fixed, then changfng
the lo:ation of perigee will vary the shape and orientation of the figure eight as
shown in Fig. 34. The longitude of perigee is, of course, determined by the con-
ditions and geographical location of injection into the 24-hour orbit. However, the
latitude of perigee is fixed by the inclination of the orbital plane (i), and the argu-
ment of perigee (w) :

Sin (latitude of perigee) = sin i sin co

Apogee is located on the same meridian as perigee and is at the same degree of
latitude but in the opposite hemisphere.

Circular ground tracks similar to the one shown in Fig. 34(g) have been
proposed in certain navigation satellite concepts. In this case with apogee in the
northern hemisphere, a multiple satellite system using this type of ground track
might be used for supersonic aircraft navigation in the North Atlantic.
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,ure 34. Variation of elliptical, 24-hour track with movement of perigee.

2-44

67



if

180 L

PPrigee Si Apogee
..] A DI/

_

(f

(9)

Eccentricity (e) .6
(i) = 60°

Argumenz uf Perigee (to) = As Statrd

(h)

Figure 34. Vnriation of elliptical, 24-hour track with movement of perigee, continued.
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If a satellite is in an orbit with a period much greater than the earth's twenty
four hour period of rotation, the satellite appears as a point in space under which
the earth rotates. If the orbit is in the equatorial plane, the trace is a li-ae on the
equator moving to the west. If the orbit is inclined to the equator, its ,:arth track
will appear to be a continuous trace wound around the earth like a spiral between
latitude limits equal to its angle of inclination (Fig. 35). An exa'nple of this
phenomena is thc ground track of the moon.

It should now be clear that there is an almost limitless variety of satellite ground
tracks. To obtain a particular track, it is only necessary that the proper orbit be
selected. If changes are made in the inclination of an orbital plane to the
equator, if its period is varied, if the eccentricity is controlled, or, if the location
or perigee is specified, many diff2rent ground tracks can be achieved.

Figure 35. Track for inclined orbit with period greater than one day.

SPACE MANEUVERS

One characteristic of satellites is that their orbits are basically svable in inertial
space. This stability is often an advantage, but it can also pose problems. Space
operatiom such as resupply, rendezvous, and interception may require that the
orbits of space vehicles be changed. Such changes are usually changes in orbital
altitude, orbital plane (inclination), or both. In this section some methods of
maneuvering in space will be reviewed.

Altitude Change

When a satellite or space vehicle is to have its orbit changed in altitude, addi-
tional energy is required. This is true whether the altitude is increased or de-
creased. The classic example of changing the orbital altitude of a satellite is the
HOHMANN TRANSFER.

The Hohmann transfer is a two-impulse maneuver between two circular,
coplanar orbits. For most practical problems, this- method uses the least amount
of fuel and is known as a minimum energy transfer. The path of the transfer
follows an ellipse which is cotangential to the two circular orbits (Fig. 36).
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In accomplishing a Hohmann transfer, two applications of thrust are required.
Each application ot thrust changes the speed of the vehicle and places it into a
new orbit. Obviously both the direction and magnitude of the velocity change, Ay,

Target
orbit

Initial
orbit

Figure 36

Transfer
ellipse

must be accurately controlled for a precise maneuver. If an increase in altitude is
desired, the point of departure becomes the perigee of the transfer ellipse; the
point of injection to the higher circular orbit becomes the apogee of the transfer
ellipse. (For the transfer el;lpse, 2a = r1 + r2.) To lower altitude, the reverse
is true. Tlie point of departure will be the apogee of the transfer ellipse.

In general, the process for determining the total increment of velocity, Ay,
required to complete a Hohmann transfer can be divided into seven steps.

(1) Determine the velocity the vehicle has in the initial orbit.

=

(2) Determine the velocity required at the initial point in the transfer orbit.

VI = a

(3) Solve for the vector difference between the velocities found in steps 1 and 2.

(4) Find the velocity the vehicle has at the final point in the ttansfer ellipse.

21h or vg =vg = a
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(5) Compute the velocity required to keep the vehicle in the final orbit.

ve2 =
Ts

(6) Find the vector difference between the velocities found in steps 4 and 5.

(7) Find the total Ay for the maneuver by adding the Ay irom step 3 to the Ay from
step 6.

Target Orbit

Figure 37

Transfer
ellipse

From a practical point, once the required Av is known, the amount of propellant
required for the maneuver can be computed from

AV = ln = ln mass ratio
I 80 g

as discussed in Chapter 3.
There are, of course, other ways to accomplish an altitude change. One such

method is the Fast Transfer, useful when time is a factor.
In the Fast Transfer, the transfer ellipse is not cotangential to the final orbit

but crosses it at an angle (Fig. 37). Again the Av is applied in two increments,
but Av2, applied at the intersection of the transfer ellipse and the target orbit,
must achieve the desired final velocity in the proper direction. The steps for
calculating the required Av are similar to those for the Hohmann transfer, noting
that velocity differences must be treated as vectirial quantities. For the same
altitude change the fast transfer requires more Av.

Other methods of changing altitudes are discussed in other texts on astro-
nautics. The procedures are similar to those discussed here. The magnitude and
direction of the velocity vector remains the critical factor.

2-48



Plane Change

Changing the orbital plane of a satellite also requires the expenditure of
energy. This is apparont if the vector diagram representing two circular orbits
of the same altitude is examined, the only difference being in their inclinations:

Figure 38

tij:quator ial
orbit

Polar orbit

In this case, the orbital speeds, v1 and v2, are equal except that they are 900
to each other. Transferring from the polar orbit to the equatorial orbit would

require the Av represented by the dashed arrow. For a 90° plane change (an
extreme case) the hlv exceeds the existing orbital speed. It should be noted that

a change from one plane to another can only be accomplished at the intersection

of the two planes.
The Ay required to change the orbital plane any spe lied amount can be deter-

mined by examining the vectors involved. The problem is solvable by use of
the Law of Cos:nes. For example, if v, represents the existing orbital velocity,

v2 the final orbital velocity, and a thc desired plane change angle,* then:

,\V2 -=' V2 + v 2v v cos
2 1 2

Figure 39

If only the plane is to be changed, then v, = v2 and the problem is simplified.
But, if altitude (or eccentricity) is also to be changed, v1 and v2 will not be equal.

The amount of Av required to accomplish a plane change is, of course, de-
pendent upon the amount of change desired. It is also a function of the altitude
at which the change is made.

See appendix B.
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Less Av is required to make a plane change at high altitudes than at low
altitudes because the orbital speed of the vehicle is less at higher altitudes. In
other words. it is more economical, in terms of propellant required, to make
plane changes where the speed of the satellite is lowat apogee, or at high
altitudes.

Combined Maneuvers

If a requirement exists to perform both a plane change and an altitude change,
some economy will result if the operations are combined.

The problem of combining a plane and altitude change is solved quite simply
by con:iidering the vector diagram. For example, it is desired to change the altitude
of a vehicle from 100 NM circular orbit to 1500 NM circular orbit with a plane
change of 10. Recognizing that the plane change is more economically made at
altitude, the plan is to combine the plane change with injection from the Hoh-
m ann transfer ellipse into the 1500 NM circular orbit. A typical Hohmann altitude
change initiated at a point of intersection of the two planes by increasing the
vehicle's speed.

At the apogee of the transfer ellipse (1500 NM altitude) the vehicle's speed
is 19,800 ft/sec. The required circular speed is 21,650 ft/sec. The complete prob-
lem, at apogee, looks like this:

19,800 ft 'sec Speed

1300
NM circuiar

orbit
21,650 ft/sec

Speed in

p ogee of transfer ellipse

Av Req'd

Figure 40

The Av required for the combined n.aneuver is calculated by use of the Law of
Cosines and is Ay = 4,055 ft/sec. It is also necessary to compute the angle at
which the Ay is to be applied. This calculation may be accomplished with the
Law of Sines.

PERTURBATIONS

When the orbit of an artificial satellite is calculated by use of the assumptions
given thus far, it will vary slightly from the actual orbit unless corrections are
made tc take care of outside forces. These outside forces, known as perturbations,
cause deviatkms in the orbit from those predicted by two-body orbital mechanics.
In order to get a better understanding of how the satellite's actual orbit is going
to behave, one must consider the following additional factors:

(1) The earth is not the only source of gravitational attraction on the satellite
since there are other gravitational fields (principally of the sun and moon) in
space. This effe:t is greatest at high altitudes (above 20,000 NM).
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(2) The earth is not a spherically homogeneous mass but has a bulge around

the equatorial region. This additional mass causes the gravitational pull on the

satellite not to be directed toward the center of the earth. This is the major

perturbation effect at medium altitudes (between 300 NM and 20,000 NM).

(3) The earth has an atmosphere which causes drag. This effect is most

significant at low altitudes (below 300 NM).

Third Body Effects

One cause of perturbations is the introduction of one or more additional

bodies to the sy& em creating a problem involving three or more bodies. Figure

41 shows an exaggerated perturbation, referred to a? a hyperbolic encounter.

Initially, the satellite is in orbit I about an attracting body such as the earth.

Figure 41. Hyperbolic encounter.

As the satellite approaches the moon, the gravitational influence of the moon

dominates, and the center of the moon becomes the focus instead of the center

of the earth. Since the vehicle approaches the moon with more than escape

velocity, it must leave the moon's sphere of gravitational influence with greater

than escape velocity. This means that the vehicle's velocity with respect to the

moon is greater than that required to escape. Therefore, for the short time that

the moon is the attracting body, the vehicle is on a hyperbolic path with respect

to the moon. When the satellite leaves the sphere of influence of the moon, it

switches back to the earth's sphere of influence and goes into a new elliptical

orbit about the earth. The neAt time the satellite retuli.s to this region, the

moon will have moved in its orbit, and th z. satellite, therefore, will now maintain

orbit 2. A hyperbolic encounter is a methoei of changing the energy level of a

satellite. By proper positioning, it could be used to increase or decrease the

energy of a space vehicle. Of course, the change in energy of the vehicle is

offset by the change in energy of the second body (the moon in the case

illustrated).
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Effects of Oblate Earth

Another cause of perturbations is the bulge of the earth at the equator some-
times called the earth's ohlp.teness. The effect of this ohlateness on the satellite
can be seen if we imagine the earth to be made up of a sphere which has an
added belt of mass wrapped around the equatorial region. As shown in Fig. 42,
the primary gravitational attraction F, directed to the center of the earth, will
now be -disturbed" by the much smaller but nevertheless significant attractions
F1 and .17,.; directed toward the near and far sides of the equatorial bulge. With
r1 smaller than r2, F1 will be larger than F2, nd the resultant force obtained
by combining F, Fl, and F2 will now no longer point to the ccnter of the earth
but will be deflected slightly toward the equator on the near side. As the satellite
moves in its orbit the amount of this deflection will change depending on the
vehicle's relative position and proximity to the equatorial region.

Figure 42. Deviation in force vector caused by the oblateness of the earth

Two perturbations which result from this shift in the gravitational force are:

(1) Regression of the nodes.
(2) Rotation of the line of apsides (major axis) or rotation of perigee.

Regression of the nodes is ilJustrated in Fig. 43 as a rotation of the plane of
the orbit in space. The resulting effect is that tbe nodes, both ascending and
descending. move west or east along the equator with each succeeding pass.
The direction of this movement will be opposite to the east or west component
of the satellite's motion. Satellites in the posigrade orbit (inclinations less than
900) illustrated in Fig. 43 have easterly components of velocity so that the
nodal regression in this case is to the west. The movement of the nodes will be
reversed for retrograde orbits since they always have a westerly component of
velocity. Figure 44 shows why, for a vehicle traveling west to east, the regression
of the nodes is toward the west. The original track froni A to B would cross
the equator at fly. Simplifying the effect of the equa,orial bnlge to a single
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Figure 43. Regression of the nodes.

impulse at point E, the track is moved so that it crosses the equator at 112. At
point F the simplified effect of the bulge is a single impulse down, changing
the orbital path line to the line FD, which would have crossed the equator at 113.
This effc,..+, regression of the nodes, is more pronounced on low-altitude satellites

than high-altitude satellites. In low altitude, low inclination orbits the regression

rate may be as high as 90 per day. Fig. 45 shows how the regression rate
changes for circular orbits at various altitudes and inclination angles. Note

that nodal regression is zero in the polar orbit case. It has no meaning in
equatorial orbits.

Figure 44. Regression of nodes toward the west when vehicle is traveling wcst to east.
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Figure 45. Nodal regression rate per day for circular orbits.
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Satellites requiring sun synchronous orbits (for photography or other reasons)
are an example of how regression of the nodes can be used to practical ad-
vantage in certain situations. In Fig. 46 the satellitt.1 is injected into an orbit
passing over the equator on the sunlit side of the earth at local noon (the sun
overhead). This condition initially aligns the orbital plane so that it contains a
line between the earth and sun. The altitude of the near circular orbit deter-
mines the angle of inclination required in order to maintain the sun synchronous
nodal regression rate of approximately one degree per day (360*/year). In
Fig. 45 note the required inclination angles of approximately 95° to 105° for the
altitudes shown. If inclination angle and orbital altitude have been chosen
correctly, then regression of the nodes will rotate the plane of the orbit (change
the angle of right ascension) through 90° every three months as shown in Fig. 46.
Thus, we see that this perturbing phenomenon due to the earth's equatorial
bulge maintains the desired angle of right ascension which, along with the angle
of inclination, orients the orbital plane within the celestial sphere. Therefore, as
the earth moves in its orbit the desired orientation for best photography is main-
tained without using propellant.

SUMMER

Figure 46. Sun-synchronous orbit.
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1

Figure 47. Earth's equatorial bulge changes the argument of perigee.

Rotation of the apsidal line is shown in Figure ;" k The apsidal line is the

line joining apogee and perigeethe major axis.) e cause of this perturba-

tion due to oblateness is difficult to visualize; however, the result is that the

trajectory rotates within the orbital plane about the occupied focus. This rotation

has the effect of shifting the location of perigee, thus changing the argument of

perigee (Figure 21).
This rate of change in the argument of perigee is a function of satellite

altitude and inclination angle. At inclinations of 63.4° and 116.6' the rate of

rotation is zero. Figure 48 illustrates how the apsidal rotation rate varies with

inclination angle for orbits with a 100 NM perigee and different apogee altitudes.
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Drag Effects

Drag on a satellite will cause a decrease in eccentricity, a decrease in the
major axis, and a rotation of the apsidal line. Figure 49 illustrates the change
in eccentricity and major axis. The original orbit is represented by the curve
A1 A2 A1, with the focus at F, and a major axis equal to line segment A1 A2,
Assuming that the drag is concentrated near perigee, the speed at A1 eventually
will diminish to circular speed, and the new path will be A1 A3 A1, with the
major axis decreasing to line segment A1 A3. After the orbit has decayed to
approximately zero eccentricity (a circle), further decay will result in a nearly
circular spiral with ever-decreasing radius.

Some other causes of perturbations are electromagnetic forces, radiation pres-
sures, solar pressures, and gas-dynamic forces.

Figure 49. Decrease in the eccentricity of a satellite orbit caused by drag.

THE DEORBITING PROBLEM

The general operation of moving a body from an earth orbit to a precise point on
the surface of the earth is a difficult problem. Th: orbl+ may be circular or ellipti-
cal, high or low, and inclined at various degree ' romtional axis of the earth.
The deorbiting maneuver may be the lofted, depro... e, or retro approach which is
the only method discussed in this section. Time of Xight is a major parameter in
deorbiting and presents one of the more difficult of mathematical problems. But, the
theory developed here is sufficiently general in scope that it may be modified to
solve most problems. The complexity of the problem is reduced in the following sim-
plified illustration of deor:,itmg from a circular, polar orbit from a point over the
North Pole, by assuming no atmosphere.* The approach and solution will permit
impacting any earth target, provided fuel for retrothrust is no limitation.

The student may consider the effect of the atmosphere by using the radius of reentry rather than the
radius of the earth, and by then considering the range and time of flight for a specific reentry body. The
solution may also be modified to consider elliptical orbits and inclined orbits.
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C -.sider a target at 60 north latitude. If the earth could be stopped from rotat-
ing (see Fig. 50)*, with the target in the plane of the circular orbit, then it only
would be necessary to apply a retrovelocity (L.Iv1) to the orbital body so it would
traverse the ellipse shown (arc 1-4) and impact the target. The reentry velocity
magnitude (vi,), equal to the circular speed (v,.) minus the retrovelocity (Av1),
would be necessary at apogee (1) to impact any target on the 60° north parallel.
But, the direction of v1, would have to be oriented with respect to the earth's axis so
that it would lie in the plane formed by the earth's axis and the predicted position of

the target.
Since the earth is rotating at a constant speed, the time of flight (th) of the orbital

object must be known in order to predict where the target will be at impact. For ex-
ample, when the orbital vehicle is at Point 1 over the North Pole, the target is at
Point 2. During the descent of the payload, however, the target moves to Point 3. In
order to predict Point 3, th must be known.

Then, if the magnitudes of ve, vh, and a, the angle between these two vectors, are
known, the Law of Cosines can be used to determine Av2. Application of Av,, to v,
insures that vb will have the proper magnitude and direction so that the object will
impact a selected target on a rotating earth.

Deorbiting Velocity

Looking first at the geometry of the problem (Fig. 51), notice that the total prob-
lem lies in one plane. Basically, the radius of the circular orbit (re) and the latitude
of the target (L) are known. Since the original circular orbit and the bombing trans-
fer ellipse are coplanar and cotangential, the problem begins as a Hohmann transfer.
To determine Ay, the rearward velocity increment which must be applied to cause
the object to impact the target carLbe computed from Ay = VI)) if ve and Vb

are known.

212 A
Vb

ra a

Since ra = a + c = a (1 + E), ab ra
1 + eb

Then vb = i 2/2. (1 + b) I IL (1 Eb)N 1.4
ra ra 1,1 ra

Write the general equation of the conic as kE = r (1 + E cos v) and evaluate at
the two known points, re** and ra, noting that at impact cos v = cos Ot

= sin L, and at retrofire cos (180°) = 1.

Then kE = re (1 fb sin L) = r8 (1 b)
* 8 figures related to the deorbit problem appear at the end of this section.

* r, is radius of the earth, but radius of re-entry could be used if desired.
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Solving for eb.

(ra re sin L) = r re

eb
re

r re sin L.

Note that in ordcr to find eb and, in turn, the magnitude of vb, only the latitude
of the target and the atitude of thc circular orbit need be known. Suppose there is a
satellite in a 500 NM circular polar oribit. When the orbital vehicle arrives directly
over the North Pole, it is desired to deorbit an object which will impact at 600 north
latitude. Assuming that the earth has no atmosphere and is nonrotating, what retro-
vclocity is necessary?

1,
r, (23.94 X 10° ft) (20.9 X 106ft)

r, sin L (23.94 X 106 ft) (20.9 X 106 ft) sin 600

eb = .520

14.08 X 1016 ft3/sec2 (1 .520)
23.94 X 106 ft

vb = 16,790 ft/sec

Av ve vb = 24,240 ft/sec 16,790 ft/sec

Ay = 7,450 ft/sec

Looking again at the geometry, note that there is a satellite in a 500 NM circular,
polar orbit with v,. = 24,240 ft/sec. A ietrovelocity increment, Av, equal to 7,450
ft/sec was applied. This provided a magnitude vb = 16,790 ft/sec so that the object
now follows arc 1-2 and impacts on 600 north latitude.

Figure 52 provides a graph of velocity versus latitude to determine the magnitude
of vb. The graph is for a specific altitude, for release from over the North Pole, and
for no atmosphere. Included also are more general graphs, Figures 53 and 54.

Deorbit Time of Flight

As the bomb falls from apogee, the target moves toward the east due to earth ro-
tation. Its speed is 1520 cos L ft/sec, so the necessity of accurately computing the
time to bomb, tb, is readily apparent.

First, look at the problem in schematic, Fig. 50. Recall that at the time the vehicle
is over the North Pole at Point 1, the target is at Point 2. Thus, tb must be known so
that the location of Point 3 can be predicted. If the meridian that Point 3 will be on,
and the meridian with which the circular orbit coincides at the instant of deorbit are
known, then the angle a can ie determined by subtraction.

There are several methods for computing tb from release to impact. Eqn 10, App
D could be used to determine t the time of flight for a ballistic missile launched
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from 60 N latitude, with apogee at 500 NM over the North Pole, and impacting at

600 N latitude. This would be the to to traverse arc 5-1-4 (Fig 50). The actual time

to bomb from apogee would be half this amount. Thc general time of flight method

is presented here.

a3
=

11,

(u2 e sin u2) (u1 e sin t11) (App D, Eqn 7)

Since position 1 corresponds to apogee:

= 7r, sin 111 = 0

ir)Then tb = = eb sin lit
Au

ra = a

1 + eb

COS Ut
eb cos Ob _ eb sin L

1 e cos Ot 1 eb sin L

All of these parameters are familiar except u which is the eccentric anomaly (Fig.

55). If a perpendicular is dropped through the target to the major axis of the ellipse,

it imersects a circle (with the center at C, and the diameter equal to the major axis

of the ellipse) at Point Q. By definition, angle BCC) is u, the eccentric anomaly. The

radius of the circular orbit, ra, is given. Both vb and eb can be calculated from for-

mulas given previously.
Working with the same example that was used to illustrate deorbiting velocity, tb

will be calculated from only two known quantitiesthe altitude of the satellite and

the latitude of the target. A satellite is in a 500 NM circular, polar orbit. Find the

tne of flight, tb, from directly over the North Pole to a target on the 60° north par-

ali'l

Eb
re (23.94 X 100 ft) (20.9 x 106 ft)

ra re sin L (23.94 X 10° ft) (20.9 X 10° ft) sin 60°

eb = .520

Vb =
Ni 14.08 X 101° ft3/sec2 (1 .520)

ra 23.94 X 106 ft

vb = 16,790 ft/sec

a ra 23.94 X 106 ft
1 eb 1.520

15.78 X 10° ft

eb sin L . .520 sin 60°
cos lit = .637

1 sin L 1 .520 sin 60°
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Noting ut lies between 1800 and 270° :

tit = 360° 129.6° = 230.4° = 4.084 radians

rtb = \ a3 jut eb sin Ut

tb = (15.78 x 108 ft)3
14.08 x 10' ft3/sec2 [4.084 .520 sin 230.4° 3.1416]

5

tb = 676 sec = 11.27 min

Figure 56 shows th in minutes versus a plot of target latitude. Once again it must
be recognized that this chart is for a specific orbital altitude and no atmosphere. See
also the more general graph, Figure 57.

Consider impacting a target at 600 north latitude and 300 east longitude. The
plane of the satellite is coincident with the 70° east meridian. This means that, when
the satellite is at Point 1 and the target is at Point 2, the angle between the target
and orbital plane is 400. However, the target is moving. It moves at:

(360°/24 hrs) hr .25 deg/min
60 min

Or = (11.27 min) (.25 deg/min) = 2.82°
a = 40° 2.82° = 37.18°

Now apply the Law of Cosines and determine the Av2 which must be applied to
ve in order to impact the target:

vc = 21,2O rt/sec

v, = 790 f't/Eoc

Av2 = (vb2 ye2 2vb ve cos a)112

77s = 143.15°

61:2 = 114,860 ft/sec

Av2 = [ (16,790 ft/sec)2 + (24,240 ft/sec) 2 2(16,790 ft/sec X 24,240 ft/sec
cos 37.18°)] 1/2

Av2 = [2.82 X 108 + 5.88 X 108 6.49 X 109

Av2 = [2.21 >1/4. 108] 1/2 = 14,860 ft/sec
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Also, the value of angle p must be known so that the proper direction of Av2 may

be determined. The Law of Sines is preferred for this calculation, although the Law

cf Cosines can be used.

Nib sin a
sin /3

AN/2

sin /3
16'790 ft/see sin 37.18°

14,860 ft/se;

sin /3 = .6827

/3 = 43.15°

From the solution of this simplified object-from-orbit problem, it is apparent that

such a calculation is not really simple. Other mathematical approaches and other op-

erational problems are even more difficult. However, the theory presented can be

extended to more difficult cases.

Fuel Requirement

It is also of interest to determine the propellant necessary to perform this maneu-

ver. Assuming an Lp = 450 sec (a reasonable figure in the near future) and an in-

itial weight of 10,000 pounds, compute the amount of propellant required, Wp:

ln = = 14,860 ft/sec 1.025
W2 Lig (450 sec) (32.2 ft/sec2)

= 2.79
W2

10,000 lbs = 3,590 lbsW2 2.79

Wp = W1 W2 = 6,410 lbs

6,400
This weight of propellant represents WP = 64.1% of the weight in orbit

Wi 10,000
prior to maneuvering.

By restricting the plane change (side range) to a = 7.18 degrees, Av2 = 7,875

ft/sec, Wp = 4,190 lbs, and --2-W = 41.9%.
WI

In summary, recall that the altitude of a satellite in a circular orbit and a time

when the satellite was over the North Pole were given. A target was selected, and no

earth atmosphere was assumed. From the theory, the required velocity for a deorbit-

ing object was calculated, and the position of the target at the time of impact was

predicted. With this information and the use of the laws of sines and cosines, the

magnitude of retrovelocity and the direction to deorbit on target were calculated.

Also, the amount of propellant required was computed.
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EQUATIONS PERTAINING TO BODIES IN MOTION

1. (a) vay

2. (a)

3. (a)

4. (a)
5. (a) 2as

aav

Linear Motion

St So

tf to

Vf V,

tf to

at2s = vot +
2

vf = vo + at
vf,2 _ v02

As

Av
At

1. (b)

2. (b)

for 3. (b)
uniform
linear

acceleration 4' (b)

CORP

aav

Angular Motion

Of 6,0
tf to At

Car Coo _ Act)

ta At

0 Coot 4-

Wt. -=

5. (b) 2a0

at2
2

coo + at
0)f2 0).2

Conversions front Angular Motion to Linear Motion

6. (a) s = rO
(b) vt rco

(c) at = ra

Symbols

alittear acceleration
Pperiod
rradius
slinear displacement
ttime interval
vlinear velocity
aangular acceleration
0angular displacement
(4angular velocity

7. vt 2irt

3428. ar

Subscripts

avaverage
ffinal value
ooriginal value
rradial
ttangential

for
uniform
angular

acceleration

SOME USEFUL EQUATIONS OF ORBITAL MECHANICS

1. Eccentricity:

2. Ellipse:

C
a

ra + ri, = 2a
a c = r
a + c

a2 = b2 + c2

rp

ra + rp

2-70
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3. Specific Mechanical Energy:

v2E = 2
A
2a

4. Specific Angular Momentum:

H = vrcosch

5. Two Body Relationships:

Veircle

\I 2p,
Vellipse a

Vescape
2/2,

= V2gr

6. Variation of g:

7. Law of Cosines:

Law of Sines:

8. Constants:

P = 2.7ra2 ( 5.30 X 10
sec 8

ft2

P2 = 41r2a3 = ( 2.805 X 10-15 SfteC82 (a)8

g r2

a2 = b2 + c2 2bc cos A

a
sin A sin B sin C

re = 20.9 X 106 ft
re = 3440 NM

= 14.08 X 1016

1 NM = 6080 ft
ir radians = 180°

1 radian = 57.3*

fts
For earth.

sec2

9. Inclination of Orbital Plane

cos i = cos Lat sin Azimuth

2-71
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CHAPTER 3

PROPULSION SYSTEMS

THROUGHOUT HISTORY, the methods of propulsion that man has been
able to control have allowed him to go faster, farther, and higher. Today

he uses rockets to send payloads into space. A space mission needs a launch
vehicle or booster which will withstand high acceleration and aerodynamic forces
as it lifts the payload from the surface of the earth. To be successful, the
mission also requires adequate ground equipment to launch and cal& the flight
vehicle, propulsion and guidance to place it on the desirea trajctory, reliable
electric power sources, and communication equipment to send dat:: tack to earth.
Finally, mission success requires trained personnel who follow correct. procedures
to insure that ail subsystems operate properly.

Rocket propulsion is vital in any successful space program. Without t, there
would be no payloads in space.

Because the scope of the rocket propulsion field is far too complicated to be
treated comprehensively in a single chapter, orily a limited number of topics
are covered here. This chapter presents the theory of rocket propulsion, rocket
propellants, types of chemical rocket engines, and advanced propulsion tech-
niques.

THEORY OF ROCKET PROPULSION

Newton's three laws of motion apply to all rocket-propelled vehicles. They
apply to gas jets used for attitude control, to small rockets used for stage
separation or for trajectory correction, and to large rockets used to launch a
vehicle from the surface of the earth. They also apply to nuclear, electric, and
other advanced types of rockets, as well as to chemical rockets. Newton's laws
of motion are stated briefly as follows:

1. Bodies in uniform motion, or at rest, remain so unless acted upon by an external
unbalanced force.

2. The force required to accelerate a body is proportional to the product of the mass of
the body and the acceleration desired.

3. To every action there is an equal and opposite reaction.

These laws may be paraphrased and simplified in relating them to propulsion.
For example, the first law says, in effect, that the engines must be adequate to
overcome the inertia of the launch vehicle. The engines must be able to start
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the vehicle moving and accelerate it to the desired velocity. Another way of
expressing this for a vertical launch is to say that the engines must develop
more pounds of thrust than the vehicle weighs. Some space missions require
slowing the vehicle or changing its direction. An unbalanced force must be
applied to accomplish these tasks. Newton's first 'law is universal and therefore
applies not only to a vehicle at rest on a planet, but also to a vehicle in the
so-called "weightless" condition of free flight.

Several forces must be considered whcn the second law is applied. For ex-
ample, the accelerating force is the net force acting on the vehicle. This means
that if a 100,000-lb vehicle is launched vertically from the earth with a 150,000-lb
thrust engine, there is a net force at launch of 50,000 lbthe difference between
engine thrust and vehicle weight. Here, the force of gravity is acting opposite
to the direction of the thrust of the engine.

Propellants comprise approximately 90% of the vehicle's weight at launch.
As the engines run, propellants are expended, decreasing the vehicle weight.
Therefore, the net force acting on the vehicle increases, and the vehicle accelerates
rapidly.

The acceleration and the resulting velocities attained during powered flight
are shown in Figure 1. The acceleration and velocity are low at launch and just
after launch due to the small net force acting at that time. But both acceleration
and velocity increase rapidly as the propellants are ejected. When the first
stage engine is shut off and staging occurs, acceleration drops sharply. When the
second stage engine ignites, acceleration and velocity will again increase. As
more propellants are ejected by the upper stage rocket engines, there will be
rapid increases in acceleration and velocity. When the vehicle reaches the correct
velocity (speed and direction) and altitude for the mission, thrust is terminated.
Acceleration drops to zero after thrust termination, or burnout, and the vehicle
begins free flight. For vehicles with three, four, or more stages, similar changes
appear in both the acceleration and velocity each time staging occurs. Staging

vehicle increases the velocity in steps to the high values required for space
missions.

0

0

/1
TIME

ial

1

TIME

Figure 1. Powered flight of a typical 2-stage rocket.
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Exhaust No Mc Combustion Chamber

Figure 2. Action-reaction in a rocket motor.

Newton's second law also applies to a vehicle in orbit. Since the vehicle is in a

"weightless" condition. the acceleration for a given thrust depends on the vehicle

mass. because the vehicle still has mass even though it is "weightless." Remember

that mass is the quantity of matter in a body, whereas weight is the force
exerted on a given mass by a gravitational field. The mass of a body is the
same everywhere, but its weight depends on its mass, the gravitational field,

and its position in the gravitational field.
A given thrust will give a large acceleration to a vehicle with a small mass

or a small acceleration to a vehicle with a large mass. Even a very small thrust

(0.1 lb or less) opefating for a long time can accelerate an earth-orbiting vehicle

to the velocities needed to go to the other planets of our solar system. The

section of this chapter on low thrust engines discusses such propulsion systems.
To relate Newton's third, or "action-reaction." law to rocket propulsion, con-

sider what happens in the rocket motor (Fig. 2). All rockets develop thrust by
expelling particles (mass) at high velocity from their exhaust nozzles. The effect
of the ejected exhaust appears as a reaction force, called thrust, acting in a
direction opposite to the direction of the exhaust.

Today, practically all exhaust nozzles, whether for a liquid or a solid-propellant
rocket, use sonie form of the de Laval (converging-diverging) nozzle. It ac-

celerates the exhaust products to supersonic velocities by converting some of the
thermal energy of the hot gases into kinetic energy.

In the combustion chamber, the burning propellants have negligible unidirec-

tional velocity hut have high temperature and pressure. The high pressure
forces the gases through the nozzle to the lower pressure outside the rocket.
As the gases move through the converging section of the nozzle, their temperature
and pressure decrease. and their velocity is increased to Mach 1 (the speed of

sound) at the smallest cross-sectional area of the nozzle which is called the
throat. The gases will attain sonic velocity at the nozzle throat if the combustion
chamber pressure is approximately twice the throat pressure.

Since the speed of sound increases with an increase in the temperature of the
propagating gas, both sonic velocity and actual linear gas velocity in the throat
increase with an increase in gas temperature. Therefore, the higher the gas
temperature at the throat, the higher the exhaust velocities that can be generated.

Thrust

Thrust (F) of a rocket is a sum of two terms, "momentum thrust" and "pres-
sure thrust." Momentum thrust is the product of the propellant rate of flow
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and the velocity of the exhaust relative to the rocket. Pressure thrust is the
product of the maximum eross-seetional area of the divergent nozzle sction and
difference between exit pressure of the exhaust and the ambient pressure sur-
rounding, the rocket. The functional thrust equation below sbows these relation-
ships:

F = ve + Ae (Pe Po)

-----
Momentum Pressure

Thrust Thrust
In the above equation:

F = Thrust developed (lb)

W = Weight rate flow of propellants ( lb/sec)
g = Acceleration of gravity at the earth's surface (32.2 ft/sec')
v _-:-.. Velocity of gases at nozzle exit (ft/sec)
A,, = Cross-sectional area of nozzle exit (inc)
P. = Pressure of gases at nozzle exit (lb/in')
P = Ambient pressure (lb/in')

(1) (Appendix E)

In high thrust rockets, which eject many pounds of propellant (as exhaust
products) per second at velocities of several thousands of feet per second, the
momentum thrust is by far the dominant part of the total thrust. It usually com-
prises more than 80% of the thrust being developed.

Nozzles and Expansion Ratio

The condition of "optimum expansion" occurs in a rocket nozzle when the pres-
sure of the exhaust gases at the nozzle exit (Pp) is equal to the ambient (atmos-
pheric) pressure (Po). When P, = P. thc thrust output of the engine is the maxi-
mum that can be obtained at that altitude from that particular engine. For any given
nozzle this condition can occur at only one altitude, i.e., where P, = Po. Therefore
the altitude at which "optimum expansion" occurs depends upon the expansion ratio
of the nozzle. "Expansion ratio" is defined as the area of the nozzle exit plane (A0)
divided by the area of the nozzle throat (At). It is designated by the letter epsilon.
Thus:

Aee (2)

Figure 3 shows the effect of nozzle expansion tatio on thrust. If the nozzle is cut
off to the left of point B, the exit pressure is gmater than ambient (P, > Po), and
the nozzle is underexpanded (AdAt is too small). The exhaust gases complete
their expansion outside the nozzle.

If the nozzle is extended beyond point 13 (further increasing the expansion ratio),
the exhaust gas exit pressure will be less than ambient (Po < Po), and the nozzle
will be overexpanded. Net thrust will be less because the pressure thrust loss, due to
the increase in A, is greater than the momcitum thrust gained from the increase in
va.
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Thus, for a given altitude (P) and a fixed nozzle, maximum thrust is obtained
when the nozzle has an expansion ratio so that P. = Po. As this same engine is

flown to a higher altitude, the net thrust output will increase because of an increase
in pressure thrust, but net thrust will not be as great as it could be if the nozzle ex-
pansion ratio could also be adjusted so that Pe = Po at all altitudes through which

the engine operates.

Thrust
4.

F = ye+ A e (Pe Po)
B Pc = Po)

1

Pe > Po

Under-
kExpandecil

Figure 3. Nozzle expansion.

Pe < Po

(Over- \
Expanded)

In summary, the altitude where P = po is called the design altitude for a spe-
cific rocket engine. When Pe = P, the thrust output of the engine is the maximum
that can be obtained at that altitude from that engine.

100

80

60

40

20

0 -

Optimum expansion
at sea level.

Optimum expansion
at 40,000 feet.

/0.
00..

SOO
EP

Optimum expansion
at all altitudes.

130 140 150 160 170 180 190

Thrust in thousands of pounds

Figure 4. Thrust variation with altitude for nozzles of different expansion ratios.

Nozzles can be designed for optimum expansion at sea level cu 3t any higher alti-
tude. The designer selects the altitude for optimum expansion that gives the best
average performance over the powered flight portion of the vehicle trajectory. In
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multistage rockets the expansion ratios vary in the vehicle stages which operate at
different altitudes, with increasingly higher expansion ratios being used for those
stages operating at higher altitudes.

Altitude Effects and Thrust Parameters

In evaluating the preceding information, remember that thrust with a given nozzle
(fixed area ratio), regardless of the design altitude at which optimum expansion oc-
curs, increases with altitude until 13 is essentially zero. Large booster engines use
nozzles which are overexpanded at launch, achieve optimum expansion at 40,000 to
50,000 feet and have underexpansion above 50,000 feet. In this Nay they have
higher thrust at more altitudes than if they were optimally expanded at launch. (See
Figure 4.)

Figure 5 shows which parameters increase as a specific rocket climbs to altitude,
which parameters tend to remain constant, and which parameters decrease in value.
The rocket will reach an altitude where ambient pressure (Po) becomes nearly zero.
At this altitude, the thrust (F) and the specific impulse (Isp) stabilize at a high
value.

(01

Cl

ta;

Optimum d es i g n . woos's°
i.e.altitude

..0 11.11

\ I °.so

r."

Sea level

Legend

ono =MO

alai

al%
Nab

Altitude increase

Ve' Pe' PC

Thrust
e Velocity of gases at nozzle exit

Thrust to- weight ratio P
e

= Pressure of gases at nozzle exit

Specific impulse P == Combustion chamber pressure
C

Propellant mass XV
rate of flow T

P. = Ambient atmospheric pressure

Figure 5. A summary of the common rocket engine thrust parameters vs. altitude.
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Specific Impulse

Thrust is also important in the definition of specific impulse:

'Bp ==

Weight rate flow of propellants (W)

Thrust (F) (3)

Thrust (F) is expressed in pounds, and propellant flow rate (W) in pounds

per second. Thus specific impulse (L,,) is stated in seconds. If the propulsion

system has an of 300 seconds, it produces 300 lbs of thrust for every pound

of propellant burned per second. LI, is one index of propulsive performance and

is related to overall rocket performance.
Increasing LI, imprnves the propulsion system's ability to increase vehicle ve-

locity. This is the reason that it is frequently quoted to compare the performance
of similar propulsion systems. 19, should not be used alone to compare chemical
and electrical or other dissimilar propulsion systems.

In designing a propulsion system, many compromises must be considered be-
cause of the many interrelated parameters. However, when a chemical propulsion

system is designed only to improve LI there are two basic approaches. One is to

design a better rocket engine. The other is to use better propellants. These

two methods are discussed later in this chapter.

Mass Ratio

Mass ratio is a structural design parameter. It is related to propulsion because
the difference between initial (or launch) and final (or empty) vehicle weights is the

weight of propellant expended.

Initial Weight Weight at Engine Start
Mass ratio = Fi

W1 (4)
nal Weight Weight at Engine Shutdown W2

For example, a single-stage, World War II rocket had a mass ratio of 3 to 1

(expressed as 1- ) and a range of about 200 miles. Mass ratio for the rocket
1

was computed using these figures:

hem

Payload
Propellants
Other dry weight

Total

Mass ratio

Launch Weight
(lb)

Empty Weight
(lb)

2,000 2,000
16,000 0
6,000 6,000

24,000 8,000

Launch Weight 24,000 3

Empty Weight 8,000 1

It appeared that the way to propel a payload to greater ranges was to build
bigger and better rockets. A bigger rocket could carry more propellants, permit
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longer thrust time, and achieve greater velocities and ranges. In improving the
above rocket, the following ICBM design evolved:

Weight
Item (lb)

Payload 200 (note decrease in payload)
Propellants 1,254,000
Dry weight 29,800
Launch Weight 1,284,000

Mass Ratio = (1,284,000 lb) 42.8
W2 (30,000 lb) 1

Obviously, mass ratio had to increase markedly to achieve ICBM ranges.
High mass ratios have not been achieved with single stage rockets. A good
single stage rocket may have a 11° mass ratio. Mass ratios have been increased
by using multistage rockets.

STAGING AND MASS RATIO.The way that staging increases mass ratio is
shown by the following ICBM based on design criteria similar to, but slightly
better than, the World War II rocket.

Item

Third stage
Payload

Stage weight

. .

Dry weight .

Propellant . .

Total . . .

Weight
(lb)

200/
800 r

2,500

= Vehicle weight

3,500 = Vehicle weight

Second stage
Payload . . . . 3,500 t

Stage weight Dry weight . . 6,500
/ Propellant . . 25,000

Total . . . . 35,000

First stage
Payload . . . . 35,000 /
Dry weight . . 30,000

/ Propellant . . 162,500
Total . .

Stage weight

= Vehicle weight

= Vehicle weight

.7.= Vehicle weight

. . 227,500 = Vehicle weight

at engine cut-off (W2) (1,000 lb)

at engine start (NM)

at engine cut-off (We) (10,000 lb)

at engine start (W1)

at engine cut-off (We) (65,000 lb)

at engine start (WI)

This rocket carried the 200-lb payload to ICBM ranges just as the scaled-up
rocket previously described, but it had a gross weight at launch of only 227,500
lb.about 17.7% of that of the scaled-up rocket. In the figures above, the initial
weights (W1) and final weights (W2) for each stage are used to calculate the
mass ratio for each stage operation. Remember that for each stage the initial
weight is the weight of the vehicle when the stage's engines are started, and the
final weight is the weight of the vehicle when that stage's engine is shut-off.
There are three mass ratios to be considered:

The third mass ratio is for the final stage only:

3,500 lb 3.5Third-stage mass ratio = W2 1,000 lb 1
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The second mass ratio is for the remainder of the Vehicle for second-stage
operation:

35M00 lb 3.5
Second-stage mass ratio = I 0.000 lb

The first mass ratio is for the whole vehicle for first-stage operation:

227.500 lb 3.5
First-stage mass ratio = 65-.000 lb

OVERALL MASS RATio.The overall mass ratio of a multistage rocket is the
produo of the stace mass ratios (See appendix E). Therefore. in the three-stage
rocket the overall mass ratio is:

42.8
Overall mass ratio = 3'5 ) 35

1 1 1 1

Staging reduces the launch size and weight of the vehicle required for a specific
mission and aids in achieving the high velocities necessary for ICBM and space
missions. The velocity of the multistage vehicle at the end of powered flight is
the sum of velocity increases produced by each of the various stages. The in-
creases are added because the upper stages start with velocities imparted to them
by the lower stages.

Thrust-to-Weight Ratio

Comparison of engine thrust to vehicle weight is expressed as a thrust-to-weight
ratio (10.

Thrust (F)
Weight of vehicle (W) (5 )

A vehicle lawiched vertically cannf-t lift off the surface of the earth unless II is
greater than 1 (F > NV) The larger the value of V% the higher the initial vehicle ac-
celeration.

a = (IP I ) g's (6) (Appendix E)

The qf of the Minuteman missile is approximately 2, and its initial acceleration is
about 1 g, compared with a Titan II missile with a It of about 1.4 and an initial ac-
celeration of about 0.4g.

Mission Velocity Requirements

Figure 6 shows approximate values for the velocity and range relationships of a
vehicle launched from the earth. Exact values depend on mission requirements,
hut a specific velocity is needed at the end of powered flight for each rangethat
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is, Intermediate Range Ballistic Missile ( IRBM) rangeabout 16,000 ft/see;
Intercontinental Ballistic Missile ( ICBM)-24,000 ft/sec; and escape velocity
near the earth's surface-36,700 ft/sec. Note that the velocity for ICBM range
is very close to orbital velocities. In this area, small changes in velocity at the
end of powered fliolit result in large changes in range.

4 0 Fscape Velocity (Near Earth's Surface)

0

IRBN1 ICBM

Range Increase

Figure 6. Velocity vs. range of a rocket.

IDEAL VEHICLE VELOCITY CHANGE

Specific impulse and mass ratio directly affect vehicle velocity. The vehicle per-
formance equation shows how they are related to the magnitude of the ideal velocity
change (Av1) of each stage at burnout or thrust termination.

Avi = g ln (7) (Appendix E)

'The ideal Ay is the velocity change the rocket would attain if there were no gravity,
no drag, and if the earth did not rotate.

This simplified equation is derived from Newton's second law and is generally
used to find approximate Av's. The equation will not provide the exact Ay, since at-
mospheric drag, the earth's rotation, and the changing effects of gravity will cause
variations. A precise solution is a computer calculation, but this equation gives a
reasonable approximation. Due to losses, the actual Av's of earth-launched vehicles
will be 4,000 to 6,000 ft/sec lower than those computed with this equation. They
will also vary with launch latitude and azimuth (see Appendix E).

Equation 7 shows Ay to be dirftetly proportional to two factors: Isp and the natu-
ral logarithm (1n) of the mass ratio (MR). In other words, higher Av's can be
achieved by increasing either L,) or MR, or both. The equation does not consider
physical size of the rocket or propulsion system. Therefore, in theory, different size
rockets with identical L1, and MR would achieve the same ideal Av. Obviously,
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larger payloads require larger vehicles and higher thrust engines to achieve the same

range or velocity.
The "g" in the equation comes from the conversion of mass to weight at the sur-

face of the earth. Calculations in space use an altitude I, which includes the in--

crease in thrust with altitude but measures W at the surface of the earth. Therefore,

g is always 32.2 ft/see2 in propulsion calculations.
Equation 7 applies to all rocket vehicles. For a one-stage rocket the dv would be

the final velocity at thrust termination with the mass ratio based on launch and burn-

out conditions. In multistage rockets, the ideal ,:.1v is the sum of the tv's developed
by the various stages. with the I, and N1R of each stage used to compute the tiv for

that stage's burning time.
The equation may also be used to compute Av for all space vehicles, including

those with a stop and restart capability. When power is applied in flight, a mass ratio
combining initial and final weights of the space vehicle for each powered phase is

used.

ACTUAL VEHICLE VELOCITY CHANGE

Actual launch vehicle velocity can be expressed as:

dv = Avi dv1 + vr

In this equation:

Ava = Actual Av

Avi = Ideal Av (from equation 7)

Avi = Loss in Av (gravity and drag) (See Appendix E)

vr = Variation in Av due to earth's rotation (See Appendix E)

(8)

Two types of problems that may be solved with equation 7 are presented on suc-

ceeding pages. A slide rule, math tables, or the graph given in Figure 7 can be used

to determine natural logarithms. It should be noted that, since the graph is actually a

plot of natural logarithm (1n) values, it may be extended to accommodate values
beyond the limits shown. The graph is plotted so that mass ratios are on the vertical

axis and the natural logarithms are on the horizontal axis. For example, if (W1/W2)

= 8. this is found on the vertical axis. Then the In of 8 = 2.08 is found on the

horizontal axis.

Sample Rocket Performance Calculation

A rocket was launched from the earth with an initial wt.ight (W1) of 296,000 lb.

At the end of powered flight, its final weight (W2) was 40,000 lb. Assuming no
earth rotation and no velocity loss due to drag or gravity, calculate the magnitude of

the ideal velocity (or Av1) at the end of powered flight.

= 300 sec and g = 32.2 ft/sec2

Use the equation: Avi = Isp g ln
W2
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Slide-rule method

a. Substitute

Avi = (300)(32.2) ln 296'000
40.000

LW; = (300)(32.2) in 7.4
b. Find: ln 7.4 on slide rule.

(above 7.4 on the LL3 scale
read 2.0 on the "D" scale.)
ln 7,4 = 2.0

c. Then:
= (300)(32.2)(2.0)

Ay; = 19,320 ft/sec

Graph method

a. Transpose equation to read:

ln
(Lp)(g) WW!,

b. Calculate value of W1/W2
296,000 7.4
40,000

c. Use chart, Figure 7.
d. Enter the graph where

W1/W2 = 7.4 and then

e. Read the value of:

= 2.0
(L) (g)

f. Then,
vi

Avi
Vj

solving for Livi
= (Isp) (g) (2.0)
= (300)(32.2)(2.0)
= 19,320 ft/sec

Sample problem for Changing an Orbit
(Finding propellants required)

A space vehicle is coasting in orbit. It has a restart capability and 3,500 lb

of propellants on board. A change in orbit is desired. Calculate the propellant

required for the orbit change and whether the maneuver can be completed, based

on the following data.

tiva = 14,170 = Magnitude of velocity change required to achieve

ft/sec the new orbit

=

=

400 sec = Specific impulse of the vehicle's engine at altitude.

5.000 lb = Current weight of the vehicle in orbit (measured at
surface of the earth)

g = 32.2 ft, = Acceleration due to gravity at earth's surface
see.

1. Use the equation: tiva = L g ln (W1/W2) (There are no drag or gravity
losses in space so Avi = dva)

Ay ln2. Transpose to read: (In) (g) W
)

2

3. Solve for value of: Av/(I.p) (g)

Ay 14,170
(1,4) (g) (400)(32.2)

= 1.1; therefore 1.1 = ln(W1/W2)
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4. Complete solution by either of following methods

Slide rule method

a. Since : ln (W1/W2) = 1.1
(below 1.1 on "D" scale read
3.0 on the LL3 scale.)

b. Then: W1/W2 = 3.0
c. Then solving for W2:

WI 5,000W2 = 1 667 lbs
3.0 3.0

d. For both above methods, let Wi, = lb

e. Then: Wi, = WI W2 = 5,000
sumed.

Graph method

a. Use graph. Figure 7.
b. Enter the graph where:

= 1.1 and then Read
the value of: W1/W2, which is 3.0

c. Then solving for W2:

WI _ 5,000
W.,

3.0
1,667 lb

3.0

of propellants consumed;

1,667 = 3,333 lb of propellants con-

The orbital change can be made because
than the 3,500 lb which are available.

the amount of propellants required is less

PARKING ORBITS

Most manned missions which proceed to orbit or go farther into space begin by
placing a payload into a parking orbit about the earth. The time in the parking orbit
is used to wait for appropriate phase angles, for adjustments in launch windows, or
for verifying equipment performance before proceeding on the next leg of the mis-
sion.

Somewhere between 85 and 100 NM is considered optimum for a parking orbit
from a drag and gravity standpoint. The choice of 100 NM allows optimum time in
orbit for manned capsule.

Although the prediction of orbital lifetime is as yet an inexact science, these ap-
proximate values illustrate the choices available for parking orbits:

Altitude (NM) Expected Time in Orbit (Days)
85 1/2

100 3
150 35
200 200
300 4,000

ROCKET PROPELLANTS

Propellants are the working substances that rocket engines use to produce
thrust. These substances may be liquid, solid, or gas, but liquids or solids
are usually used because they permit more chemical energy to be carried in a
particular rocket. Large bulky tanks would be required to Contain only a small
mass of compressed gas.

This secdon of the text considers only working substances which are accelerated
by the energy released in the chemical combustion (burning) of these substances.
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The process invohes a fuel and oxidizer reacting chemically to produce high

temperature. high pressure gases. Such fuels and oxidizers are called chemical

propellants.
Two chemical propellant subject areas are important: theoretical performance

characteristics and energy content.

Theoretical Performance of Chemical Propellants

Consider a simplified picture of what happens in a rocket combustion chamber
and nozzle (Fig. 8). Burning the propellants releases large amounts of energy

and produces hid temperature, high pressure gases. The high temperature at
point A in the combustion chamber is associated with very rapid motion of the

gas molecules. These molecules have high speeds but move in random directions.

As they approach the nozzle throat (B), their motion is less random, and they

move toward the nozzle exit. At the nozzle exit (C), the largest velocity compo-

nent of the molecules is parallel to the nozzle axis. The combustion chamber con-

verts the chemical energy of the propellants to high temperature random motion

of the gas molecules, and the nozzle orients the velocity or kinetic energy (energy

of motion) which gives the rocket its thrust.
As pointed out before, the velocity change of a space vehicle is a function of

specific impulse MO and mass ratio. A higher isp increases the magnitude of the
vehicle Av for a given mass ratio or decreases the mass ratio necessary for a

Figure 8. Velocity of gas molecules after combustion in a rocket engine.

given vehicle Av. Thus, 11, is a measure of how well an engine converts chemical

energy into velocity.
Since each mission in space is associated with a required Ay, In, determines if

it is possible to perform a space mission with the mass ratios which are obtain-
able. For example, a mission to launch from the earth, land on the moon, and
return to earth requires a series of Av's totaling about 59,CJO mph. If the engines

use propellants with low L and can produce Av's of only 55,000 mph for a
particular mass ratio or payload, the space vehicle cannot complete the mission.
Engines and propellants with higher L are needed for more difficult space
missions.

3-15

110



Theoretical Specific Impulse

The theoretical specific impulse of chemical propellants in an ideal rocket is

as follows:

I" 9 797

Where:

(9) (Appendix E)

= Specific impulse (sec)
k = Average ratio of specific heats (CpIes.) of the combustion products. C, is the

specific heat of gases at constant pressure. Cv is the specific heat of gases at
constant volume.

pe Nozzle-exit pressure (psia)
Po = Combustion-chamber pressure (psia)
m = Average molecular weight of combu3tion products (lb/mole)
T. = Combustion chamber temperature (°R). (Degrees Rankine is the absolute tem-

perature and is equal to temperature in degrees F 459.7°.)

The actual values of Ci C, and k depend on the composition of the gas and its
temperature. The combustion products in a rocket chamber and nozzle are a mixture
of gases which vary in temperature from about 5,500°R in the combustion chamber
to about 3,000°R at the nozzle exit; k is an average value of C..p/C., for these tem-
peratures (1.2 - 1.33 for chemical engines).

A molecule is the smallest quantity of matter which can exist by itself and retain
all the properties of the original substance. For example, a molecule of water is the
smallest quantity which has all the properties of water. A molecule of water contains
two atoms of hydrogen whose combined atomic weight is about 2, and one atom of
oxygen whose atomic weight is 16. Since a molecule is such a small amount of a sub-
stance, a mass numerically equal to the combined atomic weights, the molecular
weight (called tne mole) is used to give the equation a workable mass. In the Eng-
lish system of units a mole of water would be 18 pounds, and is usually called a
pound-mole of water. Since the combustion products in a chemical rocket are a mix-
ture of many gases, such as water vapor, carbon monoxide, carbon dioxide, hydro-
gen, and oxygen, the average molecular weight of the combustion products is used in
the equation for theoretical specific impulse.

The combustion chamber temperature is the temperature obtained from the reac-
tion of the oxidizer and fuel. This temperature depends on the mixture ratio which is
computed as follows:

Mixture ratio (r) Weight flow rate of oxidizer (W0) (10)
Weight flow rate of fuel (Wf)

There are high and low limits to the possible mixture ratios for an oxidizer and
fuel combination. If there is not enough oxidizer, or if there is too much oxidizer,
combustion does not take place. A mixture ratio which produces complete combus-
tion of both oxidizer and fuel gives the highest temperature. Too much oxidizer,

3-16

ti



even within the combustion mixture ratio limits, results in a lower temperature and

excess oxidizer in the combustion products. Too little oxidizer results in a lower

temperature and unburned fuel in the combustion products. Thus, mixture ratio,

combustion chamber temperature, and average molecular weight of the combustion

products are all interrelated.
Consider the relative effects of the ratio of specific heats, pressure. average molec-

ular weight of combustion products, and combustion chamber temperature on theo-

retical Li, for these conditions:

k = 1.2
Te = 6,000°R.

= 9.797

m 20 lb/mole

Pe = 14.7 psia

= 1,000 psia

0./
( 01..22 )( 6,20000 )[ ( 14.7 1-.2

i000 J

Isp = 9.797V(6) (300) (0.504)

The ratio Tc/m (300) dominates the equat; m and:

This states that the theoretical LI, of chemical propellants is directly propor-

tional to the square root of the ratio of the combustion chamber temperature and the

average moP.cular weight of the combustion products. The actual calculation of the-

oretical L is complicated. The solution requires an extensive computation which is

best ilJne with an electronic computer.

The relationship among specific impulse. combustion chamber temperature, and

the molecular weight of the comhistion products is shown in Figure 9. Note that

increases as the value of T,./m increases.

400
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00
100 200 300
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400 500

Figure 9. Specific impulse vs. Tc/M.
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The highest T,. mav not produce the highest I.;,, since a corresponding increase
in the average molecular weight of the combustion products may result in a smaller
value for T,./m. For example. most rockets using a hydrocarbon fuel like RP-1
(highly refined kerosene) burn a fuel-rich mixture which does not produce the
highest T.. This fuel-rich mixture produces low molecular weight gases like carbon
monoxide and results ill low a\ erage mol: 'Aar weight eombustion products, a high
value for Toirn, and a high L.. Burning a mixture of liquid oxygen (LOX) and
RP-1 which produces the highest Te results in: high molecular weight gases like car-
bon dioxide; a lower value for Tdm; and a lower L.

The importance of low molecular weight combustion products effectively limits
rocket fuels to chemical compounds of light elements, such as hydrogen, lithium,
boron, carbon, and nitrogen. The use of elements heavier than aluminum (atomic
weight 27) generally results in lower L. Since hydrogen has the lowest molecular
weight of all the elements, a propellant with a high hydrogen content is desirable.

In actual practice. the highest performance rocket fuels are relatively rich in hy-
drogen. Table 1 lists the theoretical I's for various typical liquid propellant com-
binations. These are calculated for the following conditions: a combustion chamber
pressure of 1000 psia, an optimum nozzle expansion ratio, an ambient pressure of
14.7 psia and a state of shifting equilibrium. The state of shifting equilibrium as-
sumes a condition of changing chemical compositin of gaseous products throughout
expansion in the rocket nozzle. This changing chemical composition results in a
higher L than exists when the chemical composition of 11,e gaseous products is
fixed throughout expansion in the nozzle. The latter condition is called frozen equi-
librium. The actual composition is somewhere between these two conditions.

Density Impulse

In some instances, a number of different propellant combinations may provide the
same L. Choosing a combination may then depend upon a parameter called dens-
ity impulse. Density impulse is the product of specific impulse and specific gravity
(SG) of the propellant:

Id = (Isp) (SG) (12)

This parameter is used to relate propulsion system performance to the volume of
the tank required to contain the propellants. Given a choice among propellant com-
binations each having the same L, the combination with the highest SG requires
smaller propellant tanks.

Total Impulse

Total impulse is directly related to the vehicle's ideal velocity change. Total im-
pulse (I, ) relates the propulsion systems' thrust (F) to the time of operation or
burning time (t),) and is defined as:

It = (F) (tb)
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Note that interchan6ng the values of thrust and operating time does not change the
total impulse. For vertical flight the thrust must exceed the weight of the vehicle in
order for it to accelerate. But in orbit, either a high or low thrust would accelerate
the vehicle to the same final velocity, provided the total impulse were the same. A
higher thrust system accomplishes this through higher acceleration but for a shorter
period of time than a low thrust system.

Total impulse can also be defined as:

It = (I,p) ovp) (14)

From this it is possible to see that this parameter is used to relate propulsion system
performance to the allowable weight for propellants. Given a choice among propel-
lant combinations each having the same L. the combination having the largest
weight would produce the greatest :.hange in velocity.

Characteristics and Performance of Propellants

Rocket engines can operate on common fuels such as gasoline, alcohol, kero-
sene, asphalt or synthetic rubber. plus a suitable oxidizer. Engine designers con-
sider fuel and oxidi/er combinations having the energy release and the physical
and handling properties needed for desired performance. Selecting propellants
for a given mission requires a complete analysis of: mission; propellant perform-
ance, density, storability, toxicity, corrosiveness, availability and cost; size and
structural weight of the vehicle; and payload weight.

LIQUID PROPELLANTS.The term "liquid propellant" refers to any of the
liquid working fluids used in a rocket engine. Normally, they are an oxidizer and
a fuel but may also include catalysts or additives that improve burning or thrust.
Generally, liquid propellants permit longer burning time than solid propellants.
In some cases, they permit intermittent operation; that is, combustion can be
stopped and started by controlling propellant flow.

Many liquid combinations have been tested; but no combination has all these
desirable characteristics:

1. Large availability of raw materials and ease of manufacture.

2. High heat of combustion per unit of propellant mixture. (For high T. ).

3. Low freezing point (Wide range of operation).

4. High density (Smaller tanks).

5. Low toxicity and corrosiveness (Easier handling and storage).
6. Low vapor pressure, good chemical stability (Simplified storage).

Liquid propellants are classified as monopropellants, bipropellants, or tripro-
pellants.

A monopropellant contains a fuel and oxidizer combined in one substance.
It may bc a single chemical compound, such as nitromethane, or a mixture of
several chemical compounds, such as hydrogen peroxide and alcohol. The com-
pounds are stable at ordinary temperatures and pressures, but decompose when
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heated and pressurized. or when the reaction is started by a catalyst. Monopropel-
hint rockets are simple since they need only one propellant tank and the as-
sociated equipment.

A bipropellant is a combination of fuel and oxidizer which are not mixed
until atter they have been injected into the combustion chamber. At present,
most liquid rockets use bipropellants. In addition to a fuel and oxidizer, a liquid
bipropellant ma, include a eatayst to increase the speed of the reaction, or
other additives to improve the physical, handling, or storage properties. Some
bipmpollants use a fuel and an oxidizer which do not require an external source
of ignition but ignite on contact with each other. These propellants are called
hypergolic.

A tripropellant has three compounds. The third compound improves the spe-
cific impulse of the basic bipropellant by increasing the ratio To/m.

Liquid propellants are also commonly classified as either cryogenic or storable
propellants.

A cryogenic propellant is one that has a very low boiling point and must be
kept very cold. For example. liquid oxygen boils at 297° F, liquid fluorine at
306° F. and liquid hydrogen at 423° F. These propellants are loaded into a
rocket as near launch time as possible to reduce losses from vaporization and to
minimize problems caused by their low temperatures.

A storable propellant is one which is liquid at normal temperatures and pres-
sures and which may be left in a rocket for days, months, or even years. For
example, nitrogen tetroxide (N20.1) boils at 70° F., unsymmetrical dimethyl-
drazine (UDMH) at 146 F., and hydrazine (N2H4) at 236° F. However, the term
"storable" means storing propellants on earth. It does not consider the problems
of storage in space.

One of the cryogenic propellants. LOX, is used with RP-1 in many rocket
engines. The H-1 and F-1 engines of the NASA Saturn vehicles use this com-
bination.

Liquid hydrogen (LH.,) and LOX comprise a cryogenic bipropellant. It is used
in upper stage engines, such as the RL-10 (Centaur engine), and in the J-2
of .the Saturn V.

The 50(,:"( UDMH-50% hydrazine fuel (Aerozine 50) with nitrogen tetroxide
(N20.1) oxidizer is the storable hypergolic bipropellant used in the Titan III. It
is classed as a bipropellant since the fuel contains two compounds to improve
handling properties rather than to improve I.

The fluorine (LF'2) and LH2 bipropellant with an Isp of 410 seconds (Table 1)
shows the improved performance of cryogenics. As a group, they have higher
1,,, than the storable propellants.

The 1.1, values in Table 1 represent the maximum theoretical values for normal
test conditions, which include engine operation at sea level. Actual engines using
these propellants at sea level achieve 85 to 92 percent of these values. Engines
operating near design altitude frequently achieve specific impulses which exceed
these values.

For example, one version of the Atlas engine using RP-1 and LOX is designed
for optimum expansion at 100,000 ft. altitude. The Isp of this engine is 215
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rABLi 1

Specific Impulse of Liquid Propellant Combinations
(Units are given in seconds)

FUEL

Oxidizer

1:t

g

g
C445

otro"

a>

Liquid oxygen* 294 300 3 10 312 3 13 391

Chlorine trifluoride 275 258 280 287 294 318

95% hydrogen neroxide and
5%, water 262 273 278 279 2 82 314

Red fuming nitr;c acid
(15% NO) 260 268 276 278 283 326

Nitrogen tetroxide 269 276 285 288 292 341

Fluorine* 3 57 326 343 3 63 410

4' cryogenic

TABLE 2
Comparison of Payloads for a Three-Stage Launch Vehicle Using Conventional
Propellants With One Using hligh-Energy Propellants in the Upper Stages (Gross

weight about one million pounds)

MISSION

PAYLOAD IN TONS
Conventional
Upper Stages

high-Energy
Upper Stages

Low earth orbit
1. Ideal velocity 30,000 ft/sec 15 32

2. Ideal velocity 34.000 ft/sec 9 21

Escape
3. Ideal velocity 41,000 ft/sec 3 9

sec at sea level and 309 sec at 80,000 ft, compared with the 300 sec listed
in Table 1. Li, reported for rocket engines, especially if much higher than the
values in Table 1, must be analyzed to determine the altitude and other con-
ditions for which the values are tablulated.

Several of the liquid propellants have theoretical Isp approximately one-third
higher than the conventional LOX and RP-1. LOX with LE2, and LF2 with LH.),
are examples of bipropellants called high-energy propellants. The term "high-

energy" evolved from efforts to develop high-performance propellants. All the
upper stagcs of large launch vehicles like the Saturn IB and Saturn V use these
propellants.

High-energy propellants in the upper stages of large rockets increase the pay-
load or the mission capability of the vehicle, Consider two three-stage launch
vehicles with the same initial gross weight (Table 2). One has high-energy pro-



pellants in tile tipper stages: th, othcr has conventional LOX and RP-1 in the
upper Thc one tHr. ropellants can curry i heavier payload
for a given mission. or can perform a more difficult mission with the same pay-
load. A :hi ehiele gro-;s vvciolit of about one million pounds will
have the !h:',1re!'cal payload, .-hown. Fnr mission number 1, the vehicle using
conventional propellants has less than half the payload of 'he one with high-energy
propellants. For mission number 3, the conventional vehicle has only one-third
the payload the high-energy vehicle. Also, the conventional vehicle has the
same payload (9 tons) for mission number 2 that the high-energy one has for
mission number 3. increasing the nunthec of stages of the vehicle with LOX/
RP--1 will increase the payload for the same initial gross weight, but will not
approach that of the high energy propellant vehicle.

High-energy fuel tanks arc designed differently from those for conventional
fuel. Hydrogen tanks are large and bulky because hydrogen has low density
and low molecular weight. Therefore. uppel stage weight and volume is larger if
the upper stage uses hydrogen than if it uses conventional propellants.

Although high-energy propellants in upper stages increase mission capability,
these propellants have high reactivity. thermal instability, and low temperatures. Be-
cause fluorine is .ver\ corrosive and toxic, it is difficult to handle and store. Fluorine,
hydrogen, and oxygen are liquids only at very low temperatures. These low tempera-
tures cause many metals to lose their strength, and may cause the freezing of han-
dling equipment such as valves. Fluorine is found in relatively large quantities in na-
ture but is expensive to concentrate in a free state. Because of these and other
problems, high-energy propellants are usually used only in upper stages. They are
expensive as first stage propellants, and are difficult to store in space vehicles.

SOLID PROPELLANTS.Solid propellants burn on their exposed surfaces to pro-
duce hot gases. Solids contain all the substances needed to sustain combustion.
Basically. they consist of either fuel and oxidizer which do not react below some
minimum temperature. or of compounds that combine fuel and oxidizer qualities
(nitrocellulose or nitroglycerin) . These materials are mixed to produce a solid
with the desired chemical and physical characteristics.

Solid propellants arc commonly divided into two classes: composite (or
heterogeneous). and homogeneous.

Cowposites arc heterogeneous mixtures of oxidizer and organic fuel binder.
Small particles of oxidiza are dispersed throughout the fuel. The fuel is called
a binder because the oxidizer has no mechanical strength. Neither fuel nor
oxklizer burns well in the absence of the other. Usually a crystalline, finely
ground oxidizer such as ammonium perchlorate is dispersed in an organic fuel
such as asphalt; the oxidizer is about 70 to 80 percent of the total propellant
weight. There arc a large number of propellants of this type.

Mmiogeneous propellants have oxidizer and the fuel in a single molecule.
'Most are lnsed on a mixture of nitroglycerine and nitrocellul.ose, and are called
"double-base propLllants.- The term distinguishes these propellants from many
gunpowders which are based on either one or the other of- the components.
Nitroglycerine is too sensitive to shock and has too much energy to be used safely
by itself in an engine. However, it forms a suitable propellant when combined
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with the less energetic but more stable nitrocellulose. The major components of a

typical double-base propellant are:

Component Percent of total

Nitrocellulose 1.38(' (propellant)
Nitroglycerine 43 38% ( propellant)
Diethyl phthalate 3 09,7;) plasticizer)
Potassium nitrate 1.45% (flash depressor)
Diphenylamine 0.07% (stabilizer)
Nigrosine dye 0.10% (opacifier)

Note the additives which control physical and chemical properties. Each addi-

tive performs a specific function. The plasticizer improves the propellant's struc-
tural properties. The flash depressor cools the exhaust gases before they escape
to the atmosphere and promotes smooth burning at low temperatures. The sta-
bilizer absorbs the gaseous products of slow decomposition and reduces the tend-

ency of the propellant to absorb moisture during storage. The opacifier prevents

heat transfer by radiation to sections of the propellant which have not started to

burn. (Small flaws in the propellant can absorb enough heat through radiation

to ignite the propellant internally, producing enough gas to break it up if an
opacifier is not present.)

An ideal solid propellant would possess these characteristics:

1. High release of chemical energy.

2. Low molecular weight combustion products.

3. High density.
4. Readily manufactured from eas,ly obtainable substances by simple processes.

5. Safe and easy to handle.

6. Insensitive to shock and temperature changes and no chemical or physical deterioration

while in storage.
7. Ability to ignite and burn uniformly over a wide range of operating temperatures.

8. Nonhygroscopic (non-absorbent of moisture).

9. Smokeless and flashless.

It is improbable that any propellant will have all of these characteristics. Pro-

pellants used today possess some of these characteristics at the expense of others,
depending upon the application and the desired performance.

The finished propellant is a single mass called a grain or stick. A solid propel-
lant rocket has one or more grains which constitute a charge in the same chamber.

The use of solid propellants was limited until the development of high-energy

propellants, and of the processing techniques for making large grains. Now, single

grans are made in sizes up to 22 ft. in diameter.
In addition to being composite or homogeneous, solid propellants are dist)

classed as restricted or unrestricted. They are restricted burning charges when in-

hibitors are used to restrict burning on some surfaces of the propellant. Inhibitors
are chemicals which do not burn or which burn very slowly. Controlling the

burning area in this manner lengthens the burning time and results in lower
thrust. An inhibitor applied to the wall of the combustion chamber reduces heat
transfer to the wall and is called a liner.
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Charges without an inhibitor are unrestricted burning charges. These burn on
all exposed surfaces simultaneously. Thc unrestricted grain delivers a large thrust
for a short time, whereas a restricted grain delivers smaller thrust for a longer
time. Today, most large solid propellant rockets contain restricted burning chaws.

The operating pressure. thrust, and burning time of a solid propellant rocket de-
pend upon: the chemical composition of the propellant: its initial grain temperature:
the gas velocity next to the burning surface; and the size, burning surface, and geo-
metrical shape of the grain. A given propellant can be cast into different grain
shapes with different burning characteristics.

The thrust of a rocket is proportional to the product of the cxhaust velocity
and the propellant flow rate. 1 arge thrust requires a large flow rate which is pro-
duced by a large burning surface, a fast burning rate, or both. The burning rate
of a solid propellant is determined by the speed of the flame passing through it
in a drection perpendicular to the burning surface. Burning rate depends on the
initial grain temperature, and upon the operating chamber pressure. A solid rocket
operates at a higher chamber pressure and thrust when the propellant is hot
than when it is cold, but it will burn for a shorter time. The converse is also
true. If the chamber pressure is below a minimum value, the propellant will not
burn.

Variation in the geometric shape of the grain changes the burning area and
thrust output. Figure 10 shows several typical grain shapes.

Basically, there are three ways in which the burning area can change with
time. If the area increases as burning progresses, the thrust increases with time,
and the grain is called a progressive burning grain. If the burning area decreases
with time, thrust decreases, and the grain is called a regressive, burning grain. If
the area remains approximately constant during burning, thrust is constant, and
the grain is called a neutral burning grain. In each case, the type of burning
determines how the thrust level changes with time, following initial thrust buildup.

Regressive burnina does not produce as much peak acceleration as does neutral
or progressive burning, because the thrust decreases as vehicle weight decreases.
Typical progressive, neutral, and regressive grains are shown in Figure 11. Lower
accelerations are required when rockets are used to propel payloads which cannot
withstand high acceleration loading.

The progressive grain 'is a bored cylinder inhibited on the ends and at the
chamber wall. All burning occurs on the surface of the central port area. Both
the burning arca and thrust increase as the propellant burns.

The neutral grain is a rod and tube inhibited on the ends and at the chamber
wall. All burning occurs on the outside of the rod and on the inside of the tube.
As burning progresses, the increasing area on the tube balances the decreasing
arca on the rod so that total area and thrust remain constant.

The regressive grain is a cylinder inhibited on the ends so it can be attached
to the chamber. It burns on the outside, and burning area and thrust decrease as
burning progresses.
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Figure 10. Typical solid propellant grain shapes shown in cross section.
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Figure 11. Progressive, neutral, and regressive burning 911..ins.
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Theoretical L, for typical solid propellants is shown in Table 3.

TABLE 3
Npe(ific bilpube of Solid Propellmt Combinathms

_
Fuel base Oxidizer Specific impulse

(seconds)

Asphalt Perchlorate 200
Nitrocellulose and nitroglycerine 240
Poly urethane Perchlorate 245
Boron Perchlorate 270
Nieto llic hydride Fluoride 300

Some of the earliest composite propellants had an asphalt and fuel oil base with
about 75 percent potassium perchlorate oxidizer. Oil was added to the asphalt to
keep it from becoming brittle and cracking at low temperature, but the resultant pro-
r'llant became soft and began to flow at high temperatures. The specific impulse
and operating range of these propellants was rather limited.

The double-base propellants u: e nitrogVcerine and nitrocellulose with thc proper
additives. These propellants have a higher specific impulse than the asphalt-per-
ehlorate propellants but are more sensitive to shock.

The polyurethane-ammonium perehlorate propellant is a typical example of the
specific impulse of present-day synthetic rubber-based composite propellants.

In the past, the specific impulse of composite propellants 173s been improved by
usimz a higher percentage of oxidizer. This was successful only as long as thc propel-
hint retaihed adequate structural properties. since the fuel-binder gives the propel-
lant its mechanical strength. The specific impulse can also be improved if a light
metal, such as aluminum, is added to the fuel. Light r.etals increase the combustion
ehmtber temperature and lower the molecular weight of the combustion products.
The result is a b;1..;bei. Tri'm and specific impulse. However, metal in the ex-
haust gust:Y. ;11:1',' cause erosion of the rocket nozzle.

Replacing the iPiel 1: hi0i-energy fuel binder containing oxygen
(double-base propellatt,.: iiecifk impulse. Some of the propellants
used today combine a cou,-)1 1!.c-.)- Or. huil witli a Lon-lpo!::tc propellant and a
metal fuel. Propellants under devt-;iopmer Ooroi) and metallic hydride fuels
in a suitable binder with a perchlorate or a !1;.-,i ox:;!!,,:r

As a group, the solid propellants have a lower speeiht: impulse than c liquid
propellants, but they have the advantages of simplicity, instant readiness, low cost,
potential for higher acceleration, and high density compared to the start-stop capa-
bility, high energy, regenerative cooling, and availability of the liquid propeHants.

HYBRID PROPELLANTSSome of the advantages of liquid and solid propellants
can be combined in a hybrid rocket. In a hybrid engine, a liquid (usually oxidizer)
is stored in one container while a solid (usually fuel) is stored in a second (See Fig-
ure 19). The separation of propellants in a hybrid eliminates the dependence of
burning time On the grain temperature. The absence of oxidizer in the solid grain
also improves its structural properties. The hybrid combines the start-stop advan-
tages of liquid propellants with the high density, instant readiness, and potentially
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high acceleration of the solid propellants. It k a relatively simple system with high
performance. Solid fuel lithium. suspended in u plastic base. burned with a miNture
of flourine and oxygen (FLOX) produces a theoretical LI, of about 375 .ee.

STORAGE IN SPACE- Propellant storage in space is one of the problems that must
be considered in selecting the chemical propellants for space pi opulsion. The system
may use the propellants intermittently over long periods of lime, or it may store
them for months prior to performing one maneuver. In space the propellants no
longer have the protection of the earth's atmosphere. They must perform in a hostile
environment in which they are exposed to a hard vacuum, thermal radiation from
the sun, energetic particks such as cosmic rays, and meteoroid bombardments.

Measures are necessary to protect propellants in order to prevent detelieration or
loss by evaporation. Liqud propellants must be protected from evaporation and
components must be leakproof Solid propellants must bc protected from radiation
which affects their burning rate and physical properties. Rndiation may also cause
changes in liquid propellants. Propulsion systems nm-1 withstand temperature ex-
tremes when one side faces the sun and the other the coeiness of space. They must
also be protected from damage caused by micrometeoroid4. J hes, e a few of the
problems caused by the space environment. Additional researeh and testing are
needed to define all of the effects of space environment on propellants.

CHEMICAL ROCKFT ENGINES

One basic method of improving LI, by using more energetic propellants was
discussed in detail in the previous section. Designing a better engine for a given
propellant is the second basic method. The problem of achieving higher specific
impulse generally is not solved by using only one method for improvement. Fre-
quently both methods are used to produce the best results.

This section describes a few typical examples of liquid propellant, solid pro-
pellant, and hybrid propellant engines, and suggests a few of the many possible
design improvements. The material is limited to the large and comparatively
high-thrust rockets, although much of it applies to small rockets, such as those
used for vernier and attitude control.

Chemical rocket engines may be classified by several different methods, one of
which refers to the type of propellants used. The groups shown in Figure 12
should he remembered when comparisons are made and when methods for im-
proving performance are discussed, because the different groups have different
characteristics.

Tit g.-neral, when fast reaction is needed (as in military missiles) ease of handling
and simplicity of operation are paramount. In such applications, solid propellant or
storable liquid propellant engines are preferred.

For in-space maneuvering where restarts must be made_ controllability coupled
with high L. is desin.xl. The liquid r,ropellant engines have these traits. Of
course, coniprornises have be_It and will continue to be made based on attainable
technology.

The hybrid engines aic attempts to combine the advantages of 1.ctli
solid engines. Several small hybrid engines are in use.
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Figure 12. One method of classifying chemical propellant rockets.

Rocket engines are very lightweight for the amount 04' thru,t they produce.
Generally, a rocket el;cine w:ll deliver about 10,,
bound of enpine weio!it. ,'ompared to the Mier
proxttelv ,;, ' hrust per poui,:.1 of erne weight If the flu ui ot a

in can 1,- .7-,:prnved without increasing their Nkiight, the propulsion
systen.

In comparinr two or more engines to determine which is best for an application,
the entire vehicle and its mission must be evaluated. For example, consider two
liquid propellant engines with similar thrust levels. The engine with higher
would be more efficient and have higher vehicle velocity potential. When engines
with similar operating characteristics. propellants. and thrust lev,As are com-
pared. higher L1 results from better propellant utilization.

:1 comparison might also be made between two similar liquid engines with
similar propellant consumption rates, but different thrust levels. The engine with
higher thrust yields higher 1,,, and is more efficient. Designers try to achieve thc

L1, for any given rocket because more Li, yields increased veloc-
an,!

Liquid Propellant Engines

A liquid 177npulsion i_onsists of propellant tanks, propellant feed system,
thrust chamber, and cou. such as regulators, valves, and sequencing and
sensing equipment. The propellants can be monopropellants, bipropellants, or
tripropellants, and may be either storable or cryogenic fluids.

The least complex of these is one designed for monopropellants. Here there
is only one propellant tank. a sinde feed system (usually pressure-fed), and a
comparatively simple injector (since mixing of fuel and oxidizer is not required).
Monopropellant rockets are in iimited use today but do not yet develop high
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thrust. -However, the simplicity of monopropellant engines makes them adaptable
and frequently desirable for limited use for attitude control or for small velocity

corrections in deep space.
The liquid bipropellant sys1Cm in common use is more complex. The basic

components are shown schematically in Figure 13. Note that two tanks. two
feed systems, and multiple injectors are required.

Some bipropellant systems use pressure-fed propellant flow. Here propellants
are forced from tanks to engine by pressurizing the tanks with an inactive gas,
such as nitrogen or helium. A pressurizing gas can also he created by igniting
either a solid propellant grain or sonic of the vehicle propellants in a gas generator
designed for this purpose.

Bipropellants may also bo et. !1-- engine by pumps and .gravity, as was
done in some earlier However, a combination of pumps and
pressurizing tanks to p: !le positive pressure to the pumps leedinz the engines
is the most commonly used method today. The bipropellant system is complex

Pres-
surizing

tank

U el

Fuel
13 Imp

I uel val.

Regencrativ e
( 001 in',

Ga..; Generator

Regulators
N0.4 Turbine F....4.- Turbine

exhaust/ I

0
Ox idizer

Oxidizer
Pump

Oxidizer valv

Thrust
Chamber

Injector

Figure 13. Schematic reproduction of a liquid bi-propellant system,

because of the multiple pumps, the need to maintain the correct oxidizer-fuel mix-
ture, the effect of the injector design upon stable combustion, and the need for
thrust chamber cooling.

A centrifugal pump driven by a gas turbine is commonly used to pump the
propellants through the injector into the combustion chamber. Gases to drive the
turbine are supplied by a separate gas generator, or they are bled from the com-
bustion chamber. The development of reliable turbopumps has presented severe
challenges in design, materials, testing, and operational use. in some instances,
more than 50% of the design effort for an engine was devoted to the turbopump.

Turbopumps must also pump fuel and oxidizer simultaneously at different
rates and be able to withstand high thermal stresses induced by the 1500° F.
turbine gases while pumping cryogenic fluids with temperatures as low as 423°
F. (liquid hydrogen). Adequate seals must be continuously maintained even at
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these temperature extremes, since the propellants would explode if they were to
come in contact inside the pump. Pump design is also critical because the pumps
must develop high propellant pressure. Higher combustion chamber pressure
means higher 1 and pump outlet pressure must be higher than chamber pres-
sure if propellants are to flow into the chamber.

Since the components and controls of the liquid engine can be designed for
individual control, the potentials of throttling and multiple restart make these
engines attractive for in-space maneuvering.

Solid Propellant Rocket Motors

Solid propellant rocket motors have been in use for thousands of years. His-

tory tells of the ancient Chinese using, skyrockets for celebrations as well as for
weapons. The "rockets' red ;WT.," as used in the National Anthem, indicates the
use of rockets during the War of 1812. JATO units, to decrease aircraft take off
roll or as take off assist units for lifting heavy loads, are familiar to most Air
Force personnel.

Igniter

PROPELLANT
ZIZZIZZ/ZZ/Z

Alt Closure and No'zi;e Assembly
(Convergin,tz-Diverg.inz Type)

entral Port \\here Burning Occur,,
777777777 /
1#1,PROPELLANT /

et
\10 \ able No / zl

Figure 14. A solid propellant rocket motor.

The solid propellant rocket is comparatively simple. The major components
are: the case, which holds the propellants and is the combustion chamber; the
igniter; and the converging-diverging nozzle (Fig. 14). Because of its simplicity,
the solid motor is inherently more reliable and cheaper tc produce than the
liquid rocket engine. However, these solids have presented problems, and have a
lower 1,1, than the liquid engines.

As mentioned earlier in the propellant section, the use of additives, new
chemicals, and design of high volumetric loading propellant grains is improving
the I, of solids. The other approach for increasing performance is to increase
thc mass ratio of the motor. Much effort has been expended in this area by
designing cases that are lightweight and stronger. Research seems to point to two
possible solutions: either make lightweight but strong cases- of metals such as
titanium, or design filament-wound cases of fiberglass or nylon tape impregnated
with epoxy-type glues.
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I he filament-wound ca\es can be made even lighter if rcinforek-d ptopellant
grain, are ;lesimed to assist in supportinl, the vehicle. Reinforced grains are
formed by molding the propellant around aluminum or other metal additive

wires. Thesc reinforeina materials ;ire consumed during coml-ustion. Reinforced
grain motors are usually regressive burning so that combustion chamber pressure
will decrease near the end of burnin;:, to allow the use of very lightweight cases.

Because of the relative simplicity of solid motors, they can he made in a

variety of si.7e5 from very small attitude control and docking motors with
0.1 lb of thrust to 260 in. diameter motors which produce up to 6 million pounds
of thrust.

Thrust Vector Control

Attitude and directional control of a rocket is accomplished by moving the
engines or deflecting the exhaust gases. This is called thrust vector control (TVC).
The thrust vector for the main and vernier engines is controlled by using flexible
mountings or gimbals for the engines. Hydraulic or pneumatic cylinders deflect
the engines to cha lige the flight path.

aIli

JETEVATOR

.1

,
,

JET VANES

...

,.

,

SECONDARY GAS INJECTION

,
,

..

,_,,,,..,,.........
,k..,..,,-0-

..

SWIVELED NOZZLE

Figure 15. Methods of thrust vector control (1VC).

In solid motors it is impractical to deflect, or swivel, the entire motor because
this amounts to moving the entire stage. The thrust vector in solid motors must
be controlled at the nozzles. A few of the more common methods employed are:
movable nozzles; controllable vanes in the nozzles', jetavators (slip-ri4 or collar
at the nozzle exit): or injection of fluid (hot or cold gases) into nozzles to deflect
the exhaust flow and accomplish flight path or attitude changes (see Fig. 15).
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nrust Termination

Thrust termination in liquid rockets is comparatively simple because it is only
neccsary to stop the flo\N of propellants. Since this can be done in a reproducible
sequence. the residual thrust generated during, and shortly after, engine cut-oft
will be a known quantity. Liquid engines can be designed so that the thrust level
can be changed within limits by varying the rate at which propellants flow into
the engine.

In solid motors thrust termination is also simple (Fig. 16). If the eu .ibustion
chamber pressure is reduced below the critical pressure value for that particular
motor, it will, in effect, blow itself out. Blowing of nozzles, hlowing out the aft
end of the motor, or using thrust termination ports to vent the pressure out the

sides of the case are sonie f the common methods used to reduce the chamber
pressure and terminate thrust. However, the thrust termination is not .nstan-
taneous. Low levels of thrust may continue for several minutes because of residual
burning in the remaining solid grain. The residual burning characteristics oc each
type of motor must be considered when a very accurate cut-off velocity is needed.
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CHAMBER DESTRUCTIONAFT - END VENTING WITH MANIFOLDS

Figure 16. Methods of thrust termination.
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Engine Cooling

The combustion chamber of a rocket engine contains gases at temperatures in
excess of 5000 F. Large amounts of heat arc absorbed by the walls of the com-
bustion chamber and nozzle. Some must be made to dissipate ueat;
otherwise. as Lie heat is absorb:d, the engine wall temperature increases, and the
strength of the structural materials decreases. Sincr2 the amount of heat absorbed
is highest in the nozzle throat, special attention is given to this region.

Most liquid eLgincs are either partially or completely cooled because uncooled
liquid rockets are not fired for periods greater than 25 sec. If combustion tem-
peratures were low. it might be possible to use an uncooled c2gine for longer
periods of time: but such is usually not the case in large engines. Cooling methods
inciude regenerative, water, film, sweat (transpiration), radiltion, and ablative
cooling.

Regenerative cooling circulates fuel or oxidizer through small pas-.;ageways be-
tween the inner and outer walls of the combustion chamber, throat, and nozzle.
The heat removed cools the engine and increases the energy of the propellant

before it is injected into tne combustion chamber. The energy added to the pro-
pelLnt slightly increases the velocity of the exhausi :lases and improves engine

performance.
lVater cooling is regenerative cooling, except that water circulates instead of

the fuel or oxidizer. Water cooling is widely used in rocket engine static test stand
firings, but not on the flight vehicle.

Film cooling provides a thin fluid film to cove, and protect the inner wall
of the engire. \ protective film is formed on the inner wall by injecting small
quantities of the fuel, oxidizer. or a nonreactive fluid at a number of points along
the hot surface. The fluid flows along the wall and absorbs heat by evaporation.
Film coolintr can be used with regenerative cooling for critical parts of the engine
where regenerative cooliniz alone is not sufficient.

Sweat or iranspiration cooling uses a porous material for the inner wall of the
engine. Coolant psscs through this porous wall and is distributed over the hot
surface. It is difficult to distribute the coolant unif,rmly over the surface becausc
the combustion gas pressure decreases between the combustion chamber and
the nozzle exit. Manufacturing porous materials so that they are uniform through-
out the engine is difficult, and this difficulty limits the use of this method of
cooling.

Radiation cooling removes heat from the engine and radiates it to space. Some
curreni liquid er.gines use a regeneratively cooled nozzle to the 10:1 expansion ratio
point an ' a radiation-cooled extension from that point to the end of the nozzle. This
type is lighter than it would be if regenerative cooling were used for the entire noz-
zle. Current re!;earch includes investigating radiation-cooled combustion chambers,
nozzles, and nozzle extensions.

A blcnive cooling involves coating the surface to be cooled with a laye- ot
plastics and resins. The coating absorbs heat, chars, and then flakes off, carryinL
heat away from the subsurface being protected.
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The cooling methods most commonly used with liquid engines are regenerative
cooling, film cooling, or a combination of the two. Since cooling a solid motor
would require additional cooling equipment and materials, other protective
means have been devised. Inserts of high temperature metal allovs, graphite or
ceramics have been used with success. Using multiple nozzles and ablative m.IN:.-
rials in the no7zle also keeps temperatures within working limits. Heating is also
controlled through grain design and use of liners or inhibitors in the case. Com-
bustion gas temperatures in solid motors are generally lower than those in liquid
engines.

Nozzles

The development of lighter weight. shorter noMes has been in progress for sev-
eral years. There are several reasons for this: (1 ) to reduce dead weight; (2) to re-
duce the interstage structure of multistage vehicles., and (3) to optimize the expan-
sion ratio at all altitudes. Several improved nozzles are shown in Figure 17.
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Figure 17. Nozzle design schematics.
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Improvements

Several recent concepts have been used to develop bigger and better chemical
rockets. Two such developments are thc segmented solid and the hybrid rocket.

Solid motors can be segmented or monolithic. The segmented motor is made by
stacking separate grains (or segments) together to give the desired thrust level.
Using segments greatly eases casting, inspection, and transportation problems. Spe-
cial methods of assembly insure that cracks do not form between segments and cause
the motor to explode.

Front Closure
Segment

Center Segments Aft Closure
Segment

PROPELLANT

Nozzle
Assembl>

Central Port Where Burning Occurs

PROPELLANT

Figure 18. A segmented solid propellant rocket motor.

The segmented solid idea (Fig. 18) has been used to build large diameter

motors. These are manufactured in four basic units or "building blocks": the
front closure segment, the center segments, the aft closure segment, and the
nozzle assembly. The average thrust level of the rocket can be changed by
varying the number of center segments, thus controlling the burning area. For
example, five-segment, 120 in. diameter, solid motors are used as boosters for the
Titan III C with each motor developing 1.2 million lbs of thrust. A seven-segment
motor of the same diameter develops 1.6 million lbs of thrust. Above 156 in.
diameter, the motors are so large that they will probably be manufactured or
cast at the launch site, or transported by water. A monolithic (one piece) motor
would be the simplest construction in this case.
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Figure 19. Hybrid rocket engine.
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In the hybrid enginc ( Fig. 19). liquid and solid propellants are used in one en-
gine. The hybrid represents a compromke. It zitiempts to take adv:mtage of the sim-
plicity and reliability of solids; the higher performance and throttleability of liquids;
storability and quic1; reaction time of ,olids; and, it reduces the hazard of having
both fu.-,1 and oxidizer mixed together in one case.

In summary, present trends in liquid rocket engines include very high l.hamber
pressures, high-energy propellants. and sirnplificotion of hardware. Solid rockets are
being improved by using lighter weight cases, thrust vector control, and uncooled
nozzles.

ADVANCED PROPULSION TECHNIQUES

As mission requirements approach or exceed the limits of chemic, rtrkets, new
propulsion techniques must be investigated. The new techniques will obey New-
tcn's laws just as contemporary techniques do, hut they will use different energy
sources and hardwore to produce the propulsive force. This force will still be
the reaction of the vehicle to mass being zjected at high velocity.

Need for Advanced Designs

The need for advanced designs becomes readily apparent as velocity limitations
of chemical rockets are considered. These limitaions are shown in Figure 20 for
single and multistage vehicles. The graphs include both LOX/RP-1, as well as
the higher energy comtination LOX/LH2. Payload fraction is the payload we:gbt
divided by th gross vehicle weight.

Since there is a practical limit to the number of stages that can be used to
increase mass ratio, consider that LI, is proportional to Te/m. Remember also
tlmt T,. nd m interact and influence each other in a combustion process. If Te
and m were independent, they could be varied so that the resulting ratio would
be higher. The value for rn is about 20 in present chemical engines. If m is
reduccd significantly, a higher performance engine results.

Nuclear Rocket

One program that has followed this approach is the nuclear rocket. It has in-
creased the theoretical I,,, to more than 800 secdouble that of current chemical
encines. A schematic reproduction of a tvical nuclear, solid core, thermal .eactor
engine is shown in Figure 21. Since liquid hydrogen is used as the propellant,
ti rust levels are comparable to upper stag chemical engines using hydrogen.

The nuclear rocket was initiated as a joint Atomic.. Energy Commission-USAF
project but became an AEC-NASA program of two phases. The early reactor
core design phase used the Kiwi A and B reactors and was completed in
September, 1964. The current phase involves developing the flight configuration
engine known as NERVA, "Nuclear Engine for Facket Vehicle Application."
Preliminary flight tests are expLcted to be ballistic trajectory flights with the
NERVA functioning as an upper stage main engine. Many areas of study and
research are necessary before the nuclear rocket is ready for production. Among
these are starting at altitude, and radiation and neutron heating which may
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Figure 20. Payload fraction versus ideal velocity.
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Figure 21. A nuclear rocket.

affect the payload, propellants, and structural materials. A more advanced increased
densiy rer.ctor called PHOEBUS has been tested, and a flyable engine is now being
designee..

One theoretical improvement being considered is a high density reactor using fast
neutrons. This type of reactor is expected to produce higher performance leveis in a
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smaller package than the thermal (or slow) reactors mentioned above. Another im-

provement that may prove feasible at some time in the future is 1 gas core reactor,
in which the operating temperature (Ta) could be much higher. This increase in
temperature would occur because of the elimination of the solid core or fue! ele-

men,s used in slow ard fast reactors. These structural elements are temperature lim-

ited.
The theoret;cal, comparative performance of thermal reactor engines, fast reactor

engines, and chemical engines is shown in figure 22.

Suclear (Thermal)

Nuclear (Fast)

THRUST

Figure 22. Thrust vs. weight of a rocket.

Low Thrust Rockets

Chemical engines produce high thrust for a short time (minutes), and nuclear
reactor engines yield high thrust for hours. Each pro& :es acceleration that
stops when the propellant is exhausted.

There are other engines that produce only small amounts of thrust, but they
do so for months, or even years. An unbalanced thrust acting for long periods

can produce final velocities much higher than those produced by chemical or

reactor engines.
The radioisotope heat cycle and the electric engines produce thrusts measured

in micro and millipounds, specific impulses from 700 to 30,000 seconds, and
operating times ranging from days to years. These engines cannot lift themselves

from the earth, but they can move large payloads through space.
The radioisotops, heat cycle engines use high energy particle sources such as

plutonium and polonhim. The particles are stopped by the walls of the isotope
container thereby converting their kinetic energy to heat. This heat is used to
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Figure 23. Ekctric rocket thrue chambers.

raise the temperature and pressure of a propellant which is then expelled through
a nozzle.

The DART (Decomposed A mmonia Radioisotope Thruster) is such a device.
Here, ammonia is heated by 238 plutonium dioxide to produce 0.1 lb of thrust,
and an operating time of at least one year is being sought.

There are basically three types of electric engines: arc jt,, ion engine, and
plasma jet. These are shown schematically in Figure 23.

The arc jet uses an electric arc to heat the propellant which is accelerated
thermally and ejected as a high velocity plasma from a conventional nozzle.

The ion engine, is an electrostatic device which removes electrons from the
propellant atoms to form positive ions. These ions are electrostatically accel-
erated and ejected to produce thrust. Electrons must then be added to make the
exhaust electrically neutral to prevent accumulation of a negative charge on the
vehicle.

The plasma jet, uses electromagnetic force to accelerate and eject the propel-
lant in a plasma form to provide thrust Electromagnetic force is necessary,
since a plasma is a substance which is ionized but is electrically neutral (a plasma
consists of an equal number of positive and negative ions, and therefore it has
no net charge).
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This is, of course, a very simplified presentation. The theory and associated
equations for these devices, particularly those foi the plasma jet, become quite
complex.

The three basic types of electric engines have many subdivisions based on
such considerations as design. the method of transferring energy to the propellant,
thrust, propellant consumption rates, and Electric rockets are expected to
2,ield specific impulses of 2,000 to 30,000 scc, er more.

When electric engines are considered, several significant factors must be recog-
nized. All such devices require considerable electrical power. perhaps for years, if
they are used for primary ,-.)ulsion. Only nuclear-electric generators can supply
enough power for these long periods of operation. Figure 24 shows a nuclear-electric
power and propulsion system. Electric engincs have low thrust levels on the order of
0.1 to 0.001 lb. Design improvement wiil increase these levels. Since electric engines
have low thrust-to-weicht ratios, they must be used in space where there are weak
gravitational fields.

These engines have great potential for some missions. A typical ion rocket uses
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Figure 24. Nuclear-electric power and propulsion system.
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Figure 25. Escape trajectory.

some working fluid (such as cesium) which is vaporized and routed to the "en-
gine." The fluid has electrons stripped from its atoms by passing vaporized
cesium ovet a heated platinum grid. This stripping action leaves positively
charged atoms or ions which are accelerated by an electrostatic field and ejected
to produce thrust. Thc stripped-off electrons (negative ions) are. also accelerated
and introduced into the positive ion stream producing an electrically neutral
exhaust. If a difference in potential of about 30,000 volts exists between the
platinum grid and the cathode accelerator, ion velocities in the exhaust exceed
500,000 ft/sec.

An electrically powered vehicle with a 2/1 r..'ass ratio and a 20,000 sec
specific impulse can be useful in space. Starting from a 200 NM earth orbit this
vehicle might require 21/2 to 3 years to reach its peak velocity, but that velocity
would bc 80 to 100 miles per sec. Compare this with the 5 to 7 mile per sec
of our current earth-orbiting satellites.

From the standpoint of a practical mission, the electrically powered vehicle
can move a sizable payload to the vicinity of the moon in approximately 50
days, following the trajectory shown in Figure 25. If long flight times can be
tolerated, electric engines can move large payloads cut to Mars and Venus.
If long flight times are not feasible, either chemical or nuclear reactor engines
must he used.

For missions beyond Mars and Venus the electric engines 7.ome into their
own and may easily excel chemical and nuclear reactor rockets, both of which
achieve their peak velocities in a rather short powered flight phase. On the other
hand, the electric systems continue to accelerate for days, even weeks, and attain
much higher final velocities. This means there is a mission crossover point in
deep space (in the vicinity of Mars and beyond) at which the electric propulsion
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TABLE 4
Mission Summary

TYPE

[..'HEMICAL PROPULSION .....

MISSIONS

Manned missions near Earth and Moon re-
turn. Instrumented probes to Venus an
Mars.

NUCLLAR PROPULSION Heavy payload manned missions in 1970's
to Moon, Venus, and Mars and return.

ELECTRIC PROPULSION Potential for very heavy payloads from Earth
orbit to vicinity of Mercury, Jupiter and
Saturn (low gravitational field epplications
only).

systems ilave the advantages of both shorter flight times and larger payloads.

This is shown in Table 4.

Futuie Propulsion Concepts

Dis-ussion in this chapter has thus far included propulsion systems in produc-

tion (chemical) and systems in active research and development programs

(nuclear and electric). Now concepts for possible future propulsion will be

considered.

ADVANCED NUCLEARAD advanced nuclear concept is one in which propulsive

power is derived from a series of controlled nuclear explosions. The force of the

explosions impinges on the pusher plate whid, in turn, transfers the energy to

the main vehicle through a shock absorber system. The shock absorber smooths

out the impulses and limits the "G" loading on the main vehicle to an acceptable

level. This concept, shown in Figure 26, would provide a controllable specific

impulse, and could propel a large payload out to Mars, Venus, or beyond. Payload

fractions as high as 45% are possible with this system.

PAYLO11)

zzz

Figure 26. Advanced nuclear impulse concept.
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F:SION PROPULSIONAnother advanced concept would use a fusion reaction
contained by an electromagnetic field (Fig. 27).
The field also heats and controls the reaction, and control.= the ejection of mass from
the exhaust nozzle. The propcllants are two isotopes of hydrogen. Deuterium (H2)
and tritium (H..) are proposed because they can sustain a fusion reaction when suf-
ficiently heated. This concept may yield a theoretical specific impulse of one million
sec.

Scientists have proposed using a porous envelope through which lithium coolant
(and propellant) would be forced into the reaction. The lithium woulu enter into the
reaction and be expelled with the other exhaust products. When this is done, more
mass flows, lowering the specific impulse to a value of about 4,000 sec, but the
thrust level rises to a very high value.
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Figure 28. Photon propulsion concepts.

PHOTON PROPULSION--Another idea that may prove feasibl, in the future is the

photon concept. Four approaches for using photon propulsion are shown in Figure

28.

SUMMARY

This chapter presented the basic laws of rocket operation, and some of the

terminology and definitions pertaining to rocket engine performance. It also

discussed the interaction of design and sizing parameters of rocket vehicles, and

methods of increasing rocket vehicle performance. Some of the advanced pro-
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NUCLEAR _1

TABLE 5
Propulsion Systems

Type Specific impulse, sec.

High Thrust To Weight Ratio
Chemical To 600
Nuclear 800-2,000

Low Thrust To Weignt Ratio
Electric 2,000-30,000
Fusion 1,000,000
Photon 30,000,000

pulsion concepts were also reviewed. A comparison of the relative specific
impulse values for all of these is shown in Table 5.

Although the various types in Table 5 are compared on the basis of specific
impulse, it alone does not present the complete picture. Only chemical propellants
and high thrust nuclear rockets have thrust-to-weight ratios that are sufficient to
permit launches from the earth. Of course, this also means a launch potential
from other bodies, such as the moon, Mars, and Venus which have gravitational
fields. Others (electric, and photon) are applicable to missions in low gravi-
tational fields. These fields could be in deep space or between one planet's
orbit and another planet's orbit. Again, a vehicle with chemical or nuclear reactor
engines would be needed to travel from the orbital vehicle to a planet or moon
surface, and to return to the orbital vehicle.

Various applications of engines for the immediate future are summarized in
Figure 29.

CHEMICAL

EL ECTR ICAL im.
Figure 29. Types of propulsion and their applications.
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PROPULSION SYMBOLS

aacceleration
Anozzle exit area
Asnozzle throat area
Cpconstant pressure specific heat
Cyconstant volume specific heat
Fthrust
gacceleration of gravity
Iddensity impulse
Ispspecific impulse
Istotal impulse
kratio of specific heats
lnnatural logarithm
mmoleculai weight
Mmass
I4mass rate of flow
MRmass ratio
pelectric power
Pecombustion chamber pressure
P,exhaust pressure
Poambient pressure
0reactor thermal power
rmixture ratio

thburning time
Tecombustion chamber temperature

temperatcre
Tsnlet temperature
Vvolume
Avsactual velocity change
Avsidell velocity change
Avtvelocity change losses
yenozzle exit velocity
vs.earth surface velozity
Wweight

*weight rate of flow

*f--weight rate of fuel flow

*0weight rate of oxidizer flow
A/ispropellant weight
W1vehicle weight at engine start
W2vehicle weight at engine shutdown
enozzle expansion ratio
1Pthrust-to-weight ratio
71 zlectrical efficiency
vheat transfer efficiency

SOME USEFUL PROPULSION EQUATIONS

1. Thrust of rocket: F = Yve + Ae (Pe Po)

2. Expansion ratio: e Ae
As

3. Measured specific impulse: lap =
wp

4. Mass ratio: MR = W1 = Engine start weight
W2 Engine stop weight

5. Overall mass ratio: MR = (MR1) X (MR2)
6. Thrust-to-weight ratio: It =
7. Lift-off acceleration: a = 1) g's
8. Ideal velocity change: Avs = Isp g 1nMR
9. Av. = Avs AZ + yr

10. Theoretical specific impulse:

9.797 \i( k T,
k 1 m [

11. Mixture ratio: r = W°

wf
12. Density impulse: Id = (Lu) X (SG)

X MR8) X
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13. Total impulse: It = (F) X (0 = (1.,) (Wy)

14. Total Liv (multistage vehicle): Avt = LIv1 + + Av3 + . .

15. Thrust of hydrogen-fueled nuclear rocket:

F = 6.94 if-V4-7 v Q 3.76 Nil (Te Tt)]

16. Thrust oi electric rocket: F = 38.4 /rip 1%./I

144

3-49

(See Appendix E)

(See Appendix E)



CHAPTER 4

SPACE VEHICLE ELECTRICAL POWER

PVHE SUCCESSFUL operation of flight vehicles in space has been made
possible, in part, by the availability of electrical power. In general, a space

vehicle has neither utility nor purpose without some form of electrical power
which is the lifeblood of a space vehicle, vital to the needs of both passengers
and equipmer t. These needs include power requirements for communications,

data gathering and handling, vehicle attitude control, guidance and control, life
support equipment, and many other areas. With few exceptions, all space vehicles
without electrical power become useless debris. The space vehicle electrical
power subsystem is, therefore, one of the most important spacecraft elements.

Its design often dictates the active functions which a space vehicle can perform.
Furthermore, in the future some space vehicles will use electrical power to

energize electrical space propulsion systems.
In this chapter, three areas pertaining to space vehicle F;lectrical power are

discussed: electrical power generation in space, energy sources and associated

energy conversion devices: and the evaluation and comparison of specific power
subsystems.

PRODUCING POWER IN THE SPACE ENVIRONMENT

The space environment consists of a near vacuum (10-12 Torr at 7000 nautical
miles) containing both charged and uncharged particles; eiectric, maonetic, and
gravitational fields; and electromagnetic radiation from both galactic and extra-
galactic sources. These and other environmental factors find the space power
design and systems engineer working with vastly tighter constraints than the
conventional power engineer. Some of the problems of producing electrical power
in space are discussed below.

1. Removal of waste heat. A critical and ever-present problem in space
vehicles is the disposal of waste heat produced by power generation and power
conditioning equipment. Earth based systems for generating electrical power can
use convection, conduction, and radiation to remove excess heat. However, the
virtual absence of matter around a space vehicle makes radiation thz only
economical means of waste heat disposal. But, space is an inefficient heat
sink; hence, large radiators must sometimes be employed, imposing severe weight
and volume penalties. Besides these penalties, a large radiator increases the
possibility of meteoroid damage.
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2. Meteoroid bombardment. A possible vexing problem is potential catas-
trophic equipment failure resulting from puncture by meteoroids moving at relative
velocities as high as 150,000 miles per hour. Although the probability of this
occurrence is statistically quite negligible, the potential damage or erosion effects
of meteoroid bombardment must be considered.

3. Very high vacuum. Space systems which must operate in a very high
vacuum are exposed to problems of cold welding, outgassing, and leakage.
Furthermore, rotating equipment requires lubricants which will not sublimate.
Some components require a pressurized environment.

4. Radiation. Among the radiation hazards are cosmic rays, solar proton
emissions, and intense ultraviolet and infrared radiation. However, the most
serious radiation hazards of space flight to both equipment and man are the
geomagnetic trapped Van Allen radiation fields and the solar corpuscular radia-
tion associated with solar flares. This radiation can cause serious damage to
solar cells ond semiconductors. Shielding presently is considered the most suitable
technique for ptotecting power systems from these radiation hazards.

5. "Weightlessness." In earth-based electrical power generation systems, the
force of gravity on a body (weight) is used in separation of vapors from
liquids in boiling and condersing fluids, convective heat transfer, and separation
of gases from liquids. Since these various processes are used often in generating
electrical power, systems cannot use components or processes which operate only
with "this end up."

6. Temperature variation. Earth-based systems operate with relatively small
temperature variations. In space the temperature of components within the
power system may vary through extreme ranges because of solar heating and
heat generated by the system itself. The power output of chemical batteries is
very sensitive to temperaturc change. In general, the efficiency of a chemical
battery decreases as its temperature decreases, but the output of solar cells in-
creases as their temperature decreases. Also, the useful life of other electrical
components depends upon the operating temperature.

7. Launch environment. Earth-based systems for generating electrical power do
not operate under adverse conditions. The delicate components of space systems
must, however, be designed to withstand the high acceleration and vibration, of the
launch phase.

8. Kinetic perturbations. The structure of earth-based systems for generating
electrical power is fixed solidly to the earth to counteract any unbalanced forces
developed by moving parts. Space vehicles will change attitude due to forces
such as those produced by armatures rotating at high speeds or the movement
of sun-oriented solar arrays. Counteracting these forces adds to the complexity
of the flight vehicle.
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Many other problems, such as the limited or nonexistent repair capabilities;

the very high premium placed on minimum weight, long life, and high reliability;

and the inherent low efficiency of energy devices, combine with the areas already

discussed to make the task of electrical power generation in space truly a very

difficult one from an engineering design point of view.

TYPES OF SPACE ELECTRICAL POWER SYSTEMS

Electrical power systems for space applications car be categorized by their

energy sources into electro-chemical, solar, or nuclear. They then may be cate-

gorized further into static or dynamic energy conversion systems. Static systems

of current interest include batteries, fuel cells, and photovoltaic, thermoelectric

and thermionic devices, Dynamic energy conversion systems consist of either

turbine or reciprocating engines coupled to electrical generators. The engines

would operate on thermal energy derived from either the sun, a nuclear reactor

or isotopes, or the combustion of chemical fuels. Each of these systems will now

be considered in greater detail.

Electro-Chemical Systems

The electro-chemical power systems are represented by batteries, fuel cells,

and chemical-dynamic systems. Of these, the batteries have _until recently played

the most important role in furnishing space power. Virtually every space vehicle

launched has contained one or more batteries. The reason for their use is :itat they

are very reliable. Furthermore, they are cheap, simple, and, most importantly,

available.
BATTERIES.There exist two types of batteries: primary cells and secondary

batteries. Primary batteries are generally considered as one-cycle batteries since

they are not recharged after discharge. imin this type of battery, chemical energy

is converted directly to electrical energy. The greatest utility of the primary

battery as a source of electrical power is either in launch vehicles or in space

vehicles which have very short missions. This type of battery is also useful for

special applications such as providing pyrotechnic power to energize explosive

bolts to separate vehicle stages.
The primary battery used most freq?aently in space applications and having the

highest energy density of batteries in common use is the silver-zinc battery.
It consists of silver-silver oxide me, zinc electrodes immersed in a potassium

hydroxide electrolyte. Its useful energy density is in the range of 20 to 100
watt-hours per pound, depending upon the discharge rate. This means that
approximately 10 to 50 pounds of batteries must be provided for each kilowatt-
hour required. Research is being done on advanced primary cells using more
energetic anode materials, such as lithium, magnesium, and aluminum which

may provide energy densities in the neighborhood of 150 watt-hours per pound.
However, primary batteries have a limited life, determined by the active

composition materials. In general, primary batteries are used extensively for
space electrical power requirements of a few milliwatts to approximately one
kilowatt for periods less than a week. For example, one hundred and fifty
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pounds of silver-zinc primary batteries were used to supply power to the Mercury
spaceci aft in 1962 and 1963. Because the time in orbit of these a.aft was not
very long, the u ,e of primary batteries was adequate. Similarly, silver-zinc
batteries are used to supply power in the lunar module, and in the Apollo
command module during the critical reentry period and post-landing period.

Secondary (or storage) batteries are needed for space vehicles which use
solar powered energy conversion systems but which require power during solar
dark periods. ExL.ept for the initial charge, the chemical reaction within secondary
batteries provides a means to store the electricity produced by the sun's energy
rather than acting as a primary energy source. The secondary battery used
most widely in space applications in the nickel-cadmium battery. The advantages
of this type battery in comparison to other secondary cells are its demonstrated
superior reliability over large numbers of duty cycles, small voltage excursions,
high charge rate acceptances, low temperatrrlrs veration, and long shelf life.
However, one disadvantage of the nickel-f.adz . urn battery is iLs low energy
density. Typical energy densities are from 2 to 15 watt-hours per pound, depend-
ing upon the required lifetime and charging rate. Thus, for applications which
do not require long lifetimes, either silver-cadmium or silver-zinc batterks often
are used because of their higher energy densities.

FUEL CELLS.In recent years considerable research has been expended in de-
veloping space qualified electro-chemical fuel cells. Unlike batteries, fuel cells
use chemical fuels and oxidants which are stored externally to the cell. The
principai parts of one common type of fuel cell are illustrated in Figure 1.
Two sintered porous nickel electrodes are immersed in a solution of sodium
hydroxide or potassium hydroxide, and there is an external supply of hydrogen
and oxygen gases. The hydrogen and oxygen, at a presure of about 50 at-
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Figure 1. Schemafic drawing of a hydrogen-oxygen fuel cell.
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mospheres, diffuse through the porous electrodes of the fuel cell. Chemical re-

aetion between the 11 drogen and the solution. and the oxygen and the solution.

take place on tbe electrodes. Inns migrate through the solution. and electrons

flow through the external circuit.
The chemical reactants must be supplied continuously when the fuel celi is

operated. and their reaction product must bc removed. The reaction product of

the hydrogen-oxygen fud cell is potable water. Both the reactant consumption

and the water produced is approximately 1 lb/KW-hr. Because of its high

efficiency, and production of potable water, the hydrogen-oxygen fuel cell is

considered particularly suitable for short-duration manned missions. The Apollo

program uses hydrogen-oxygen fuel cells as a primary source of space power

and drinking water.
Generally, energy densities or specific weight figures for fuel cells are some-

what meaningless because their magnitude varies considerably according to the

operating time. This is because the weight of any given fuel cell is practically
invariant to the time of operation, On the other hand, the chemical reactant

weight is directly proportional to the required operating time and electrical
load. From a weigrht standpoint, fuel cells are highly competitive for applica-

tions requiring approximately 10 kilowatts or less of power for operating periods

of a few days to three months. Power densities of 200 to 900 watt-hours per

pound are within current fuel cell technology for such operational times.

Fuel cells can operate either as an "open cycle" system or as a regenerative.
closed-cycle. system. The open cycle system can yield high current but only
for the time that the supply of hydrogen and oxygen lasts. Increased operating

time necessitates increased supply of reactants with an accompanying increase

in the size and weight of the tanks. In a regenerative system energy from some
other source, such as solar cells, could be used to produce hydrogen and oxygen
from the water formed in the fuel cells. Such a system, if perfected. could have

an operational lifetime of several years. However, only the open cycle system

has been space qualified so far.
CHEMICAL DYNAMIC.Chernical dynamic systems convert the enern available

from a chemically fueled combustion engine into electrical power by mechanical
means. Such a system falls at the lower end of the power level-duration selection

curve (see Fig. 6) because of its relativel: -Ugh rate of fuel consumption which

is two to three times that of fuel cells. this type of system generates
A.C. power at useful voltage and freqder ey :;.mplifying power conditioning re-

quirements. For high power systems, approximately 10 Kw and higher, it tends

to bc lighter, more rugged, and considerably less temperature sensitive than

electro-chemical systems.
Although chemically fueled combustion engines have been extensively exploited

'Gr ground and aeronautical applications, ballistic or space efforts have been

limited primarily to systems development. The propellants most frequently con-
sidered arc hydrogen-oxygen, hydrazine, and the broader category of solid propel-

lants.
It had been planned to use chemically fueled combustion engines in both the

Navaho and the Dynasoar programs. Although both of these programs have been
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terminated. many space pow ef engineers still believe that the chemical engine
will have a Weight advantage over the fuel cell for operational time requirements
of less than two weeks.

Solar Powered S..stems

One result of the fusion inferno taking place in the sun is the release of an
enormous amount of energy. A considLrable amount of this energy occ:Apics
the electromagnetic radiation spectrum for approximately '.14 micron to 3 microns
( or millionths of a meter). A small fraction of this energy lies in the invisible
ultraviolet region: about half of it is the visible hat: and the rest is infrared,

hich ilecollIUS for the sun's heat.
At a distance of one astronomical unit (AU), the average amount of solar

ener2v. the "solar constant." is approximately 130 watts/ft2 of surface aligned
at rioht angles to the sun's radiation. At uther than one AU, the energy avail-
able is equal to the inverse square rd th, distance in AU (between the sun and
the point of interest) times the solar c:instant at one AU. Thus, in the vicinity of
Saturn. almost I() AU from the sun, the available solar energy is only approxi-
mately 1,30 watts ft. which is I of the available energy just above the
earth's surface.

There are basically two primary conversion concepts which have been con-
sidered seriously as a means of converting solar energy to space electrical power:
photovolulic and thermal. Of these, the photovoltaic concept has received the
principal attention, and it presently provides the basis for the most common
source of electrical power for unmanned spacecraft.

P0o.rovoL1A1 sysTEMS.The photovoltaic effect is the generation of a volt-
age by photons (the smalest quanta of light) incident on a properly treated
surface which lies near the junction of two layers of somewhat different material.
Several types of photovoltaic materials can be used to provide useful space
electrical power. but because of efficiency reasons, only doped single-crystal

solar cells have been used operationally. Typically, contemporary solar
cells are thin wafers. either 1 x 2 or 2 x 2 centimeters in area by about 8 to 14
Mils thick (without filters). Electrically. the cell is n on p co!, truction (top
contact negative ) with a base resistivity of 10 ohm-centimeters. The contacts
are evaporated silver and titanium. The voltage potential produced by each cell
is approximately 0.5 volt, and cells arc connected in series to supply the desired
voltage. These subunits are then connected in parallel to supply the desired
current to he drawn from the complete unit. The solar cell subsystem can be
mounted eiths-T on panels, paddles, or directly on the skin (body-mounted) of
the space vehicle.

One of the inherent weaknesses of the solar cell has been its susceptibility to
loss of effectiveness due to nuclear and other radiation in space. In order to
decrease this damage, each solar Lell is covered with a layer of quartz or
sapphire, which absorbs some of the harmful radiation. A reflective coating
also is applied to each cell to cause light of wavelengths below approximately
4000 angstrom units to be reflected. The energy in this roon has a small effect
on the cell, and by reflecting it, the cells can operate at a tempera-
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ture. thus giving more power. An anti-reflective (SiO2) coating is also applied

to the cell to reduce the loss front reflection at the desired wavelengths. In
addition 1.) increasinti cell efficiency this anti-reflective coating provides the cell
its characteristic blue color. The filter, reflective mid anti-reflective coatings.

and adhesives add another 4 to S mil thickness, yielding a typical total solar cell
thickness of 12 to 22 mils.

Solar powt.r subsystems have been used more extensively than any other power
subsystem for unmanned space missions. One reason is that solar units do not
have to carry any fuel as a source ol energy, since the energy source is the sun.
However. the production of an\ appreciable amount of power requires large
surface areas. Th1/4: present level of solar cell technology is 11 to 12 percent
efficient:\ ( at air mass rero) and a specific weight of approximately 10 watts per
pound. Tluis, for example. after accounting for all losses ond degradations, a
fully ilior.en.eu s...con solar cell array can provide :1 specific power of arproxi-
mately 1l, watts IR A list of solar array parameters for a selected number of
spacecraft using typical solar cell mountings is shown in Table I. Note that the
body-mounted and fixed paddle solar cell subsystems have specific weights and
powers cons:.derahk less than those of. oriented solar arrays. This is because the

maximum electrical power at any location is generated only when the solar cells
are aligned :!irectly to face the sun. The solar power 'available at 1 AU when the
solar cells are not .gned is P = 130 cos i watts/ft'. where "i" is the angle of
incidence (the angle between the direction of the sun's radiation and the per-
pendicular to the solar cell surface) . Furthermore, in the absence of the sunlight.
there is no production of electricity,

This latter aspect is an inherent weakness in the use of solar cells in that a
solar array subsystem must be supplemented by storage batteries when used on
earth-orbiting spacecraft which require continuous power. This is because such
spacecraft gencrall pass into the earth's shadow at regular intervals. The percent

TABLE I

Selected Typical Spacecraft Sc)lar Array Parameters

Spacecraft
Launch

Year
Total PWR

(Watts) 1 ype SubAystenr

1 x2 cm

Spacecraft
Watts'b
Pound

:

Watts/
Sq Ft

Pioneer V 1960 25 Fixed Paddles 4.800 2.42
Explorer 12 1961 20 Fixed Paddles 5,600 1.8 1.3

Relay I 1962 Body Mounted 8,400 1.4 2,0
Vela 1963 90 Body Mounted 13,236 2.67 2.26
Ranger 7 1964 226 Oriented 9,792 5.5 9.3
OGO A 1964 710 Oriented 32,256 6.79 8.94
Mariner-Mars 1965 680 Oriented 28,224 9.6 9.7
Pioneer VI 1965 82 Body Mounted 10.368 5.47 3.73
IDCSP 1966 46 Body Mounted 7,808 1.96 2.04
OGO D 190 745 Oriented 32,256 7.12 9.38
Intelsat III 1968 167 Body Mounted 10.720 5.20 3.56
Nimbus 13 1969 470 Oriented 11.000'. 6.0 9.8

u The oriented systems. as uscd in thk list. are considered to he any solar array system with some oricntatkln
capability.

b Including substrate (the base material upon which the silicon wafer k mounted).
2 x 2 cm cells.
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of time spent in the earth's shadow can be as high as approximately 40c for low

altiude orbits. Storage batteries are required to provide power daring the dark
periods and are recharged when the spacecraft k in the suffiight.

Although the fully oriented solar panels have size and weight advtaitages, these

arc not obtained without associated disadvantages. Primary among the latter are
the difficulties that the fully oriente0 solar arrays incur in their integration with
the spacecraft. Since the spacecraft attitude control subsystem often is used to
aim the antennas, separate attitude positioning and a sun sensor are required to

oricnt the solar arrays. Furthermore, to allow positioning and power transfer.
thc movable solar arrays require such components as bearings, slip rings, and
rotary transformers. Another integration problem is to eliminate or minimize the
shadowing of portions of the solar array by other spacecraft projecting compo-
nents (sensors and antennas) and vice versa. The deployment and orienting
equipment also cause lower reliability.

In addition, for low earth orbits, atmospheric drag and other perturbations
exact a spacecraft stabilization fuel penalty for using any solar system other than
a body mounted subsystem. The sum of all of these penalties is such that the
usc of an oriented system at altitudes less than approximately 175 miles generally
is not considered. Furthermore, at higher altitudes, oriented solar arrays gen-
erally are used only when large amounts of power ( more than 500 watts) are
required and/or vehicle configuration and attitude control modes prevent ac-
ceptable performance from other systems,

With increasing demands for solar cell generated powor in spacecraft ap-
plications, various attempts are being made to increase the power to weight
ratio and decrease the cost per unit power output. Most of these attempts have
been associated with thin-film solar cells. These cells arc produced by evaporat-
ing a thin film of semiconductor materials. such as cadmium-sulfide or cadmium-
telluride, on to a metallized plastic flexible substrate. Although the efficiency of
these cells is only 3c/i to 6c; they still offer potential means of reducing weight
and cost of solar arrays in addition to having improved radiation resistance. Another
type of solar cell which is receiving consideration is the development of large
area dendritic silicon solar cells. Single-crystal silicon cells, 2 x 6 cm in size,
are also being studied. The larger areas permit major savings ill the manufac-
ture, handling and installation of solar arrays.

Emphasis also is being piaccd on improved packaging and deployment tech-
niques. Proposed configurations include rigid lightweight biconvex solar array
panels and various unfurlable and retractable systems. Several proposed systems
function much like a window shade, which can be mechanically unfurled after
thc spacecraft has been placed in its operational orbit or trajectory. This type
of array could also be retractable for periods of powered flight such as during
course correction and docking maneuvers.

Projected powcr densities using these various improvements arc approximately
30 to 50 watts/lb, which is almost an order of magnitude improvement of
current systems (Sec Table I). Solar cell proponents, who oncc thought their
horizon was limited to power levels of less than one kilowatt, arc now talking
of arrays that can supply tens of kilowatts.
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SOLAR THERM.NT. 515TEN1s.--Another possible way to utilize solar radiation is to

de\ elop solar heated SNtems using turboelectric. thermoelectric, or thermionic de-

vices to convert focused solar thermal energy into electricity. Thc heart of the solar

thermal systems is, the solar mirror concentrator. Five foot paraboloidal mirrors
have been made, for esamplc, which ean foeIN over 85 percent of the incident solar
radiation through an aperture of 0.5 inch diameter. This would provide approxi-
mately two kilowatts of heat on a thermionic converter at MO K. Increased

power can 1)0 obtained by using solar concentrators that arc composed of many

petal-like segments or that expand like umbrellas. This construction enables
meters up to approximately 50 feet with correspondingly higher power output.

Although estimates indicate that weight and cost advantages over other power
systems may he possible. this is yet to be verified. In ecent years, all major
focused solar tl,crmal programs either have been cancelled or have been cut
back severely. However, some interest still remains, since this type system
would he more resistant to charged particle radiation and could operate closer
to the sun than solar cell arrays. Conventional silicon solar cells do not function

properly at temperatures in excess of 150' C.

Nuclear Systems

The ..-ltomic Eneergy Commission ( AEC) is developing nuclear electric power
systems under the SNAP (Systems for Nuclear Auxiliary Power) program. The
objective of this program is to develop compact, lightweight, and reliable nuclear

enerl,v and electrical power conversion devices for space, sea and land uses.
The AEC usually starts development for space applications at the request of
other ;:overnment agencies. Since the Air Force was interested in long-life,

lilIhtweight. electrical power generation systems for use in space, it requested

that the EC develop such systems. The AEC initiated the SNAP program in
1955. Now the program serves both the Air Force vrid NASA.

Under the SNAP program. the AEC is developing radioisotope and nuclear
reactor ,.'stems. The odd-numbered SNAP, such as SNAP-3, use a radioiso-

tope ;- energy source, and the even-numbered SNAP, such as SNAP-8, use
a ntlif,em. reactor as an energy source. Sonic of the radioisotope and reactor
systems developed for space applications are described below,

1?.\oloisaion. s\sils.ms.The radioisotope concept for utilizing nuclear energy
to ,govide space power is based on the phenomenon of radioactivity, the spon-
tareous decay of unstable atoms. This radioactive decay is accompanied by
nuclei emission of electrically charged alpha particles, beta particles, and gamma
rays. The alpha particles arc positive and arc thc same as the nucleus of the
normal helium atom. two protons and two neutrons. The beta particles are
nqative and are identical to electrons. The designations alpha and beta are
terms left over from the period when it had been determined that there were
radioactive emanations, but their atomic identity had not been established.

Gamma rays. which often accompany radioactive changes, are highs energy

penetrating electromagnetic radiation. Like high energy x-rays, gamma rays
can he very deleterious to biological tissues. ln large quantities, gamma rays will
also '1-mage structural materials.
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The rate of the radioactive deca, proeess k expressed by the half-life of the
particular radioactive material. It is a characteristic of each radioisotope spccies
and is independent of the quantity of material or the time at which the decay
measurements are started. Thus. the half-life of a radioisotope is that time at

which its activity has decreased to one-hall of its Original value beginning with
any given starting time.

Radioisotopes w hich are sealed in a container generate heat when the container
absorbs the radiation emitted by the radioisotope. Part of the heat can be
eonverted into electricity by a suitable c)nversion system. Radioisotopes are
a reliable source of heat, hut they are dangerous to handle. If they emit gamma
radiation, they require shielding. The lifetime designed into the power system
depends on the half-life of the radioisotope. Compensation for the decay of the
radioisotope can be made by providing an excess of radioactive material at the start,
and just enough at the end, of the operating period. In the space environment,
the excess heat generated during the early life of the system must he rejected
by radiation. Figure 2 shows th,' variation in power output for polonium-210
(P0-210) with a I38-day half-life. curium-242 (Cm-242) with a 162-day half-
life, cerium-144 (Cc-I44) with a 285-day half-life, and promethium-147 (Pm-
147) with a 2.6-year half-life.

Although not shown in Figure 2, the power output of a plutonium-238
( Pa-238) radioisotope system would he virtually a constant for the indicated
600 days. This is because the half-life of Pu-238 is 86.4 years.

The Atomic Energy Commission started the SNAP radioisotope power pro-
grams several years before Sputnik 1. Although the radioisotope power programs
suffered a setback in 1959 with the cancellation of an overambitious SNAP-1
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Figure 2. Isotope electrical power versus time.
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Figure 3. SNAP-3 cutaway diagram.

and SNAP-1A program. isotopic power had developed to the point where it
could not be neglected as a potential space power source. For example, the first
proof of the practicality of radioisotope power generation took place in January
1959 when the 2.5 watt SNAP-3. a polonium-210 fueled radioisotope generator,
was tested and delivered to the AEC.

Polonium-210. which was suitable and readily available, is an alpha emitter.
Figure 3 shows a cutaway diagram of this proof-of-principle device which
President Eisenhower introduced on 16 January 1959, as the SNAP-3 "atomic
battery.- It contained 27 lead-telluride thermocouple elements, treated with
bismuth to produce negative and positive semiconductors. Thc thermocouple
elements provided parallel paths for the heat to flow from the radioisotope source
to the container radiator. These elements were insulated electricalb' from each
other at both t he hot ( 1050 F) and cold (300 T F) junctions. The complete
SN AP-3 weighed only 4 pounds, and it was only 5.5 inches high and 4.75 inches
in diameter.

Because of these efforts, it was possible with only a five-month lead-time
to fabricate, fuel. test, and get approval to use a plutonium-238 fueled SNAP-3
radioisotope generator on the Navy's Transit-4-A navigational satellite which
was launched in June 1961. This was the first atomic power device used in
space. 'rite Pu-238 fueled SN A P-3 was a low powered (2.7 watts), lightweight,
and rtuz.u.ed thermoelectric oeneritor . Plutonium-238 was used because of its
extremely long half-life ( 86.4 years), its low gamma radiation, and its high
thermal power density per unit mass of fuel. The device weighed about 4.6
pounds and was designed for a five-year life. It provided power for two of the
experimental Doppler frequency navigational signal transmitters in the satellite.
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The highlights, performance, and status of the P11-238 fueled SNAP-3 radio-
isotope generators and additional space radioisotope power systems are shown
in Table 2. Note that most radioisotope generators have power densities of
approximately One watt per pound. The SNAP-27, a vital cog in the NASA
ALSFT (Apollo Lunar Surface Experiment Package), shows the best power
density performance, approximately 30 percent higher than the other SNAP
devices.

TABLE 2
Space Radioisotope Power Systems

Designa-
tion Mission

Power Weight
(Watts) (lbs) Isotope

Design
Life

SNAP-1 Air Force Satellite 500 600 Ce-144 60 days

SNAP-1A Air Force Satellite 125 175 Ce-144 1 year

SNAP-3 Navy Navigational 2.7 4.6 Pu-238 5 years
Satellites

SNAP-9A Navy Navigational 25 27 Pu-238 6 years
Satellites

SNAP-11 Moon Probe 25 30 Cm-242 120 days
(Surveyor)

SNAP-17 Communications 25 28 SR-90 5 years
Satellite

SNAP-19 Nimbus B 30 30 Pu-238 5 years

SNAP-27 Apollo Lunar Surface
Equipment Package

60 46 Pu-238 2 years
storage, 1
year Luna
operation

SNAP-29 Short Lived DOD and 400 400 Po-210 90 days
NASA Earth Mis-
sions
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Status

Program Canceled
in 1958.
Program Canceled
in 1959. One unit
successfully ground
tested.

2 in space, 6/61 &
11/61. First in op-
eration. Second
failed after 8
months.

3 launches; 9/63,
12/63, 4/64. 3rd
launch failed to
achieve orbit. The
12/63 launched
SNAP is still op-
erational.

Mission cancelled,
but one unit suc-
cessfully ground
tested in 1966.

Design and com-
ponent test phase
completed in
12/64. Presently
being held in abey-
ance.

Initial launch in
5/68 failed to
achieve oibit. Two
units successfully
launched May
1969, An im-
proved SNAP-19
to be launched in
1971 on a pioneer
spacecraft.

One unit success-
fully deployed in
11/69 by Apollo
12 astronauts. 3
additional units
scheduled to be de-
ployed.

Program termi-
nated 6/19.



As far as the future is concerned. it appea,-s that radioisotope generators
can be built with pm er dcaitics or between two and three watts per pound.
Although the power outputs of future systems probably will continue to be
relatively low (less than 5n0 watts). higher power outputs are achievable.

RrAcroR 1"STF MS.Nuclear reactor systems are considered to he the most
attractive means of obtaining large quantities of space electrical power. A space
nuclear power supply consists of three major subsy.;tems: a nuclear reactor heat
source and associated radiation shield; an energy conversion subsystem; and a
heat rejection subsystem. Such a system derives its energy from the controlled
fissioning of uranium-235 in the core of the reactor. The fission energy produced
in the reactor in the form of heat then can be converted to electrical power
by using one of three approaches: turboelectric, thermoelectric, or thermionic
conversion.

As part of the initial SNAP program, AEC started the development of space
reactor systems for generating electrical power by asking industry to hid on the

development of a system for an Air Force advanced satellite. In the spring of

CONTROL

DRUM DRIVE

FUEL

ELEMENT

Figure 4. SNAP-2 reactor.
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1956, Atomics International's concept, using a mercury-Rankine cycle, was se-
lected and designated SNAP-2 (Fig. 4). The objective of this program was
to develop a nuclear turboelectric unit generating three kilowatts for use in space.
The SNAP-1 reactor uses 37 cylindrical fuel rods consisting of uranium-235
intimately mixed with zirconium hydride which serves as a moderator to slow
down the neutrons which maintain the fission chain.

A sodium-potassium alloy, in the liquid metal state, transfers the heat to the
conversion equipment and cools the reactor by circulating through the reactor
core and a mercury boiler-heat exchanger. The coolant enters the core at a

temperature of approximately 1000°F. and leaves at about 1200°F. The ex-
chan;yr transfers heat from the liquid sodium-potassium alloy to liquid mercury,
the working fluid, converting the mercury into superheated vapor. The mercury
vapor expands through a turbine to drive an electric generator, so that electricity
is produced. To complete the cycle, the mercury vapor leaving the turbine
condenses to liquid mercury in a radiator before it is returned to the boiler.

The estimated weight of the SNAP-2, when installed in a space vehicle as a
"nose cone module" and including sufficient shielding for protecting transistors
for one year, is 900 pounds.

Several experimental and development reactors were designed, constructed

and operated. Approximately 500,000 Kw,-hr (thermal power) were produced

from 1959 through 1962 without failure. In 1963, the SNAP-2 program was
terminated as a system, but the AEC continued a base program to develop and
demonstrate the potential of the uranium-zirconium hydride fuel technology and
to improve the power capabilities of the mercury-Rankine conversion system.

The first reactor powered electrical system to be flight tested in space was the

SNAP-10A. The thermal energy of the SNAP-10A was derived from a power out-
put modified SNAP-2 reactor. In the SNAP-2, the reactor produces about 50 Kw, at
a 1200°F outlet temperature. The SNAP-10 reactor produces about 30 Kw, at an
outlet temperature of 990°F and an inlet temperature of 880° F.

Furthermore, instead of using a turboelectric heat conversion system, the heat
from the SNAP-10A nuclear reactor was converted directly into electricity ising a
silicon-germanium thermoelectric conversion device which formed an inte 1 part

of the radiator (See Figure 5).
The SNAP-10A was launched in April 1965 into an earth orbit by an Atlas-

Agena vehicle. The system was designed to provide 500 watts of electrical power at 28

vdc for a period of one year in a space environment. The power system obtained full
power operation approximately 12 hours after liftoff and operated successfully and
continuously at full power for 43 days. From telemetry data it was established that
the probable cause of the shutdown was due to a voltage regulator failure. This re-
sulted in high voltage which caused other components to fail. During the 43 days of
successful operation, the SNAP-10A produced 500,000 watt-hours of electricity,
and it met all of its objectives with the exception of the endurance demonstration.

The SNAP-8 program. consisting of a SNAP-8 reactor and its 35 Kw, (electric
power) mercury-Rankine power conversion system, is a joint NASA-AEC de-
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Reactor
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Figure 5. SNAP-10A system.

velopment. The program presently is planned through the ground development
phase which is to be completed by 1970-71. The AEC is responsible for the
reactor design, and NASA is responsible for developing power conversion equip-
ment and for overall system integration.

The SNAP-8 reactor, designed to produce 600 Kwt at an outlet temperature
of 1300°F, is a scaled-up version of the SNAP-10A reactor. System weight, in-
cluding the power converter but exCusive of shield and radiator, is approximately
5000 lbs. System weight for maimed applications (including shield and radiator)
may be as high as 30,000 lbs. NASA's planned use of the SNAP-8 is for ap-
plications such as a lunar base(' electrir: power plant, on-board electric power
plants for large manned laboratories, electrical propulsion for interplanetary mis-
sions, and for satellites and probes needing the long life and high powei levels
which a system powered by a nuclear pnctor can best meet.

The Air Force, NASA, and the AEC are all interested in systems with higher
electrical power levels than the SNAP-8. Some of the electrical propulsion
systems will need megawatts of electrical power for operating periods in excess
of one year. However, the development of such systems is a very difficult and
costly undertaking, and no well-defined requirements which would justify develop-
ment of a specific system exist. The SNAP-50/SPUR project, a large reactor
power Rankine system aimed at developing 300 to 1000 Kwe, was cancelled in
1965 and is now relegated to component development status. However, ad-
vanced technology development work to provide high temperature liquid metal-
cooled reactors for a power system in the multi-megawatt class is still under
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investigation at the Lawrence Radiation Laboratory, Livermore, California. The
present conceptual reactor designs are 'lased on 3000 F. outlet temperatures and
liquid metal working fluid temperatures of 2400' F.

Safet

No discussion of the use of nuclear electric power systems in space flight
vehicles would he complete without considering potential radiological hazards.
-1 hese devices could conceivably present hazards during prelaunch, during
powered flight to orbit or to escape velocity. during orbit, or during reentry.
Therefore. the following three hasie safety objectives must he considered in the
design of these devices: (1) Under the worst conditions, these devices should
not materially increase the general atmospheric background radiation; (2) At
the launch pad. harmful radiation should not extend beyond the device itself

or the normal exclusion area; and (3) The device should not produce a local
hazard upon retuni to earth.

Safety has been the basis of many design decisions in the development of
SNAP. Compromises in the design of system have been necessary to achieve
a suitable balance between safety and operational characteristics such as weight,
simplicity, and iJiability. The design decisions have resulted in encapsulated
radioisotope hei.: sources which can withstand the very high overpressures and
temperatures which could occur if there were an explosion or fire on the launch
pad. Reactor systems are being designed so that full power reactor operation
does not begin until the device has been placed safely in orbit. Also, reactor
systems and components have been designed to insure hurnup at high altitude
during reentry. Radiological hazards should not significantly limit the use of
nuclear electric power systems in space, when these hazards are anticipated and
appropriate measures are taken in design, in establishing handling procedures,
and in fixing limits for operation.

AUCTION OF POWER SYSTEMS

The selection of a power system is primarily a function of the space mission
and its power requirements in magnitude and duration. However, there is a host
of other factors including economic consideration, size and weight, orbital altitude,
reliahility, and requirements for attitude control. All of these factors make the
selection and design of a power system for each specific space mission a custom-
built affair.

The information depicted in Fgure 6 shows the general areas of application
or superiority of the various space electrical power generation systems discussed
in this chapter. However, these are only approximate zones of applicability and
are based primarily on weight considerations.

As can be discerned from the information depicted in Figure 6, as power
requirements rise higher and higher, nuclear rcactor power becomes quite attrac-
tive. Thc iligher the power requirement and the longer the mission, the greater
the probable degree of reactor advantage. However, since a nuclear reactor system
has to be of a certain minimum weight before it will producc any power at all,
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Figure 6. Zones of applicability of space electrical power systems.

solar cells or radioisotope power systems are more competitive at lower power
levels. Although radioisotope systems operate in thc samc power levels and mis-
sion duration times as solar cells, their potential seems to be limited to special
missions. Thcir major advantage over solar cells is for missions which require
radiation hardening for military purposes or whose orbits traverse radiation belts
of high activity, lunar landing operations where they can operate through the
1 4-day lunar night. and deep space probes to the outer planets where the solar
energy is reduced inversely proportional to the square of the distance from the
sun. Batteries and fuel cells will continue to dominate thc short duration power
requirements.
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CHAPTER 5

GUIDANCE AND CONTROL

As, A SPACE VEHICLE begins its flight within the atmosphere, as it coasts
through space, and as it reenters the atmosphere, its flight path is monitored

and directed by some kind of guidance and control. Any vehicle, traveling
through any medium, must be actively guided along its path of movement in order
that it may be accurately steered to the destination. Unmanned spacecraft must
be directed to their destination either by self-contained on board mechanical and
electronic devices or with additional inputs from external stations. Manned space-
craft, as on ships and aircraft, have human navigators. Their task may be either
to actively guide and control the vehicle or to simply monitor those functions as
they would be accomplished on an unmanned mission.

The function of guidance is separate and distinct from that of control (naviga-
tion vs. steering). The guidance function determines the relationship of the space
vehicle to the optimum trajectory and then generates a corrective signal when
the vehicle deviates from this trajectory. The control function accepts the correc-
tive signal and steers the vehicle so that it will ultimately reach its destination.
In a conventional aircraft the two functions are divided between the human pilot
and an autopilot. The pilot, who represents the guidance system, determines the
deviation from the desired course and initiates corrective signals to the autopilot.
The autopilot, or control system, consists of servo controls and airfoil control
surfaces wh;isli fly the aircraft in response to pilot commands. Although guidance
and control al separate functions, they often use either identical or similar com-
ponents. Gyroscopes, computers, and some electronic devices are often shared
by the guidance and control function.

There are two primary differences between guidance of cruise vehicles within
the atmosphere and guidance ol spacecraft. First, space guidance is a true three-
dimensional problem, whereas cruise vehicles operate over a known surface, such
as the earth, with a fixed or independently determined third dimension (altitude).
Second, space vehicles, unlike aerodynamic cruise vehicles, are accelerated rap-
idly to a very high velocity and then coast, or free-fall, through a major portion of
flight. Therefore, the space guidance system must accurately adjust the velocity
and position during acceleration. Small residual errors at thrust termination can
develop into large errors later in flight. For example, a ballistic missile is guided
during the first several hundred miles of flight and then free-falls thousands of
miles to its target. For a 5500 NM range, an error of 1 ft/sec in speed at engine
cut-off means an error of about 1 NM at the target.
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A guidance and control system consists of three basic elements: scnsors, a
computer, and a control system. Sensors are either inertial or electromagnetic.
The inertial sensing devices arc gyroscopes and accelerometers which measure
attitude and acceleration. Electromagnetic devices use radio, radar, infrared, and
optical instruments which measure range, range rate, and angles. Coo,rdinate
conversion, comparisons, and corrective calculations are accomplished by proc-
essing data from thc sensors through the computer. The space flight control system
is a closed loop system (servo-mechanism) which uses either aerodynamic forces
or rocket thrust, or both, as control forces. In the atmosphere, displacing an airfoil
creates lift or drag and steers the vehicle. Both in the atmosphere and in space,
deflection of rocket thrust about the ccnter of gravity of a vehicle is used for
steering.

Guidance and control for space missions usually is divided into three phases:
injection, midcourse, and terminal. Thc requirements and equipment vary for
each phase of guidance and control. Thc injcction phasc includes the time from
liftoff until the vehicle ascends into an initial orbit. The midcourse phase is pri-
marily a coast phase in which grcat distance is traversed. The terminal phase
can include reentry into thc earth's atmosphere or rendezvous in space.

INJECTION PHASE

Thc objective of the injection guidance phase is the placement of the vehicle
at a unique point in space, with a precise velocity, at a certain time. Since the
guidance and control system must fly the vehicle along an ascent trajectory, the
general shape of thc trajectory and thc reasons it must take this shape should be
understood.

Ascent Trajectory

First, the space booster is launched from a vertical position because it must rise
out of the atmosphere as soon as possible to reduce aerodynamic heating and
drag. Also, because of its vertical orientation both on the launch pad and in
atmospheric flight, it is possible to support thc missile axially with a lighter
structure. Immediately after liftoff, the control system stabilizes the vehicle in
vertical flight. Several seconds later, the vehicle is rolled until thc booster keel
lies along the desired trajectory plane or azimuth. Then the vehicle begins to
pitch slowly so that the velocity vector of the booster will be at the correct flight
path angle at burnout. While the booster is in the atmosphere, guidance and
control commands are kept to a minimum so that excessive loading on the flexible
booster does not occur.

During powered flight, rocket thrust, gravity, lift, and drag forces act upon
the space vehicle. During this time large quantities of propellants are expended,
and the acceleration of the vehicle increases as it ascends. For a given set of
engine and vehicle parameters and mission objectives, a nominal powered tra-
jcctory is established by a digital computer simulation some time prior to the
launch. Information obtained froni thc nominal trajectory is set into the guidance
equipment for each mission.
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The control system must stabilize the aerodynamically unstable vehicle as it

flexes and bends. Sloshing of propellants, wind shear, and engine vibration ag-
gravate the control problem.

Systems Used

The two basic types of guidance systems are: radio command and inertial.
Each system has unique characteristics which can be advantageous or disadvan-
tageous, depending upon the application,

RADIO COMMAND SYSTEM.-A typical radio command system measures the
vehicle position and velocity by means of radar equipment located on the ground.
Measured data are fed into a ground-based computer which generates steering
commands and an engine cutoff signal. These commands are transmitted by radio
command link to the flight control system of the vehicle. A typical radio com-
mand system consists of a tracking radar on the ground, an airborne transponder,
a Doppler rate-measuring system on the ground, ground computer, and an air-
borne flight control system (Figure 1).

Use of the radio system makes it necessary to transform data from the ground-
based radar into data referenced to inertial coordinates. The radar antennas
must have line-of-sight access to the vehicle. The radio system, therefore, requires
an extensive ground environment. It may require several radar tracking stations
located at strategic points on the earth. Radar tracking and radar control signals
may Ix degraded by disturbances which affect electromagnetic propagation. A
guidance station normally can control only one injection at a time, but the ground
equipment can be used repetitively for any number of launches. The airborne
equipment is comparatively simple, lightweight, small and inexpensive.
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Figure 2. Basic elements of a simple accelerometer.

INERTIAL SYSTEM.The inertial guidance system measures vehicle accelera-
tion by using three accelerometers mounted oil a gyro-stabilized platform in the
vehicle. The platform maintains the accelerometer axes in known directions so
that acceleration is measured precisely in each of three difections (a coordinate
system). The accelerometers may be offset from the navigation reference system
and may require coordinate transformations. Figure 2 shows the basic elements
of a simple accelerometer. The accelerometer operates on the principle of force
application to a mass suspended in a case. As the case accelerates. the mass tends
to lag, and the displacement of the mass from the reference point is a measure
of the acceleration of the case. The on-board computer processes the accelerom-
eter data to obtain velocity and position (Figure 3). Steering commands gen-
erated in the computer are sent to the flight control system. All of the equipment
described is aboard the vehicle. Launch site location, trajectory parameters, and
stable platform orientation must be set into the system prior to launch.

An accelerometer cannot measure the acceleration due to gravity, but, instead,
it measures the difference between the true inertial acceleration and the accelera-

STORED

DATA

Figure 3. Inertial guidance system.
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Lion due to gravity. This paradox arises because the acceleration due to gravity
is independent of the mass of the body. Therefore, gravity tends to cause the
mass, the spring, and the case of the accelerometer in Figure 2 to accelerate at
the same rate. Consequently, there is no relative displacement of the mass with
respect to the accelerometer case. In other words. Ln accelerometer only measures
the acceleration due to non-gravitational forces, such as thrust, lift and drag.

This inability of the accelerometer to measure the acceleration due to gravity
is the fundamental limitation of inertial guidance systems for space vehicle guid-
ance. First, the accuracy of the guidance system can be no better than the ac-
curacy with which the gravitational field is known; this accuracy may not be good
enough for interplanetary space flight. Second, and more important, any inertial
guidance system will have to have a gravity computer to determine g as a function
of position, primarily of altitude. For a spherical homogeneous attrating body,
g depends only on altitude (g = /02).

In inertial guidance systems for ballistic missiles and space vehicles, the location
of the launch site and the value of g at the launch site are stored in the computer
memory. The information received from the accelerometers is combined with
these initial data to compute the velocity and position of the vehicle immediately
after lift-off. The new computed position is then used to compute a new value of
g. This new value of g is then added to the accelerometer reading to determine
the new true acceleration. This process is repeated continuously during the flight.
Any error in the accelerometer, no matter how small or how momentary, will
cause the errors in velocity and position to increase unbounded with time be-
cause the error introduced into the computation loop will feed on itself. The error
in the accelerometer reading causes an error in the computed velocity and posi-
tion, which in turn causes an error in the value of g, which is added to the next
value of the accelerometer reading. Even if the acceleromter reading is now cor-
rect, the wrong value of g results in another wrong computed position and still
greater wrong value of g. This error can be kept within acceptable limits for
injection guidance because of the short time of powered flight; in the mid-course
phase, however, there must be an independent means of periodically updating the
inertial guidance system to remove these errors.

Since the inertial system is self-contained in the vehicle, weight and complexity
are increased over that for the radio command systems. The fact that the inertial
system is self-contained gives it advantages. The inertial system is not affected
1-,y any line-of-sight problem and does not require the radiation of electromagnetic
cnergy The ground environment is relatively simple; the principal requirement
usually is optical data for azimuth alignment of the stabilized platform. Inertial
systems a:low more flexibility for certain military requirements, such as smiva-
bility and quick reaction. Since an inertial system is self-contained, several boost-
ers equipped with this systcrn can be launched simultaneously from a central
control facility.

MIDCOURSE PHASE

After thrust termination the path that a space vehicle travels is determined by
the laws of celestial mechanics. The vehicle is coasting, except for powered in-
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flight maneuvers, until it enters the terminal phase. While the space vehicle is
coasting, various forces act upon it. Aerodynamic forces act upon an earth
satellite out to several hundred miles above the earth. There may also be interac-
tion between the magnetic field of the earth and the magnetic material and
electric fields on the spacecraft. Additionally, the vehicle is affected by gravita-
tional forces of the moon, the planets, and the sun. Further, rotating machinery,
pumps for propellants, or movements of crew members may cause reactive dis-
turbances that affect the attitule of the space vehicle.

Some satellites have no midcourse guidance system, but such a system is re-
quired for vehicles which are to be recovered following deep-space missions.
Since the midcourse phase is the longest in time and distance traveled, errors
early in this phase can build up to unacceptable magnitudes near the destination.
Therefore, it is important to navigate during this phase and to apply small
amounts of corrective thrust as soon as possible. For deep-space missions, ex-
cessive thrust is required to correct for errors which may have been accruing over
hundreds of thousands of miles of flight.

Attitude Control

Many earth satellites that do not use thrust to change orbit still require atti-
tude control systems. For many satellites, orientation in a specific direlion is
required for at least some portions of flight. It may, for example, be necessary
to keep an antenna, a camera, or an infrared sensor pointed toward the earth.
This may require that a certain part of the vehicle always point toward the earth.

Spin stabilization commonly is used when it is necessary only to maintain the
orientation of one axis of a satellite. It is relatively simple, lightweight and re-
liable. Some satellites use gas jets to control the rate of spin; others make use
of the earth's magnetic field. The spin rates used vary from 9 rpm in Tiros
satellites to 180 rpm in the Telestar communications satellite.

Another passive means of stabilizing the attitude of a satellite is gravity-
gradient stabilization. It is based on the principle that a satellite will align its
long axis along the local vertical because of the difference in the force of gravity
acting on the top and bottom of the satellite. Although this difference in force, or
gradient, seems minute, it can be predominant in the region from about 400
NM altitude to synchronous altitude. Since the satellite will oscillate about the
local vertical like a pendulum, there must be some type of damper on the satellite
to reduce the amplitude of the oscillations. Gravity-gradient stabilization can be
used only in circular or near circular orbit. Solar radiation can be used to orient
space probes toward the sun by means of a solar vane.

Although these passive attitude control techniques can be used to keep a space-
craft stabilized, there are times, such as making a midcourse maneuver, when i is

necessary to change the attitude of the vehicle arbitrarily. In order to make such
attitude changes, an active attitude control system is required which can sense
the attitude of the vehicle and can then change it to obtain the desired orientation.

Gyroscopes can be used to determine the attitude of spacecraft, but such in-
formation will not be accurate over a long time. Gyro-stabilized platforms drift
with time and must be corrected by some means for long duration space applica-
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tion. One way to realign the gyros is to use optical sighting on celestial bodies.
If a reference system can be established by optics, inertial guidance would be
necessary for only short periods when rocket thrust was being applied for the
small corrective maneuvers. Mariner, Lunar Orbiter, and Surveyor have ail used
a sun tracker and a star tracker to determine attitude. The star that they have
all tracked has been Canopus, because it is the first magnitude star that is most
nearly perpendicular to the plane of the ecliptic.

Horizon scanners often are used to determine the orientation of a satellite with
respect to a planet. These infrared sensors detect the planet's horizon by the dis-
continuity in the intensity of the radiation from the warm planet and from cold
space. Such a horizon scanner can determine the satellite's orientation with re-
spect to the local vertical, but it cannot determine yaw orientation. A gyro oper-
ating as a gyrocompass can be used to provide this information. Ion sensors and
magnetometers have also been used to determine yaw orientation.

The methods of changing spacecraft attitude can be based on mass expulsion

or on momentum exchange. A mass expulsion device uses propellants stored
within the vehicle. The most common type is a reaction jet which expels a gas
from a nozzle located so that its thrust axis does not pass through the vehicle's
center of mass. The reaction jets use either a cold gas such as nitrogen or argon,
or a hot gas such as hydrogen peroxide, or the same hypergolic propellants used
for thrusting.

Reaction jets are widely used because they are so simple; however, they do
have drawbacks for long missions when large amounts of propellants would be
required and for vehicles such as orbiting astronomical observatories that require
precise attitude control. For these, the momentum exchange devices can be used.
Their operation depends on the conservation of angular momentum. Reaction
wheels are used in several satellites, including the Nimbus weather satellite and
the orbiting astronomical observatory. If a flywheel attached to a spacecraft is
accelerated, a torque will be produced on the vehicle which will cause it to
rotate in the opposite direction in order to keep the total angular momentum
about the flywheel's axis of spin constant. Three such reaction wheels would be
required to stabilize the vehicle about the three axes, roll, pitch, and yaw. It is
possible to replace the three reaction wheels with a reaction sphere suspended
electrostatically or by gas bearings. Control-moment gyros also provide a means
of attitude control by means of momentum exchange. Momentum exchange de-
vices cannot be used without using mass expulsion devices also because the
amount of momentum stored in the spinning wheel is limited by the speed at
which the wheel will rotate. However, momentum exchange devices do provide
a means of reducing the amount of propellant required .oy the reaction jets on
missions of long duration.

Position Fixing

Since the accelerometers cannot measure the acceleration due to gravity, they
will indicate zero acceleration during free flight when the only acceleration is the
acceleration due to gravity. If it were desired to alter the flight path by application
of thrust, however, accelerometers would measure the resulting acceleration. Thus,
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the measuring ability of acceleroir eters, and hence, of inertial systems, is limited
to flight path changes resulting from thrust application during the midcourse
phase. Consequently, for missions of long duration, such as lunar or deep-space
missions, there must be some other means of determining the free flight trajectory
of the spacecraft. This can be accomplished either by ground-based tracking
equipment or by optical measurements on board the vehicle.

Tracking of lunar and planetary probes is performed by stations of the Deep
Space Net. Because the earth is rotating, three such stations at widely separated
locations are required for continuous tracking of the spacecraft. These stations
use radar in conjunction with a transponder on board the vehicle to measure
range and range rate. Although direction information is also obtained from the
orientation of the steerable antenna, it is not accurate enough for trajectory de-
termination. Several more ground tracking stations are required to track satellites
in earth orbit. There are seventeen ground stations in the Apollo Manned Space
Flight Network. However, for reliability in manned space flights and for certain
operational considerations in military space missions, it is necessary to have a
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Figure 5. Apex angle of cone of position.
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means of determining the vehicle's trajectory that does not depend on the com-

munication link with ground stations.
Optical tracking of earth land marks for orbiting vehicles and optical measure-

ments of celestial bodies for lunar and planetary vehicles offer an on-board means

of determining thc trajectory of the vehicle. The celestial navigation techniques

which marine and aircraft navigators use to locate themselves on the surface of

the earth can be extended to three dimensions for navigation in space. The

geometry of a celestial fix in space is described below.

The measurement of the angle subtended at the spacecraft between the line of

sight to a near body (the earth) and the line of sight to a star establishes the

position of the vehicle on the surface of a cone (Figure 4). The apex of the

cone is the center of the earth (or an earth landmark if such can be established).

The axis of the cone is in the direction of the line of sight to the star. This axis

and the line of sight to the star are considered parallel due to the very great

distance to the star. The apex angle (2a) of the cone is twice the supplement

(a) of the measured angle between the earth and star (Figure 5).

A second angle measurement between the lines of sight to the earth and a

different star establishes a second cone of position (Figure 6).

The cone will have an axis from the center of the earth in the direction of

the second star. The apex angle of this cone will be twice the supplement of the

angle measured between the earth and Star 2. These two cones of position inter-

sect in two straight lines meeting at the center of the earth. The vehicle is located

on one of these two lines. The ambiguity between the two lines of position could

generally be resolved by dead reckoning since one line of position should be close

to the intended trajectory while the other line would be at an unreasonable dis-

tance from the intended trajectory. A third star measurement with respect to the

\
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Figure 6. Line of position.
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earth would also resolve the ambiguity between the two lines of position resulting
from the first two star sightings.

However, some method must be used to determine accurately the radial dis-
tance of the vehicle along the line of position resulting from the two cones of
position. One such method is to employ a third cone of position. Measurement
of the angle between lines of sight to a third star and a second near body (the
moon) establishes that cone. The intersection of the third cone and the pre-
viously established line of position would be at two points (Figure 7). Again,
the ambiguity can be resolved either by selecting the point closest to the intended
trajectory or by taking another sighting.

There are several disadvantages in applying this celestial technique. First, the
algebraic equations used in the analytical solution of the intersection of three
cones are non-linear. Their solution would be difficult even with the assistance
of an on-board computer. Second, all sightings have to be taken at the same time.
This would be impractical. Third, there is no satisfactory method of incorporating
redundant measurements to compensate for instrumentation errors. All of these
difficulties can be overcome by modifying the procedure to base the calculations
on an assumed position, somewhat as aircraft navigators do. In this case, the
assumed position would be that point on the intended trajectory where the vehicle
would be if there were no errors. The angle between the near body and the
star that would be observed if the vehicle were at that point is precomputed.
The angle between the near body and the star is then measured at the vehicle's
actual position. The difference between the mea:ured angle and the computed
angle is used to locate the actual position with respect to the assumed position
on the intended trajectory. Three or more such measurements could be taken in
a short time and then adjusted to common time to locate the vehicle in three
dimensions with respect to the assumed position.

Since mid-course guidance is three dimensional, a three-dimensional coordinate
system is required to locate the celestial bodies as well as the vehicle. And since
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the planets and the moon are moving in the coordinate system, an ephemeris, or

table giving the location of the bodies in this coordinate system at various times,

is required.

TERMINAL PHASE

In the terminal phase of flight, the guidance system uses the characteristiQ,'

of a target as a reference for completing the flight. Typically, for a space vehicle

returning to earth, the terminal phase could begin at an altitude of several hundred

thousand feet and thousands of miles from the destination. This phase might

commence at 50 or 100 NM from the position of another space vehicle for the

rendezvous of two vehicles. In each case, the guidance system must complete

the mission with minimum use of thrust. Therefore, for reentry through the

earth's atmosphere, aerodynamic braking is used to dissipate the energy of the

returning vehicle. This, in turn, imposes stringent requirements on the guidance

system in preventing the vehicle from encountering excessive heat and deceleration

loading.

Rendezvous

For rendezvous of two moving vehicles, it is necessary to match their positicn

and velocity vectors. The terminal gravitational attraction between the vehicles

is negligible.
Consider the problem of an earth launch to rendezvous with a satellite. In

general, the orbiting and ascent paths would not lie in the same plane. In addition

there would be some error in adjusting the position and velocity vectors of the

interceptor to those of the satellite. This means that a series of vernier corrections

are required to complete rendezvous.
Optical instruments, which are relatively simple and accurate devices, may be

useful for tracking some space vehicles. Others may require detection and tracking

by radar. Either radar or optics can provide relative velocity and position informa-

tion. This, coupled with inertial devices for attitude control, makes it possible

to control properly the thrust of the vehicle in completing the rendezvous.

Earth Reentry

On reentry to the earth, the vehicle's trajectory, and hence the guidance and

control system, will be greatly affected by the terminal attraction of the earth

and the earth's atmosphere. As an example, consider the guidance requirements

for a manned vehicle returning from the moon, entering on the first pass rather

than by successive grazing entries. Consider first a ballistic vehicle and the as-

sociated entry corridor, which is the region between the overshoot boundary and

the undershoot boundary (Figure 8). The overshoot boundary, as set by lift-to-

drag ratio, determines whether the vehicle remains in orbit for successive passes
that is, whether it does or does not reenter. The lower boundary is set by the

peak deceleration which is acceptable. For a ballistic vehicle with a peak de-

celeration of 10 g, this corridor is about 8 NM deep. The corridor can be made
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Figure 8. Entry corridor for a space vehicle.

significantly deeper by using a lifting vehicle. This means that the accuracy re-
quirement for guidance can be significantly reduced. For example, with a vehicle
having a lift-to-drag ratio of 1, the depth of the corridor can be increased to
about 60 NM.

A lifting vehicle allows more flexibility in the reentry maneuver because it
permits some option in landing rather than a ballistic free-fall. However, many
flight control problems are introduced when the vehicle configuration is changed.
It appears that most maneuvering will be accomplished after the critical period of
peak heating has been passed. Inertial devices with performance similar to that
achieved for ICBM guidance systems are required to maintain the necessary
flight path angles during reentry.
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CHAPTER 6

GLOBAL COMMUNICATIONS

CLOSELY associated with the guidance and control system for a space vehicle

is the communications system. Unlike other aspects of the space program,

however, global communications essentially presents no new problems. Since the

early part of the present century when Marconi developed his "wireless" teleg-

raphy, man has been sending messages through space. Today, the means already

exist for communicating as far as the known limits of the solar system. The

problems that the space communications engineer is asked to solve are not involved

with the generation and propagation of electromagnetic waves, but rather with

problems that arise because of the complexity of the system components and the

nature of the host vehicle. Such problems are those involved in allowing for the

cubage and mass of the equipment in the host vehicle and in generating electrical

power in space.
This chapter will acquaint the operational commander with the practical aspects

of communications. Effective communication is essential; the commander must

be able to exercise instantaneous control, through his communication system.

COMMUNICATION SATELLITES

Satellite systems provide global command and control networks and permit the

simultaneous transmission of a greater number and variety of high quality mes-

sages. In addition, there is a higher degree of reliable transmission and a greater

degree of survivability designed into the system.

In this age of jet aircraft, nuclear power, and moon rockets, present communica-

tion facilities simply have become outmoded. These facilities have served well and

will continue to do so in the future, but they are not good enougn. They are unable

to handle the greatly increased volume of communications. Present communications

are disrupted easily. A slight increase in solar flare activity can cause radio commu-

nication blackout between Europe and North America. A fishing trawler may cut

accidentally the North Atlantic telephone cable. While these events present difficult

problems to civilian communications, the implications of even temporary communi-

cation isolation from the rest of the world are far more serious for a military com-

mander.
During the past several years, communication satellites have attracted consider-

able interest within both industry and government. There have been successful

launchings of communications satellites, and development programs have been

initiated both within the civilian community and the Department of Defense.
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Rather than discuss specific programs, this chapter will present an underlying
philosophy of communication satellites.

Objectives

What should be some of the major objectives in developing a system of com-
munication satellites? One objective is reliable communications which provide
uninterrupted service over long periods. The system should have high capacity
with capability for handling large volumes of all types of traffic. It should be
flexible to serve the maximum number of potential users. There should be mini-
mum delay in transmission. Each of these factors will be discussed in more detail,
and the communication satellite will be compared with some existing facilities.

Reliability

Two types of reliability are of interest. The first is propagation reliability. The
high-frequency band has always been subject to the vagaries of the ionospheric lay-
ers which surround the earth. Thus, only a portion of the HF band actually is usea-
ble at any given time over a particular path. In addition, multi-path effects seriously
limit the amount of information which can be transmitted over a given channel.
Added to these limitations are the blackouts which may result from ionospheric dis-
turbances caused by sunspot activity. High-altitude nuclear explosions can introduce
similar disturbances. One is forced to the conclusion that HF radio via the iono-
sphere is less than satisfactory as a propagation medium.

By contrast, a communication satellite of the actiVe repeater type employing
line-of-sight transmission at microwave frequencies would be extremely reliable
from a propagation standpoint. However, the communication satellite introduces
a second type of reliability problem, that of reliable unattended operation for
long periods in orbit. Scientists have demonstrated that a reliable communication
satellite can be developed with life times of more than one year if the following
practices are used: components of proven reliability are selected; all components
are operated well within their ratings; the satellite design provides adequate
protection during launch and while in the space environment; and, finally, ade-
quate use is made of redundancy to further increase the probability of successful
operation.

High Capacity

Through the years man has been dependent, almost exclusively, on high fre-
quencies in the band 5 to 30 megahertz* for long range global communications.
These frequencies are shared among all countries and must support both military
and civilian applications. The narrow range of frequencies, and the propagation
characteristics discussed previously, seriously limit the total communication ca-
pacity.

*Hertzthe unit of frequency, cycles per second. KHz (kilohertz) is 1,000 cycles per second. MHz
(megahertz) is 1,000,000 cycles per second.
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It is not surprising that great interest continually exists in new techniques

which promise to opcn additional areas of the frequency spectrum to long-range

communications. Examples are ionospheric and tropospheric scatter propagation.

The communication satellite will open the complete range of frequ:ncies to

10,000 megahertz for long range communications, thus providing nearly 1000

times the spectrum available in the HF band.

Flexibility

One requirement is to provide sufficient flexibility in a system so that new or

changing demands around the world can be satisfied without major overhaul or

replacement of facilities. A disadvantage of the submarine cable, for instance, is

lack of flexibility with a point-to-point, fixed-plant facility. On the other hand, a

system of communication satellites in 24-hour equatorial orbits, by providing

wide bandwidths and essentially global coverage, places minimum restraint on

the number and location of ground stations served and the volume of communica-

tion furnished to each.

Minimum Delay

Anothcr objective is to speed up communications. All too frequently, congested

facilities cause urgent message delays because propagation conditions are poor.

Some of the advantages of communication satellites which were discussed previ-

ously, such as the wide bandwidth, will not only make possible worldwide tele-

vision broadcasting in real time, but also will reduce delays in all types of

communications.

SURVEY OF TYPES OF COMMUNICATION SATELLITES

Thorough review of all factors has led to the conclusion that an active repeater

satellite in a 24-hour equatorial orbit offcrs the most promise for advancing global

communications. However, in view of the reliability problems and the anticipated

costs of a communication satellite program, it would be well to review briefly the

pros and cons of alternative approaches which are under development or have

been proposed.

Passive Reflector

The passive system uses a reflecting surface which cannot amplify or retransmit

signals. Some of the advantages of a passive system are its inherent reliability

and the possibiliiy of being shared by a large number of users, operating over a

wide range of frequencies. However, a typical system, operating between two

locations 2000 miles apart, would require 24 balloons 100 feet in diameter in

randomly spaced orbits at 3000 miles altitude for an outage time of 1 percent.

Substantially more satellites would be required to provide longer range or wider

coverage than the example cited; therefore, such satellites do not appear to be an

economical solution to providing truly global communications.
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The passive reflector satellites would be more attractive if they could be
stabilized in attitude, permitting use of more efficient reflecting surfaces, or if the
satellite orbits could be synchronized so as to reduce the number of satellites
required. However, the satellites then cease to be "passive" and reliability is no
longer inherent in the system.

Active Repeater

Active communications satellites receive signals, translate them in frequency,
and amplify and retransmit the signal at a higher power level. They can be
considered to be repeater stations in space. The use of active communications
satellites makes possible the use of smaller ground terminals, which, in turn,
enhances flexibility of military operations. In addition, because of the increased
radiated power over that of the passive reflector, the transmission path loss is not
as great a problem; therefore, the active satellite can be placed in orbit at much
higher altitudes. Because the number of satellites required to provide continuous
coverage for a number of ground terminals varies as the orbit altitude changes,
the higher the system is placed, the fewer satellites will be required.

Medium-Altitude System

Continuous coverage from medium altitude would require from 18 to 24
satellites in orbit. Even then, there would be a switching problem at the ground
terminal as one satellite passed from view and a new one approached to take its
place. The ground terminals require steerable antennas as well as computing
equipment to calculate the trajectories and furnish look-angles (acquisition data)
for antenna orientation.

A major advantage of the medium-altitude system is that orbit injection is
simplified and precise position stabilization is not required. The booster require-
ments arc not as great. The medium altitude satellite has the additional advantage
of requirii less radiated i.ower and antenna gain than comparable signal recep-
tion requirements for higher altitudes.

Synchronous-Altitude System

Three satellites at an altitude of 19,360 NM and equally spaced in 24-hour
equatorial orbit, because of the earth's rotation, appear to remain fixed to an
observer on the earth. Such a satellite system will provide complete global
coverage except for the extreme polar regions. The high altitude of the synchro-
nous orbit (Fig. 1) makes each satellite visible from 40 per cent of the earth's
surface. Since the satellite appears to be motionless in the sky, service may begin
or continue with only one satellite in orbit and functioning. However, in actual
operation, 10 or 12 satellites would bc used to provide the desired coverage.
While this number is less than that required for a medium altitude system, the
booster requirement is much greater, since it is necessary to inject about the
same amount of satellite weight at a much higher altitude. Another disadvantage
is the time delay which could be experienced in connection with telephoning.
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Figure 1. Concept of three communication satellites in 24-hour equatorial orbit, showing
geometrical relationships in the equatorial plane.

The two-way propagation delay through a synchronous satellite is approximately

0.6 second. This delay is not objectionable, however, if no echo exists. Proper
balancing of equipment and use of echo suppressors are solving this problem.
Another major problem is establishing and maintaining a truly synchronous orbit.

Constraints

To appreciate the capabilities of space communications more fully, it is well to

consider the natui al constraints and design limitations.

1. Natural constraints

a. Line-of-sight. A line-of-sight path must be established between the trans-

mitter and the receiver.

b. Space attenuation. Power radiated from the transmitting antenna is dis-

tributed over an ever-expanding portion of a spherical surface. The resulting
decrease in power density (power per unit area) reduces the energy "captured"
by the receiving antenna and is known as space attenuation.

c. Noise. Noise is introduced at each stage of the communications process.
The most significant contributions are from the medium through which the com-
munications are sent and from within the receiver itself. Noise reauces the ability
of the receiver to detect weak signals.

2. Design limitations

a. Transmitter power. Power must be available at the transmitter.
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h. Receiver sensitivity. This is a measure of the minimum signal strenh with
which the receiver can be gainfully operated.

c. Receiver noise figure. Noise injected into the system by the receiver itself
constitutes a basic limit on the minimum detectable signal.

d. Bandwidth. Bandwidth of the system is limited by many considerations.
Most important, the capacity of a system to transmit data is directly proportional
to its usable bandwidth.

3. Data processing. Only the transmission of information constitutes a profit-
able expenditure of energy for a communications system. All data does not
constitute information. The effective capacity of a system is directly proportional
to the efficiency with which the transmitted data represents information.

4. Modulation. The effectiveness of the communications system varies greatly
with the modulation technique used. (Modulation is the process of impoing
signal data on a carrier much as the lips and tongue "modulate" the "carrier"
generated by the larynx.)

The most important constraints on the communications facility are explained in
more detail.

Line-of-Sight Transmission

A prime limitation on the communications facility is the necessity of establishing
line-of-sight transmission between the transmitting and receiving antennas. This
is always true and applies in every case, but virtual line of sight may be obtained
when direct line of sight is not possible.

Direct line-of-sight coverage from a transmitter is shown in Figure 2. The
receiver is below the radio horizon represented by the dotted line (located where a

REGION OF
NO COVERAGE

Figure 2. Direct line-of-sight coverage of a transmitter.
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Receiver

Figure 3. Reflection and refraction of radio waves by the ionosphere.

cone with the apex at the transmitter would be tangent to the earth's surface).
The question naturally arises as to the possible extension of the coverage. After
all, radio transmissions are received at points far below the radio horizon. The
reason this happens is easy to understand. The near-earth environment is not
empty space. It is full of oxygen, nitrogen, water vapor, charged particles,
magnetic fields, and other material. Of particular interest is the ionosphere
which consists of layers of charged particles that have the property of trans-
mission, refraction, or reflection of radio waves, depending on the properties of
the layer, the geometry of transmission, and the frequency involved. Below
certain critical frequencies, or maximum usable frequencies (MUF), the charged
layers of the ionosphere affect radio waves in much the same manner that a
partial mirror may reflect and refract light waves (Fig. 3).

VIRTUAL
SOURCE

Refracted "Ray"

Effective Ionospheric Mirror

Reflected "Ray"

Figure 4. Virtual image of a transmitter established by reflection from the ;onosphere.
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In Figure 3, the transmission from A is reflected by the ionosphere to the
remote position B, which lies below the radio horizon of the transmitter. As
shown by Figure 4, the receiver does not actually "see" the transmitter as being
located at point A. As far as the receiver at B is concerned, the transmission is
originating at point A'. the virtual image of the physical transmitter established
by the ionosphere mirror at point C. Line of sight is thus established between a
virtual source at A' and the receiver at B, and the requirement of line-of-sight
transmission from the transmitter to the receiver is fulfilled.

This is analogous to seeing around a corner by means of a mirror, as shown in
Figure 5. With the mirror arranged as shown, the object is not seen at its actual
position, but at a virtual position determined by optical geometry. In using this

analogy, remember that, in the case of the ionosphere, the virtual source is not so
well defined as is the actual source. The virtual source has become enlarged; its
boundaries are blurred by the turbulent condition of tiAe ionosphere.

This "method of mirrors" seems to solve the problem in a simple way. Nature
furnished the reflecting medium, so why look for a better scheme? Something
better is needed, however. The ionosphere, being in a constant state of flux, is

unreliable as a transmission medium. The properties of the ionosphere vary from
year to year, from day to day, and even from hour to hour (Fig. 6). Also, energy
in the maximum usable frequencies reflected from the ionosphere is too low to
provide the desired information-carrying capacity on a channe! using three fre-
quencies. (The higher the carrier frequency, the higher the data capacity of the
channel.) Use is desired for carrier frequencies of an order of magnitude higher
than that perilitted by the maximum usable frequencies of ionospheric reflection
technique.

Another important problem arises because of the fact that the ionosphere is
widely distributed spatially and that it has considerable thickness. Therefore,
several transmission paths of varying lengths are established between the trans-
mitter and the receiver. The result of this "multipath transmission" is fading,
garbling, and marked reduction in the effectiveness of transmission.

To employ a virtual source to "see around the curve of the earth," the
properties of the system must be fixed, so that they are predictable, constant, and
localized in space. Theoretically, one way of doing this would be to construct
tall antennas, as shown in Figure 7.

Vicual Image
(Apparent Position of Object)

Object

BUILDING

Observer

Figure 5. Virtual image of an object formed by reflection in a mirror.
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Figure 6. Variations in the ionosphere as reflected by hourly changes in the maximum
usable frequency.

Someone calculated, however, that antennas for trans-Atlantic communications

would have to be 360 miles high. To construct such towers would take the gross

national product of the United States :it the current rate for the next 70,000 years.

A more practical way is to place a satellite at the virtual source A', shown

in Figure 4. The satellite serves as a controlled, predictable, space-localized

transmitter (or passive reflector) at thc virtual source. By selecting frequencies

which are essentially independent of the ionosphw e, the system will have the

capacity, reliability, and coverage to please the most demanding commander.

New York London

Figure 7. Tall antennas used to overcome the curvature of the earth.

Space Attenuation

When the receiver is far removed from the transmitter, the signal is weaker

than when the receiver is in the proximity of the transmitter. One of the
reasons this occurs is because of a purely geometrical relationship known as

space attenuation. As the term implies, the signal strength decreases as the
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Wave Front

Isotropic
Radiation

Radiation from a Communications Antenna

Figure 8. Comparison of isotropic radiation with directional radiation from a com-
munications antenna.

intervening transmission path becomes longer. However, this decrease is not a
loss in the sense of an irreversible conversion of electromagnetic energy to
some other energy form, such as heat.

Attenuation of the signal constitutes one of the basic limitations on commu-
nication over extensive distance. Space attenuation is not a loss. It occurs be-
cause the receiving antenna is of limited physical dimensions. If an antenna
could be constructed to inclose the source completely, space attenuation would
not occur.

Many techniques are employed to minimize the effects of space attenuation.
In general, these techniques recognize that isotropic radiation is seldom a neces-
sary specification for a given system. Transmitted power does not have to
travel uniformly in all directions from the source. Instead, the power is focused
to travel in the direction preferred. An antenna which can focus power is
called a directional antenna. The most familiar example of a directional an-
tenna is perhaps the parabolic radar antenna which serves a dual purpose: (1)
to form a narrow beam, and (2) to increase greatly the power density within
the beam over that accomplished by radiation from an isotropic source. Even
in interplanetary communications, isotropic radiation would not be necessary
since the orbits of the planets are roughly in a common plane. Thus, trans-
missions from a point within the solar system would use a pancake-shaped
pattern. This would have greatly enhanced capability over an isotropic radiator.

Noise

Most people are familiar with the crackling static that plays havoc with pro-
grams on the broadcast band during electrical storms, particularly if the station is
not strong. Indeed, during heavy electrical disturbances one may have to stay
close to the receiver in order to hear. In this case, the communications range
has been severely curtailed by natural interference, i.e., noise injected into the
system through the antenna.

Noise also is generated within the receiver itself. If an ordinary radio is
tuned to a frequency at which there is no incoming signal, and the volume is
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Figure 9. Variation in noise level with the frequency of the radio band.

increased, a hissing background can be heard. If the receiver is powerful, and
if little static is present, full volume will nevertheless give a very loud noise
output at the speaker. The source of this noise is in the components them-
selves and cannot be eliminated. By careful design, however, this source of
noise can be reduced to a very low level.

Two questions suggest themselves: Which source of noise gives more trouble?
How does one measure the noise level of a receiver? First of all, natural in-
terference predominates in the lower part of the radio-frequency spectrum, that
is, in the low and high frequency bands or in frequencies up to about 30 MHz.
At frequencies above 30 MHz, the noise generated within the receiver itself
predominates to the extent that external natural noise can be neglected. During
an electrical storm a radio may be unreadable, but television is not affected.
This happens because radio operates at frequencies far below 30 MHz (in the
region of natural noise), and television operates above 30 MHz where natural
interference does not present a major problem. Since the maximum usable
frequency for transmission by ionospheric reflection is below 30 MHz, natural
interference is present when ionospheric transmission is used.

Modulation

Modulation is the process by which intelligence or signal data is imparted
to the radio wave or carrier. A radio signal is not a simple, single-frequency
(monochromatic), sinusoidal oscillation which generally is associated with wave
motion. Rather, it is a carrier wave varied by some feature, such as ampli-
tude or frequency, which varies with the intelligence (data) being transmitted.
This variation of some feature of the radio wave is called modulation. The
fundamental radio frequency upon which the modulation is imposed is the car-
rier. The carrier frequency of a radio signal is the frequency, or number on the
dial, to which the receiver is tuned in order to receive a particular signal.

The two most common modulation techniques, amplitude modulation and
frequency modulation, might be represented graphically, as shown in Figure 10.
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Figure 10. An amplitude modulated radio wave and a frequency modulated radio
wave, compared with a single-frequency wave.

Bandwidth

The band of frequencies which the signal occupies is called the signal band-
width, and the components of the signal above and below the carrier are re-
ferred to as thc signal side bands. It is apparent that the receiver window, or
bandwidth, must bc at least as large as the signal itself to receive the entire
signal. It is interesting to note that the carrier and side-band components of a
radio signal are not a mathematical fiction, but they can actually be observed
with proper equipment, such as a spectrum analyzer. The significance of the
side-band components lies in thc fact that thcy contain the data or intelligence
of the signal, and they must be tilikmitted by the transmitter, propagated
through space, and received and reproduced at the receiver equally well; other-
wise, part of thc intelligence of the signal will bc lost. Consequently, the data
rate, or capacity, of a communications system largely detcrmines not only its opera-
tional characteristics but also its technical requirements. Examples of bandwidths
required for common types of communications service are: 100 hertz for tele-
type, a low capacity or low data-1 ate system; 3000 to 5000 hertz for voice
communications; and 6,000.000 hertz for commercial television, whirl- is a high
capacity or high data-rate system containing both aural and visual detail.

As shown in Figure 10, the modulated radio wave is a sinusoidal wave
which has been distorted in either amplitude or frequency, or in some other
manner, to provide intelligence. When only the carrier frequency is present, the
bandwidth can be theoretically infinitesimally narrow, to encompass only that
particular frequency. However, when the carrier is modulated, the bandwidth
must encompass the carrier frequency and the frequencies superimposed upon
it as side bands. Thc total number of frequencies represented in the modu-
lated wave is a function of the rate at which the wave is varied or modulated.
For exai..ple, a radio wave with a carrier frequency of 10 KHz which is modu-
lated by a 1000 hcrtz tonc will contain frequency components from 9 KHz to
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11 KHz. Therefore, the bandwidth to pass such a radio wave would of neces-
sity have to be two KHz in width, when considering the normal commercial
broadcasting stations. Special types of transmission, such as single side band,
do not require as large a bandwidth. But, in standard practice the bandwidth
must he at least as larcze as the highest modulating frequency, and in many
applications very much !arger.

Earlier, it was indicated that the minimum usable signal power level is de-
termined by noise: noise enterin3 the system with the signal at the antenna,
and noise generated in the receiver itself. Electrical noise is generally consid-
ered to be Gaussian in nature, uniformly distributed throughout the spectrum.
Wide bandwidths, then, while desirable from a data-rate and capacity view-
point, are undesirable from the viewpoint of noise. The wider the bandwidth,
the greater is the average noise power that enters the system, both at the antenna
and within the electrical circuits. Of course, the power transmitted could be
raised to restore the signal to an acceptable minimum signal-to-noise ratio, but
power is not always easy to come by. An additional factor, the relation of
power to bandwidth, must also be considered. The total power in the signal
consists of the power in the carriel frequency and that of the skle-band fre-
quencies. In an amplitude modulated signal as much as one-third of the total
signal power resides in the side bands, and the entire bandwidth must be trans-
mitted, or part of the intelligence will be lost. Quite obviously, wide band-
widths, which are required for high data rates and high capacity, also require
high power to maintain a usable signal-to-noise ratio.

To summarize: high data rates require large bandwidths and high power,
and the average noise power is proportional to bandwidth.

Conclusion

Serious shortcomings exist in present global communication facilities. Commu-
nication satellites promise greater capacity, wider coverage, more flexibility, and
fewer delays than present transmission systems. The operating cost of communi-
cation satellites is intimately tied to reliability. With sufficient emphasis on re-
liability, satellites will assume the prominent role in communications for which
they appear destined.
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CHAPTER 7

LASERS

USERthe word has an unfamiliar sound about it, rather like some science
fiction term which has been picked up for everyday use. Stressing the

importance of the laser, General Schriever, past Commander of the Air Force
Systems Command, has said, "This revolutionary discovery may prove to be more
important to the world than the development of the ballistic missile, the dis-
covery of the transistor. . . . The laser will have a profound impact on every
scientific and technical discipline."

The laser truly has proven to be one of the most exciting and potentially
far-reaching technological developments in recent years. Immediately following
Dr. Theodore Maiman's success in constructing the first laser in 1960, laser
research advanced at an unprecedented rate. As a consequence, lasers have
blossomed in these few short years from laboratory curiosities into systems rang-
ing over almost the entire science and engineering technology fields of endeavor.

Although laser technology is still in its infancy, the current widespread accept-
ance and future pc.tential of laser devices in both military and nonmilitary ap-
plications dictate that forward looking Air Force officers gain an awareness of
this growing field. A host of questions immediately arise: What is the laser?
How does it work? What are its uses? This chapter will examine each of these
questions with the general aim of presenting a clear pizture of what the laser is and
how laser light differs from ordinary light.

SOME CHARACTERISTICS OF LASERS
AND ORDINARY LIGHT

The term laser is an acronym. h is taken from the words Light Amplification
by Stimulated Emission of Radiation. The meaning of these terms will become
more apparent as the operation and properties of the laser are understood.
To facilitate this understanding, sonie properties of ordinary light will now be re-
viewed.

Visible Light

First, recall that visible light is a form of electromagnetic radiation (sec Fig-
ure 1) which carries energy at a velocity of 186,000 miles per second. Light
(like radio, radar, and x-rays) is a form of electromagnetic energy which travels
in waves of various lengths or frequency. Waves have three characteristics:
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Figure 1. Ti e electromagnetic spectrum, with the frequency of the various forms of
electromagnetic energy expressed in Hertz (cycles per second) using power of ten

notation.

frequency (number of waves passing a given point each second), wavelength
(distance between successive peaks), and phase (instantaneous position of a wave
in relation to some position or time reference point). The relationship between
wavelength, X, and frequency, f, is given by

X = (1)

where c is the speed of light.
The frequency or wavelength of electromagnetic energy determines to a great

extent the roperties of that energy. For example, the visual sensation of color
is a direct function of the frequency of the electromagnetic radiations.

The information depicted in Figure 1 shows that visible light frequencies
extend to almost 1,000 million million (1015) Hertz (cycles per second). This
frequency is approximately one billion times higher than radio broa asting
frequencies (500 to 1500 kilo Hertz) and at least 100,000 times hig .-r than
most radar frequencies. Note that the scale used in Figure 1 is logarithmic. Al-
though the bandwidth of the visible spectrum is shown smaller than that of the
radiowave spectrumit is not. If it were possible to draw the depicted infor-
mation using a linear scale (where each identical increment of distance any-
where on the chart represents the same number of Hertz), then the width of the
visible light spectrum would be almost 4000 times greater than the total radio
wave spectrum.

Generation of electromagnetic energy in the optical region is not new. Man
has been able to perform this feat since he built his first fire or turned on his
first electric light. However, until the advent of the laser, all sources of electro-
magnetic energy in the optical frequency spectrum (at useable power levels)
were neither coherent nor monochromatic. By investigating the properties of
ordinary white light emanating from the sun or from an incandescent light bulb,
one can discover that such light forms a very complex wave and is not mono-
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chromaticit consists of more than one color. Scientists have shown that ordi-
nary white light contains literally billions of frequencies and is a composite of
the entire frequency spectrum of visible light: red, orange, yellow, green, blue,
and violet. Furthermore, each frequency component travels in a helter-skelter or
random direction and phase relationship with varied amplitudes. The resultant
composite complex wave is defined as incoherent radiation. This incoherent
nature of ordinary light is ;elated directly to the manner in which it is generated.

All light radiation and absorption by materials result in electron activity.
From quantum theory, it is known that only a fixed number of electron orbits
are possible with each atom. However, electrons can jump from one orbit to the
ncxt depending on whether they gain or lose energy. Energy absorption occurs
when an atom gains energy from an outside source. Its electrons, particularly
those in outer orbits, jump to higher energy orb:ts farther away from the nu-
cleus. This action raises the internal energy of the atom. The lowest and
normal energy level of an atom is known as the ground state, and higher energy
levels are known as excited states. Unless constrained, the electrons of excited
atoms will, within a very short time, fall back to lower energy levels or directly
back to the ground state energy level. In this process, some of the excess
energy is radiated as electromagnetic energy.

This electromagnetic energy may be radiated as heat, light or in other forms. Typ-
ically, conventional light sources are hot bodies. While atoms of the light sources are
continually raised to an excited state, others are falling back w lower energy levels
in a random autonomous fashion. ln this process, the atoms emit their excess energy
in the form of photons (the smallest quanta of light) in an uncoordinated direction,
frequency, and time relationship. This emission process is designated as spontaneous
emission. The light that emerges is a composite wave of a large number of indepeni-
ent waves that reinforce and cancel each other in a random fashion. This explains
why the radiations which comprise ordinary light are incoherent.

The significance of incoherency becomes apparent when one considers the
possible use of ordinary light as an energy source for an application such as
communications. The radio transmission of intelligence is accomplished by modu-
lating a communications carrier frequency. The modulation may be amplitude
modulation (AM), frequency modulation (FM), phase modulation (PM), or a
host of other modulation schemes. Reception and interpretation of the im-
pressed intelligence is dependent on the apriori knowledge of the composition
of the communications carrier frequency. For example, in a frequency modu-
lated system the intelligence is contained in the modulated frequency deviations
about the fixed carrier frequency. However, the instantaneous frequency com-
position of incoherent ordinary light radiations are completely unpredictable be-
cause they contain billions of random frequencies, phases, and amplitudes.
Hence, without a known frequency, amplitude, or phase reference, it is an
impossible task at the receiver end to demodulate an incoherent signal. About
the only thing one can do is transmit data by turning the signal on and of_ as in
semaphore communications.

Another limitation of light prior to the advent of the laser was the difficulty
of obtaining high power in a narrow range of wavelengths. Although one could
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Sun

Figure 2. Focusing the energy from a finite source.

filter incoherent light down to a narrow frequency spectrum, it was at the ex-

pense of intensity.
However, even without the narrow spectrum limitation, ordinary light gen-

eration is at relatively low encrgy density levels. Thus, consider the energy
density which can be achieved from an energy source of finite dimensions,

such as the sun. As shown in Figure 2, attempts to focus the sun's rays with

an ideal optical system would, at the very best, bring the sun into focus. Ir-

respective of the optics used, it would be impossible to bring the rays emanat-
ing from A to bcar on the same point as the rays emanating from B. Also,
in the barrel of the optical system, no way exists to bring the rays into exact
parallelism. Undcr this condition of a finite source, the best that can be done
is to obtain an energy density at the focus which is equal to the energy density at

the source.
The sun's total radiation at all wave lengths is estimated to be seven kilo-

watts per square centimeter of solar surface. Because of the si of the sun,
this represents a large amount of energy. Yet, this solar surface energy eensity

zonipared to achievable laser energy densities.

Laser Light

A striking chfir's.ccei-i3ii:. hiser :s its flhility to generate an intense, mono-
chromatic, highly (111-c:tion.22.. of electromagnetic energy.

The laser energy is -carse it not unusual tor
the frequency bandwidth to bc less in:itt ne parL in 10 billion of the center
output frequency of the laser radiations. Greater chromatic purity than this can
be achieved. In addition, the laser emissions are spatially coherent---the laser
radiations travel in unison in the same direction and phase.

A prerequisite for this laser action to take place is a pumping sourcL: whi::h can

cause a population inversion, that is, more atoms in an excited state than in their

normal ground state. The laser properties result because atoms which have been

pumped into a population inversion state are extremely unstable and readily release

their excess energy. In accordance with quantum theory, excited atoms can exist
only at discrete energy levels which are separated by ranges of unalloyed energies.
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By appropriate triggering, excited atoms can be stimulated to fall back to lower en-
ergy levels in phase and radiate laser light at a frequency which satisfies the relation-
ship:

f = (E,; E1)/h (2)

where h is Plank's constant (6.625 X 10-27 erg sec) and E the allowable
energy of specific levels. The intensity, coherence, and spectral purity occur
because thc stimulated emission return to the lower energy level is a resonant
process. This action takes place almost instantaneously with light radiated co-
operatively in a synchronized chain reaction fashion instead of in the usual in-
dependent uncoordinated spontaneous emission mode.

The directionality of the laser radiations, on the other hand, is due both to
the coherence property and to the geometry of the laser. Most lasers consist
of a column of lasing material sandwi.Thed between two parallel mirrors, a totally
reflecting mirror at one end and a partly reflecting mirror at the other end.
This arrangement forms an optical cavity resonator. The length of the cavity is
a whole number of wavelengths, satisfying the relationships expre-2d by equa-
tions (1) and (2). The stimulated emission is forced to develop along the
longitudinal or mirror-axis of the laser. Any photons which do not travel along
the mirror-axis either escape through the sides of the laser cavity resonator or
are reabsorbed by the lasing materia Those that travel along the mirror-axis
bounce back and forth between the mirrors and produce an avalanche of pho-
tons which erupt through the partially transparent mirror. The result is a highly
collimated (parallel) beam. The synchronized waves depicted in Figure 3 il-
lustrate a two dimensional representation of the resulting monochromatic, co-
herent electromagnetic radiation. These waves reinforce each other in a co-
operative manner.

Whereas the optical focused energy density of ordinary incoherent light is at
most equal to the energy density at the source, the same remarks do not apply
to the laser radiations. The rays from a laser are highly collimated, and with
the use of suitable optics, laser energy can be focused to a very small point.
Diffraction limits approaching 10-4 radians can be readily achieved. Thus, even
for a nominal amount of laser output power, the energy density at the focus

(1r,f11,,VV,11)
)
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can be extremely large. Laser energy densities have been achieved which are
billions of times greater than those found on the surface of the sun. These

energy densities can vaporize any known substance on earth.
Laser radiations have been generated at nearly any desired wavelength

throughout a considerable pardon of the infrared spectrum, the entire visible
light region. and well into the near ultraviolet region. Most lasers can be
operated either continuously or in a pulse mode. Pulse lengths as short as a frac-
tion of a picosecond (10-12) have been demonstrated. Short pulses are de-
sirable for application in such areas as ranging, optical information process-

ing, high speed photography, optically generated plasmas, and many others.

TYPES OF LASERS

The information tabulated in Table I illustrates some selected properties of
several typical lasers. The properties listed are representative values and not
necessarily maximum or optimum.

TABLE I
Select Properties of Some Typical Lasers

TIipe Laser ,-.1,.ass Means of Excitation Em",si.,..
Wav:.',.=ricth

( Angs:oins)

..--
MOJ.

4..:::21 iy

Miiitgawatt

'C" ,cy

Gas Electric discharge 4579 to

5145

cw

pu lsed

0.01 to 10w (cw)
1 to 125 w (pulse)

0.01 to 0.05

Gali um Arsenide Semi-

conductor

Injection current 9040 cw

pulsed

1w (cw)
100 w (pulse)

10 to 50

CO2 Gas Electric discharge 106,000 cw 0.1 to 10 Kw 5 to 30

Hel i um - Neon Gas Electric discharge 63280 cw 1 to 100 mw .05 to 5

11500

33900

Krypton Gas Electric discharge 4619 cw 10 to 400 mw .05 to 0.1

4680

4762

4825

5208

5308

5682

6471

6764

filitiy SOA
a

Optical Pumping 6943 pulsed 1 to 350 MW 0.01 to 2

YAG Opii^.al Pumping 10,600 cw
pulsed

1 to 200 w 0.2 to 2

Solid State Lasers

The first laser, developed by Dr. Maiman in 1960, was a solid state device
which used a synthetic pink ruby containing 0.05% chromium as an active
medium. Relatively simple (sec Figure 4), It consisted of a single crystal rod,
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approximately 1 cm in diameter and 10 cm in length. The ends of the rod were
mutually parallel to within one minute of are and silvered and polished to a
mirror finish. One end was totally reflective, and the other end was approximately
90(:( reflective.

The ruby rod was surrounded by a helical zenon flashtube, a device used
commonly in high speed photography. The purpose of the flashtube was to
generate an intense flash of light to excite the chromium atoms to cause the
population inversion. The flashtubc was actuat.2d by discharging a 100 micro-
farad capacitor bank charged to approximately 2000 joules (watt seconds). The
coherent radiations, which emerged through the partially reflecting end of the
ruby rod, had a wavelength of 6943 Angstrom units (10- cm), which lies in the
red frequency spectrum.

Although the ruby laser was the first solid state laser material to be developed,
it remains one of thc most important from the standpoint of power output and
efficiency. Other solid state lasing materials include the alkaline earth tungstates
and molybdates, fluorides, synthetic garnets, and optical glass lasers doped with
rare earth ions.

Typically, the crystal or solid state lasers provide high energy outputs, and they
require powerful light sources in order to excite the atoms to the point of radiation.
Pulsed power outputs in excess of 10.000 megawatts have been demonstrated.
However, the efficiency of present solid state lasers is low (usually considerably
less than 1 percent), although efficiencies of several percent have been demon-
strated. Furthermore, because of internal heating effects, high power solid state
lasers generally are operated in a pulsed mode and are cryogenically cooled.
Heat causes the bandwidth of the laser to broaden, and in some instances, causes
the laser material to stop lasing and even shatter. Another reason for pulsed
operation is the practical difficulty encountered in trying to provide a sufficiently
powerful continuous source of light to activate and maintain the lasing action.
Typical ruby laser pulse lengths range from a fraction of a nanosecond (10-9)
to a few milliseconds. Pulse lengths in the picosecond region have been achieved.

Once the synthetic ruby laser was developed, hundreds of other substances,
including gases, liquids, plastics and semiconductor materials, have been made to
lase. Whereas the ruby laser required an intense flash of light to initiate the
lasing action, other lasers use electric current, chemical reactions, and even high
temperature collision of gases to activate the lasing action.

Gas Lasers

Shortly after the first solid state laser was developed, lasing action was achieved
using gas mixtures as the active laser medium. The configuration of an ordinary
gas laser is also quite simple. It consists of a cylindrical gas discharge tube with
reflecting mirrors at each end, forming an optical cavity resonator. Typically, an
exciter or radio-frequency oscillator provides the energy to excite the gas or gas
mixture and thereby activate the lasing action. Generally, gas lasers are operated
at room temperatures.

Many gases have been found suitable for lasing: argon, carbon dioxide,
helium, neon, nitrogen, krypton, zenon, and various mixtures of these gases.
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When the coherent and monochromatic properties of the various types of lasers arc

compared, gas lasers exhibit the best performance. Their output radiation can he
controlled to achieve narrow bandwidths and beamwidths. Spectral purities of better

than one part in 10 billion in the narrowness of wavelength output have been
achieved. Although the power output of gas lasers is low (with the exception of CO.,

and fluorine/hydrogen lasers), coherent energy densities millions and even billions
of times greater than that found on the surface of the sun can be obtained. Such high
intensities are, of course, limited to small areas. Another advantage of gas lasers is
their ability to provide frequency outputs over a wide range of wavelengths. From
Table 1, for example, the krypton laser produces laser radiations in the red, yellow,

green and blue frequency spectrum. These output radiations can be produced either

simultaneously or individually. Although the helium-neon laser is most often oper-
ated at a wavelength of 6328 Angstrom units, over 150 different laser transitions
have been observed in the range from approximately 0.33 to 125 microns (10-"
meters).

Semiconductor Laser

The simplest and most efficient type laser is the semiconductor or diode laser.
Although many semiconductor materials exhibit laser action, the most extensive

research and development has been devoted to gallium arsenide (GaAs). The
structure of the GaAs laser and most other semiconductor lasers is similar to that
of an ordinary square or rectangular shaped p-n junction diode (see Figure 5).
Small amounts of impurities are introduced into the semiconductor material by
diffusion processes creating a positive and a negative (p-n) region. The junction
between the positive and negative regions, normally approximately one micron
thick, is the light emitting region.

Two sides of the junction region are cleaved or cut parallel and are highly
polished, creating the optical resonant cavity. The remaining two sides are either
roughly finished or offset angularly to avoid the generation of radiation in an
undesired direction.

_
300 to 500

Top Electrode ' 300 to 500 4.--

25 to 200

300 to 500

Polished
Surface

Bottom
El ectrode

Figure 5. Schematic of a Ga As semiconductor laser (dimensions shown are in microns).
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This type of laser can be energized by passing an electron current through the

junction region. Electrons passing from the n-region drop into "holes" (atoms
with a deficiency of electrons) in the p-region emitting photons in the recombina-

tion process. If the current density is sufficiently high. stimulated emission occurs.

The overall efficiency of semiconductor lasers is relatively high. Efficiencies as
high as 70c? have been reported. On the othe, hand, the power handling capacity
of thcse diode lasers is small because of the limited heat dissipation available in
thc junction. Although one watt cw outputs have been achieved at room tempera-
ture, cryogenic cooling becomes necessary to obtain reliable cw operation. This is
accomplished by placing the diode laser in contact with a metallic heat sink
immersed in a cryogenic coolant.

One major disadvantage of the semiconductor laser emissions is their large
beamwidth, which can be as wide as ten degrees. However, the ease w which

thc output beam cari be amplitude modulated (by varying the pumping or
exciting electric current), combined with the overall high efficiency and small
size of the laser, makes the semi-conductor laser an attractive device.

Liquid Laser

The fourth basic type is the liquid laser. For example, two classes cf fluores-
cent organic compounds, the rare earth chelates and dye-molecules, form the
basis for onc class of liquid lasers. The active molecules of these compounds,
each consisting of numerous atoms, are dissolved in ordinary liquid solvents sue:1
as water or alcohol. Most liquid lasers have been activated to lase either by the
output beam of a ruby laser or by intense flashlamp excitation. Liquid lasers
appear to have interesting possibilities, but their potential has not yet been
realized because of the inefficiency of existing systems. One potential advantage

of a liquid laser is the minimization of the heat dissipation problem. The heat
addcd to the liquid by the pumping process and lasing action can be removed by
circulating the liquid between the laser and a heat exchanger, instead of sur-
rounding thc cntirc device with an external and less efficient cooling system.
Furthermore, like gas lasers, liquids allow complete freedom from the problems of
growing and shaping large solid state crystals of laser quality. Suitable liquids
can be produccd in large quantities and placed into a container of any desired
sh apc.

However, a more significant advantage of using the fluorescent organic com-
pounds as liquid laser materials is that their output wavelengths can be changed
by varying thc concentration and/or composition of the active molecules. Thus,
the liquid laser can be tuned over a large frequency range, providing virtually any
wavelength throughout the visible frequency region as well as parts of the
infrared and i'1qaviolet regions of the electromagnetic spectrum.

LASER APPLICATIONS

Although in this century the discovery and development of a totally new
technolcgy have not been uncommon, the laser appears to have been an especially
significant event. From the time of its initial development, th intense, monochro-
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majc and coherent properties of the laser created a fascinating interest among
many scientists and engineers.

The one potential application that the word laser evokes in many minds is

some kind of weapon or death ray. However, the potential use of the laser as a
destructive or lethal device is but one of its possible uses. is other potential uses
stretch the limits of one's imagination. It touches almost every field of endeavor,

including the fields of communication, chemistry, biology, astrophys'cs, and indus-

trial processes.
The laser even can to.u.th us In a very personal way. For perhaps, one's sieit or

the sight of a loved one might be restored or saved by a delicate laser operation .
called a "retinal weld." The retinal weld already has become a routine operation
in which the torn or injured retina is welded to its support by photo coagulation
with a suitable short intense pulse of laser light. The laser also has shown some
promise in the treatment of eye tumors and skin cancers. And, as a "light knife,"
the laser may someday make bloodless surgery possible.

Laser properties have made possible other fantastic accomplishments. For

example, only two years after the laser was developed, a ruby laser, considerably
smaller and less sophisticated than those now available, shot a series of pulses to
the moon, 240,000 miles away. The laser beam illuminated a spot of less than
two miles diameter and was reflected back to earth with enough strength to be
measured by sensitive electronic equipment. As a comparison, the beam of the
best achievable high quality spotlight, if it could reach that far, would spread to
thousands of miles.

Spacecraft which have softlanded on the moon have photographed laser beams
directed from earth to the moon using television cameras aboard the spacecraft.
The pictures which showed small bright spots emanating from the dark side of the
earth were then relayed back to earth. It is interesting to note that the laser
outputs were less than three watts, illustrating how far a modest amount of power
can go on a laser beam.

Obviously, it would be impossible to discuss all of the laser applications which

have been achieved or which are under investigation. Therefore, the remainder
of this section will be devoted to some of the major military and space applica-

tions.
-.The laser applications of particular interest to the military include the fields of

communication, laser radar systems, surveillance, instrumentation, and weaponry.

Communications

One fruitful potential use of the laser is in the field of communications. The
amount of information (information capacity) which can be encoded (modu-
lated) on to an electromagnetic carrier is directly proportiona to the frequency
of the carrier wave. Because of the extremely high frequencies which lasers
generate, enormous potential information capacities are feasible. For example, a
one percent modulation bandwidth* operating on a 1015 Hertz laser carrier wave

* Modulation bandwidths of 10% are common at microwave frequencies.
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provides a 10,000 figahertz information bandwidth. This information bandwidth
is several orders of magnitlide wider than the total radio frequency spectrum.

Another significant advantage is the coherence properties of the laser which
permits a highly collimated beam to he formed. This equates to high antenna
gains and enables high data rate communications over vast distances. It appears
within the state-of-the-art to obtain near real time television pictures at inter-
planetary distances of 100 million miles using laser techniques.

Because of the spectral purity of the laser radiations, effective optical filter
techniques can provide a high degree of discrimination against naturally occurring
background radiations from the sun, stars, and planetary bodies. The highly
collimated laser beam also provides the capability of generating jam-resistant,
secure communication links which are at times very desirable from a military
viewpoint. It is possible to intercept a transmitted laser communications link
only if the interceptor is located in a direct line with the transmitter and receiver.

La- .2r communications offer a possible solution to the radio blackout problem
encountered by reentering spacecraft. Scientists already have demonstrated in
laboratory experiments that laser radiations, unlike radio waves, will penetrate
hot ionized gases or plasmas equivalent to reentry plasmas.

On the other hand, there exists several limitations in the use of the laser for
communications. Laser radiations are subject to absorption and dispersion by
atmospheric particles, particularly under conditions of rain, snow or fog. These
atmospheric perturbing effects combined with the line of sight constraints limit
terrestrial point-to-point communications to distances of some 30 or 40 miles.
Because random outages cannot be tolerated in major communication systems,
where even short interruptions in service cause chaos, only specialized links are
candidates for terrestrial point-to-point circuits. Examples of such communication
circuits would be secure or covert communication links and data links within
nuclear test environments.

Although the line of sight problem can be removed by using repeaters to provide
amplification and refocusing, the atmospheric effects cannot be eliminated. How-
ever, one means of circumventing the atmospheric aberrations is to beam the laser
energy within hollow pipes which are either evacuated or filled with optical transpar-
ent and inert gases. These pipes, containing laser amplifiers (at intervals of approxi-
mately 50 to 100 miles) and reflecting surfaces to bend the laser beams where
required, could enable the entire country to be spanned by laser communication net-
work s similar to presently installed gvs and oil pipelines. Several short distance ex-
perimental systems are already in existence in the United States as well as in France
and the Soviet Union. Needless to say, pure space communications would not be
affected by atmospheric aberrations (because of the near vacuum of space) or by
line of sight limitations.

Other disadvantages of laser communications include the difficulties associated
with pointing the very narrow transmitted laser beam and the problems of
acquisition and tracking at the receiving end. In addkion, even disregarding the
relatively low efficiency of most lasers, tile efficiency of the receiving detection
devices and other modulating and demodulating subsystems is considerably lower
at laser frequencies than at radio and microwave frequencies.
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Laser Radar

Numerous existing or potentild laser device applications use the radar principle.

These Lover the gamut from simple hand carried range finders used for surveying

or battlefield ranging to sophisticated space tracking and detection systems. Other

potential laser radar functions include spacecraft signature analysis (target length,
size and shape measurements), altimetry. automatic space rendezvous and dock-
ing, calibration of space track radars by simultaneous tracking of targets, and
terrain clearance and obstacle avoidance.

..;n principle, laser radar does not differ from conventional microwave radar.
Pulses of laser energy arc directed toward a target, and the time elapsed between
the pulse emissions and their reflected returns is measured. Range is obtained
directly from the product of the known speed of the laser energy (the speed of
light) ani the time elapsed. The difference between the two systems is primarily
a function of the higher laser frequency. The elements of the laser radar are
merely the optical analogy of their microwave counterparts.

Although the range resolution of a pulsed radar system is primarily a function
of the sharpness of the leading edge of the pulse, and the accuracy in measuring
the two-way pulse transit time, the highly collimated laser beams enable range
measurements in environments where conventional radars fail because of their
wider beam widths. For example, in many cases conveational fire control radars
in low flying aircraft become useless at angles of attack of less than approximately
15 degrees because of ground reflections. Laser radars enable angles of attack
of only a few degrees. For the same reason, laser radars tunction far superior in
many other ground point-to-point or near space operations'. Thus, laser systems
can provide tracking data during the launch and initial phase of flight of space
vehicles where conventional radar is affected by ground clutter..

In a near earth space tracking role, radar can determine range to an accuracy of

approximately 100 feet; the las-:r narrows the error to about 25 feet. Accuracies,
using cooperative satellites equipped with special mirrored corner reflectors, are

better than 10 feet at this distance. Successful ranging has been demonstrated on

a cooperative satellite at 1000 miles range.
Laser radars are particularly effective in supplementing Baker-Nunn cameras,

used in several satellite tracking networks, by providing range information in

addition to illumination for photography when the spacecraft is in the earth's

shadow. Since the Balc2r Nunn camera provides angular coordinates, the addi-

tional range information specifies the position vector of the spacecraft at the time

of observation.
Another advantage of the laser is its modest optical lens aperture requirements

to concentrate its emitted beam. A one minute of arc beam can be obtained from
an approximate one foot diameter lens. In comparison, the FPQ--6 radar, which
is used in a space tracking role, requires a 30 foot diameter antenna to
produce a 24-minute of arc beam. Angular resolution is a function of the
narrowness of the radiated beam. Because of the narrow laser beam, present
target azimuth and elevation angle resolution shows at least an order of magni-
tude of improvement over conventional radars.
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However, as in laser communications, laser radar has several disadvantages
with respect to conventional radar. These include the difficulty in acquiring the
target and, for terrestrial applications, being exposed to the attenuations and
aberrations caused by the atmosphere. particularly under adverse weather condi-
tions. The difficulty in acquiring the target is especially severe in the large
volume search problem, particularly with uncooperative targets.

Surveillance

The unique properties of lasers qualify its use for such surveillance functions as
imaging, multicolor sensing, moving target indication, and covert photography
illumination. Competing technologies arc passive infrared, side-looking radar,
and convent:onal photography. The advantages of the laser systems include
better resolution than obtained by passive infrared and side-looking radar, and
more covert night operation than conventional photograp-hy.

The covert nature of an active laser surveillance system is based on two
factors: providing its own illumination and using a narrow pinpoint beam in a
rapid sequential scanniog process. Providiu: coherent self-illumination enables
operation under day and night conrj'tions. The highly collimated radiation permits
a high degree of covert action even when using laser frequencies in the visible
range. Use of frequencies in the invisible infrared or ultraviolet spectrum would
further enhance covert operation.

The sharpness of the laser beam lends itsolf aiso to such special applications as
terrain profile or contour mapping. Additionally, it is hoped that high resolution
laser illumination will improve spacecraft signature analysis (target size, shape,
attitude, and movement measuremerits).

Another important area in which the laser may improve present capabilities is
in underwater surveillance. The inadequacy of the present systems is attested to
by the difficulty the Navy has experienced in locating submarines and nuclear
weapons lost in the sea. Mthough underwater attenuation of light transmission is
well known to be several orders of magnitude above those of sound waves (sonar
application), the use of laser energy in the blue-green region of the visible
frequency spectrum provides hope that viable underwater surveillance systems
can be developed. Sea water offers the least attenuation to these frequencies.
In addition, the sensitivity of laser radiation detection devices is highest in this
same frequency range. Present research is aimed at minimizing one of the
greatest problems that needs to be overcomeback-scattering due to the sus-
pended organisms an I minerals, as well as the water itself.

Instrumentation

There are many interesting laser applications which fall under this neading,
such as radar and gun bore sight alignment techniques, optical computers and data
processing, wideband high resolution recording, techniques for measuring vibra-
tion of spacecraft undergoing simulated flight tests, and visual display technology
which promises to produce cathode ray tube type screen sizes which are at least an
order of magnitude greater than present displays.
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Another fascinating area is holography, a means of storing (making a holo-
gram) and reproducing. at will, a three dimensional image of an object or scene.
Holograms can be produced in black and white or color. The reconstructed
stored image is a virtual image, floating in space some distance behind the
hologram. If the observer changes his viewing position, he can literally look
around the object or elements in the scene. The broad range of potential appli-
cations of holography almost rivals its parent field of laser application.

Another potentially valuable application of the laser involves the laser gyro
which does not depend upon the properties of inertia. The laser gyro is attractive
because it provid-.!s a rugged and simple design with no moving partsnot even
gimbles. It can be attached rigidly to a vehicle. Its other advantages include the
ability to operate in extremely high acceleration and high turning rate environ-
ments, and the ability to perform almost instantaneously after being switched on.

The laser gyro is based on the principle that frequency differences will develop
between two simultaneous contrarotating laser beams in a closed-loop optical
cavity due to rotation of the optical cavity about its axis. This, in turn, is based
on the fact that the frequcncy i)f operation of a laser is a function of the cavity
length. If the optical path is stationary, the two contrarotating beams take the
same time to traverse the loop. and their frequencies are the same. If the gyro is
rotated about its axis, the effective path length fol one beam is shortened while
that of the other is lengthened, causing tile frequency of one beam to increase and
the other to decrease. The resulting frequency difference may be observed by
optica; heterodyning. The magnitude of the frequency difference is proportional
to the rate of rotation. Thrce of these planar laser gyros can be positioned
orthogonally to provide pitch, roll, and yaw information.

Weaponry

Ever since the laser was developed, there has been speculation that the laser
would eventually develop into a death ray or weapon capable of destroying
ballistic missiles at long range. There is no doubt that the intense collimated
output eaergies of lasers are destructive and dangerous at short ranges. For
example, blindness or severe eye damage can be produced using existing lasers at
distances of several mites. The discussion here, however, will be limited to the
laser's potential as a defensive radiation weapon against ballistic missiles.

As a defensive radiation weapon, the laser would have a significant advantage
over incoming missiles. The velocity of laser energies is the same as that of light,
186,000 miles per second. Compare this with a velocity of ballistic missiles of
approximately 17,000 miles per hour, or less than 5 miles pe. second. It becomes
obvious that the laser energies would be traveling nearly 40,000 times faster than
any incoming missile, and it follows that no lead angle for destroying the missile
would be required.

Another advantage that the laser would have as a defensive radiation weapon
is that it is a clean weapon. Present-day missile defense systems require nuclear
warheads, and these warheads could cause radioactive fallout over friendly areas,
particularly in a missile terminal defense situation.
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The possibility of using lasers as defensive radiation weapons depends upon
the amount of energy that can he transmitted to the target missile. In considering the
amo' ot of laser energy required to destroy an incoming missile, one must also

eonsale1 tha. ballistic missiles are des:gned to accept enormous heat fluxes to
survi reentry. Therefore, extremely high laser energies would be revired to
effect missile destruction, In addition, a considerable amount of the total laser
energy available would be absorbed and dispersed by the atmosphere. In short,
it wo-ld require laser energies far greater than any that have beers prodrced
under laboratory conditions.

On the other hand, the power requirements for missile defense lasers could be
reduced significantly if the lasers were airborne or mouoted on space platfolms.
One drawback of this approach. however, can be attributed to the fact that high
power lasers are relatively inefficient devices and require extremely large power
inputs. The capabilities for producing these power inputs for lasebs under air-
borne or space conditiolis simply do not ..xist at this time, nor are trey likely to
exist in the immediate future.

Because of such factors, the development and use of the laLe as a defense
against ballistic missiles cannot be forecast with confidence at tl,is time. It is
obvious, however, that the military implications of such a system Nwrrant exten-

sive research and development.

Lo erthe term does not connote science fiction. Some marvels of its applica-
tion are in being today. We cannot yet imagine what its future has in store for us.
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CHAPTER 8

ATMOSPHERIC PENETRATION

NOT LONG AGO, no one knew whether it was possible to bring a vehicle safely
back from space. Today successful atmospheric penet: ation is routine. The

state-of-the-art in ballistic missile reentry vehicles has progressed rapidly and has
reached the third generation of aerodynamic shapes. Lifting body crafts both
manned and um-aanned, haw been developed and tested. Because the lifting body
shape permits a high degree of maneuverability during reentry, its application to bal-
listic missile reentry vehicles and operational spacecraft will provide considerable
flexibility in mission planning.

The rapid progress in the field of atmospheric penetration is based on a thorough
knowledge of the factors involved. The purpose of this chapter is to enable the stu-
dent to gain an appreciation for these factors, and it covers:

1. The characteristics of ballistic trajectories in
the atmosphere.

2. The nature of aerodynamic and heating loads.

3 Some characteristics of lifting vehicles.

The intent is to limit the area of study to vehicles entering the earth's atmosphere
from low earth orbit or to the reentry of ballistic missiles. In other words, emphasis
is not on vehicles entering from deep space at very high velocities but rather on fun-
damentals, rormally considering entry velocties of about 25,000 ft/sec.

In the vacuum of space, the trajectory of a vzhicle is governed by its thrust, veloc-
ity vector, and gravitational force. It is modified in the atmosphere by aerodynamic
forces which also cause heating due to air friction. Thus, as vehicles return from
space flight, aerodynamic forces come into effect, and the relatively simple orbital
relationships alone can no longer be used for predicting a trajectory. Thc equations
of motion must consider the vehicle characteristics and nonlinear drag terms: atmos-
pheric drag which is a function of velocity squared (v2) and atmospheric density
(p) which is a function of altitude.

BALLISTIC TRAJECTORIES

Assume that a manned vehicle has been in an elliptical orbit about the earth, and
that thrust has been applied to change this orbit to intersect the earth's atmosphere.
As the vehicle enters the atmosphere, aerodynamic drag affects the trajectory. This
raises some important questions for those who must recover the space vehicle and
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for the crew inside. The first question and the one considered in this section is. this:
what are the characteristics of ballistic trajectories in the atmosphere?

For an accurate analysis of a trajectory one must consider many fact Irs, such as
vehicle characteristics, atmospheric entry angle, atmospheric density, variation of
density with altitude, wind, earth rotation, earth curvature, and gravity. Since sqme
of the factors such as velocity and density are ever changing during the ballistic
flight in the atmosphere, the analysis of a trajectory is considered in very small in-
crements. Such computations are laborious when done manually; therefore, comput-
ers are,used to analyze trajector: s. Even the computer does not produce exact solu-
tions because the predominant factors, velocity and density, are never known
exactly. The purpose of this section is to analyze the forces that influence motion of a
vehicle.

Geometry and Assumptions

The three forces acting on ballistic vehicles as they penetrate the earth's atmos-
phere are drag, weight, and centrifugal force. These forces and the geometry oi the
trajectory are shown in Figure 1.

CF

L.ocal Horizontal

Figure 1. Geometry of a bal!istic trajectory.

The vehicle is considered to be in ballistic flight through the earth's atmosphere
when it is as shown in Figure 1. The vehicle has a velocity (v) at a distance (r)
from the center of the earth. The direction of the vehicle as it enters the atmosphere
is determined by measuring the angle which the trajectory makes with the plane of
the local horizon. This is called the entry angle (0). The radius of cuivature (r,.) is
perpendicular to the velocity vector at the point of consideration. The drag force
(D) acts opposite to and along the velocity vector; and the weight of the vehicle
(W) acts toward the center of tlx, earth. Consequently, ballistic reentry is defined as
entry in which the only effective external forces acting on the vehicle are aerody-
namic drag and gravity.

Throughout the remainder of this chapter these assumptions will be made: (1)
the eanh is not rotating; (2) there is no wind; (3) the gravitational acceleration, g,
is constant at 32.2 ft/sec2.
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Equations of Motion (Ballistic Trajectory)

To analyze the motion of a vehicle in flight through the earth's atmosphere, start
with Newton's Second Law of Motion. This law states that the unbalanced force on

a body is equal to the mass times the acceleration of the body:

F = Ma

The force, F, is in lbs; M is in lbs-sec2/ft or slugs (M = W

where W is weight in lbs and g is the acceleration of gravity in ft/sec'), and a is the

acceleration Gf the body in ft/sec'. The change in velocity. Av, divided by the cor-

responding increment of time. At, is equal to thc acceleration:

a = AvAt

FORCES ALONG THE IARECT;ON OF MOTION.During ballistic flight, the force, F,

along the trajectory is an algebraic sum of 2 forces: the aerodynamic drag force (D)

and a component of gravity (W sin 0).
1. The drag force acts opposite the direction of flight and can be computed from

the basic aeronautical equation:

D Pv2 CDA2

Where:

-4IP- V

p = the density of the atmosphere and is expressed in slugs/ft". At sea

p is 0.00237 slugs/ft". (NOTE: The units of a slug are lbs-sec"
ft

from W , so that p = W lbs sec'
(g) (ft") ft4

v2 = the velocity squared and the units are
ft2
sec2

CD = the coefficient of drag and is a dimensionless number that reflects the

shape of the vehicle. The more streamlined (less air resistant) vehicles

have smaller CD values than less streamlined vehicles. Actual values

depend on many factors and vary with specific conditions. Typical values

for the more streamlined shapes would be .5 and for the blunt shapes .8.
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Ar

A th; effective frontal area oi the vehicle exposed to the air stream and
he units are ft*. For e;.ample, the area of a sharp-nosed conical vehicle

1: the projected area:

A = 1TT2

The effective frontal area of a blunt-nosed vehicle (conical) is also:

A =

2. fhe component of graviv along the fligho path is in the direction of flight
and, referring to Fig. 1. can be expressed as

Local Horizontal

8-4

gCS

W sin $



W sin (1) = component of gravity acting along the flight path, where W is the
weight of the vehicle in pounds.

Now, substitute the above equivalents ii-Ao Newton's Second Law, F = Ma, and
develop an equation as follows:

F = Ma

F = D + gravity component = D W sin 145

a =
t

(valid for a small segment of the trajectory)

D = pv2CDA
2

Now:

F = PIPCDA WAv
2 g At

Solving for Av
At

A
evt_

g p v2 CDA g W sin (f)
2W

p v2

'1. %...1)
A

W

sin 01 (1)

The above equation determines the change in velocity along a small segment of

trajectory. It indicates that for a small time increment, At. there is a correwonding

change in the velocity of the vehicle. The mpgnitude of the Av is a function of all

the other values shown. Some of these ot1.11. values (p, sin rio, and v) are ever chang-

ing during the flight.
A very important parameter in Equation 1, and appearing for the first time, is the

ballisik oefJicient. . This is a common parameter that appears in all studies of
CDA

atmospheric penetration and plays a very important role in the behavior of a vehicle.

It is simply the ratio of vehicle weight to a factor describing the degree of streamlin-

ing (CD) and the effective frontal area of the vehicle as defined above. For example,

a streamlined ballistic reentry vehicle (12/V) has a very large ballistic coefficient

(1,000 lbs per square foot or more) when compared to that of the blunt-nosed

Arilo capsule (which has a --Y-s f
CDA

approximately 100 pounds per square foot).
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Figure 2. A segment of a trajectory.

To appreciate the complexity of the computation, examine a small segment of a
trajectory. Assume that the value of the change in the velocity between point 1 and
point 2 in a trajectory is desired.

In the small segment (point 1 to point 2) shown in Figure 2, p and (I) do not
change significantly, and the trajectory is assumed to be a straight line. Thus, Equa-
tion 1 can be written,

= tg [ P1 v12

2 W + sin 4'1
CA

Example:

(2)

Equation 2 can be used to analyze the velocity change when the conditions are
known at point I. An example should clarify tne equation and its use. Consider a
manned vehicle eLtering the earth's atmosphere under the following conditions:

Given:

At = 1 second
g = 32.2 ft/sec2

altitude = 480,000 ft (80 NM)
= (4.12) (10-12) slugs/ft"

v1 = 23,000 ft/sec

= 100 lbsgt2

ARDC Model Atmosphere.

CDA

= 5 degrees (sin 4, = .087)
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Solve for: Av. where Av = v2,

Substituting into Equation 2,

dv = (1) (32.2) [ (4,12)(10-12) (23,000)2
(2) (100)

.087]

= 32.2 [ .0000109 + .0871 32.2 [.087]

= + 2.7 ft/sec
= v1 + v = 23,000 + 2.7 23002.7 ft/sec

These calculations demonstrate that for this particular vehicle ( W = 100) and
CDA

the low atmospheric density, the magnitude of the drag force is insignificant at high

altitudes (80 NM). In fact, the drag force is so low that the velocity is increasing by

a very small amount due to the small gravity component.

HEATING AND DECELERATION

Heating rates and deceleration loads are the most important effects of entry into
the atmosphere. These effects are most severe when there is a combination of high
atmospheric density and high vehicular velocity. The most critical condition for a ve-

hicle upon entry would involve steep entry angle and high approach velocity.
A vehicle approaching the earth's atmosphere possesses a great amount of poten-

tial energy (PE) and kinetic energy (KE). While penetrating the earth's atmos-
phere, the vehicle loses very little PE in relation to the loss in KE; therefore, all the
energy which is lost will be considered a KE loss. KE is a function of v2. Thus, due
to the high entry velocities, large amounts of KE must be dissipated as the velocity is
reduced to a safe impact value for manned vehicles. It is vital that the energy be dis-
sipated in order to prevent destruct:on of the vehicle or its payload.

The velocity of the vehicle at atmospheric entry depends on the mission. If entry
is initiated from near earth orbit, then the velocity at atmospheric entry closely ap-
proximates that of the orbital velocity. The velocity of a reentering ICBM warhead
is approximately the same as the velocity at burn-out of the booster. Entry from
lunar missions involves velocities of 35,000 to 36,000 ft/sec. Regardless of the mis-
sion, the entry velocity will be very high and can be changed a significant amount

only by very large retro-thrust forces. This would lead to severe payload penalities.
On the other hand, small retro-thrust forces which allow a shallow entry angle can
be used at a lesser cost in terms of weight. The atmosphere, instead of large retro-
thrust forces, is used to slow the vehicle. A shallow entry angle tends to limit to high
altitudes the region of high velocity. However, theye are other factors influenced by
the entry angle. For example:

1. Atmospheric peak heating rates and vehicle peak deceleration loads are less
with shallow entry angles.

2. Vehicle heat loads may be greater for shallow entry angles.
3. Impact accuracy is less with shallow entry angles.

The heating and deceleration loads are a function of entry angle, velocity, and
density. The remainder of this section win deal with the interrelationship among
these factors and their influence upon heating and deceleration.
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Heating

Assume a manned vehicle enters the earth's atmosphere at 24,000 ft/sec and uses
atmospheric braking. Theory and flight have shown that the temperature that will be
encountered would destroy a vehicle constructed of present-day metals. The mini-
mum vehicle surface temperature that can be expected during peak heating, even
under optimized configuration and entry angle, will be about 3,000°F. The tempera-
ture could reach 20,000°F. for steep entry angles. Two questions now arise: what
heats the vehicle, and how is the vehicle protected from this intense heat?

During atmospheric penetration, KE is transformed by aerodynamic drag into
thermal energy, heating the air surrounding the vehicle. Simply, the penetrating ve-
hicle gets hot because it is close to the heat sourcethe air. The amount of heat
transferred to the vehicle depends on the chafacteristics of the air flow near it. If ail
the heat in the air were transferred into the vehicle, it would be more than enough to
vaporize it unless the vehicle were constructed of a material such as carbon.

A rigorous approach to the subject is too complicated and theoretical for the pur-
poses of this text. In the following paragraphs a less complex method which will give
sufficient accuracy will be used.

ATMOSPHERIC HEATING RATE.Theory is that the heating rate is a function of
the change in KE of the vehicle. The rate of KE change can be evaluated by using
the equation for KE, which is:

KE M v2
2

In a small segment of the trajectory, the change in ICE (AKE) per unit of time is:

AKE KE2
At At

KE1

KE2

ICE2

Mvi2
2

Mv.,2 M (v1 + hiv)2
2 2

SINCE AO <<

M (v12 + 2v1 Av)

(v12 +

2

AKE Mv12 2Mv1 Av Mv12 Mv1 Av
At 2At At

2v1 Av Av2)
2

It is now convenient to relate the above equation to an expression containing the
aerodynamic drag term by use of Equation 1

[ p v2 CDA
At 2 k W
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in the area of high energy conversion, where Av is high, sin 4) is very small in re-

lation to other parameters and can be neglected; this simplifies the above equation

to:

p ( CD A
2

Multiply both sides of the above equation by M v and obtain:

MvAv p v3 (CI)A ) m p 0
At 2 W 2 '

M v Av
Now equating the two terms which equal At :

AKE, p (CDA) (3)
2

Surface heating rate. Equation 3 is an expression that shows the heating of the air,

as transformed from KE, at a point in the trajectory. Thus, for a given configuration

(a known CDA), and known velocity and altitude (density) history during a pene-

tration, the equation can be used to determine the heating trend and the point (alti-

tude and velocity) of maximum heating. A plot of these values (vs time or altitude)

will depict the heating trend and reveal the area of peak heating.

No attempt is made in this text to compute the actual heating rates or tempera-

tures. Such computations involve a highly technical area with limited "state-of-the-

art" techniques and experience to date. There are many theoretical studies to which

the student may refer. This text is concerned with the predominant heating factors.

Equation 3 shows the thermal energy transferred to the air; interest lies in know-

ing how much of this heat is transferred to the vehicle. It is important that the air,

the vehicle, absorb as much t)f this heat as practicable. The energy conversion
factor (ECF) is the fraction of converted KE which enters the vehicle as heat. The
Mat input determines the type of vehicle pi otection required and the corresponding
payload weight penalty imposed. This fraction of converted energy is as follows:

Heat absorbed by the vehicle ECF
Total heat generated

The magnitude of the ECF depends primarily on the (1) vehicle shape, (2) ye-
' xity, and (3) atmospheric density (altitvde). The effect of shape and density on
the ECF and the type of air flow for typical ballistic trajectories is shown in Figure

3. This figure indicates that as much as one-half of the total heat generated would be

transferred to tlie vehicle at very high altitudes by molecules of air impinging di-
rectly on the surface and transferring heat energy to the vehicle. Fortunately, at
these extremely high altitudes, the atmospheric density is very low; thus, the KE
transfer is correspondingly low. Large ECF's may also occur at lower altitudes for

slender shapes.
The details shown in Figure 4 reNeal why the shape of the vehicle has such strong

influence on the ECF. This figure shows the air flow pattern around a blunt (high
drag) vehicle and around a streamlined (low drag) vehicle.
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With the blunt vehicle, the shock wave is detached and ahead of the vehicle. It is

nearly normal (perpendicular) to the velocity vector. The air between the surface
and the shock wave is hot and moves slowly with respect to the vehicle. The velocity

of the air in the boundary layer (a thin layer of air next to the vehicle) is very low.

The boundary layer acts a. imulivion: however, some heat is transferred from the

hot air through the boundary layer to the surface of the vehicle.

With a streamlined vehicle, the shock wave is almost parallel to the air stream,
and the air in the boundary layer is moving relatively fast. There is a large change in

velocity (velocity shear) between the vehicle surface and outer edge of the bound-
ary..The viscosity of the air and the shearing action cause the maximum temperature

to occur within the boundary layer.

The rate of heat transfer is different for vehicles of different configuration. It can

be seen that the temperatures created by the streamlined vehicle are high near the

surface; thus, more heat is transferred to the streamlined shape than would be in the

case of the blunt vehicle. This is the reason the ECF is higher for the slender vehi-

cle.

The ECF is also influenced by the character of the air flow in the boundary layer
whether laminar or turbulent. In laminar flow, the air moves smoothly in layers
(lamina). Turbulent flow has the characteristic 'If irregular, eddying, or fluctuating
flow. The turbulent boundary layer occurs in the lower atmosphere and allows a
much higher rate of heat transfer to the vehicle.

A typical variation of the ECF for a blunt vehicle penetrating the earth's atmos-
phere is shown in Figure 5. The ECF varies from about 0.5 at high altitudes to

300 -

200

Laminar
Flow

Turbulent
Jes", Flow

.1 .2 .3 .4 .5 .6

Figure 5. ECF vs altitude.

8-11

r) L7::
' -1`



amaimIgrinimirroorsol.=1

.1 .2 .3 .4 .5

ECF

300

200

100

High

1000

AKE (ft - lbs)

250

Heating Rate (ECF x AKE)

Figure 6. Influence of changes in KE and ECF on surface heating rate.

about 0.01 at 100,000 ft. At lower altitudes, the ECF increases again due to a tur-
bulent boundary lay er condition, as indicated by the dashed portion of the curve.

The rate at which heat enters the vehiele is a product of the rate of change in KE
and the ECF. The influence of these factors is shown in Figure 6. The rate of
change in KE is more dominating than the variance of the ECF. For example, at
high altitude where the ECF is high, the rate of change in KE is low and the surface
heating rate is low. At medium altitude (approximately 100,000 ft) where the ECF
is low, the late of change in KE is high and the surface heating rate is high.

A light-weight vehicle (low ballistic coefficient), or a lifting vehicle, will deceler-
ate in the upper atmosphere and will have low surface heating rates. This will occur
in spite of the high ECF because low density causes a small change in the KE. A
heavy, streamlined vehicle (high ballistic coefficient) decelerates in the lower atmos-
phere and has a large surface heating rate. This will occur in spite of the lower ECF
because the higher atmospheric density at the lower altitudes causes a high rate of
conversion of KE.

TOTAL HEAT LOAD.The term "total heat load" inewis all the heat absorbed
by the vehicle during entry. An important point here is that the total heat input de-
pends not only on the heating rate bi.lt also on the duration of the heating. A vehicle
exposed to a low heating rate over a long period of time ;nay absorb a larger total
heat load than a vehicle exposed to a high heating rate for a short time. The vehicle
designer's choice will lie somewhere between two extremes: a low total heat load
caused by high surface heating rates for a short time, and a high total heat load
caused by low surface heating rates over a long period of time. As one might expect
by reference to Figure 6, a lower total heat load may be obtained by programming
the maximum change in KE at the minimum level of ECF.



PROTECTION FROM IIEAT.-A great many techniques have been proposed for pro-
tecting the vehicle from the intense heat during the atmospheric penetration. All
these techniques fall into one of two general classes: radiation cooling and heat ab-
sorption systems.

If the surface heatinf, rate is low, some of the heat may be radiated back into the
atmosphere--radiation cooling. This type of cooling is limited by the maximum tem-
perature that the vehicle is able to withstand. A point is reached wh, -c the amount
of heat absorbed by the vehicle equals the amount radiated back into the atmos-
phere. For a given reentry condition and altitude an equilibrium temperature then
exists, and the temperature of the structure has reached a maximum. Radiation cool-
ing was the method used for protecting the lifting surfaces of the Asset glider. Such
vehicles decelerate slowly and have high velocities for a long period of time at high

altitude; consequently they undergo low heat rates but high heat loads.

A heat sink system uses a large mass of metal (usually copper) to absorb a great
quantity of heat before melting. This technique was used early in th i. ballistic missile
reentry vehicle program, but it proved too heavy for today's operational vehicles.

Transpiration implies the boiling off of a liquid. Water, for example, boils at
about 70°F at the low pressures encountered in space. Theiefore, it would maintain
the part of the vehicle which it was protecting at 70°F. However, as the pressure in-
creased during reentry, the boiling temperature would also increase.

Ablation is the wearing away, melting, charring, or vaporizing of the surface ma-
terial. The vaporizing process leaves a thin vapor layer near the vehicle, thereby in-
sulating the vei1;cle from the intense heat. Also, some heat is carried away from ihe
vehicle by the wearing away and melting process. Examples of ablative materials are
reinforced plastics, resin, fiberglass, and cork.

Deceleration

A spacecraft rPturning from a low earth orbit enters the earth's atmosphere at
24,000 ft/sec. The velocity of the vehicle must be greatly reduced prior to landing.
The reduction of velocity per unit of time is the rate of velocity change, or accelei a-
tion. If the velocity is decreasing, the acceleration has a negative value and is calkd
deceleration, the case when a ballistic vehicle penetrates the atmosphere. The larger
the change in velocity per unit time, the greater the deceleration. Therefore, considet
the very high change in velocity and corresponding deceleration loads that may
range up to hundreds of "g's" with the peak "g" determined by the entry conditions.
Knowing that each system has a maximum allowable "g," the following question
arises: what factors influence the peak deceleration loads during penetration?

The motion of a vehicle during atmospheric penetration depends on (I) the vehi-
cle's velocity, (2) atmospheric entry angle, (3) ballistic coefficient, (4) lift charac-
teristics, and (5) the atmospheric density. During atmospheric entry the vehicle may
pitch, yaw, roll, and experience accelerations in the longitudinal and lateral direc-
tions. Because it is of greater magnitude, the longitudinal deceleration of the vehicle
is the only dynamic motion considered in this text.
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The most important question of vehicle dynamics is this: what is the magnitude of
maximum deceleration compared with the earth's gravitational acceleration, g? To
determine the answer, again use Equation 1 to plot the deceleration history.

"2 + sin
2 ( W)

CDA

For lifting vehicles. the value of can be obtained from a curve of CD vs C1..
The maximum deceleraticn for a lifting vehicle depends on the entry conditions and
the lift-drag ratio (LID). The velocity decrease is extended over a longer period of
time than for a ballistic vehicle, with consequently lower deceleration. Thus, both a
shallow entry angle and aerodynamic lift serve to decrease the deceleration during
atmospheric penetral ion. Figure 7 shows the maximum longitudinal deceleration as a
function of initial entry angle and LID. Note that a large rr duction in maximum de-
celeration can be obtained by relatively small LID val...:- he longitudinal deceler-
ation of a lifting vehicle is very low and is not a problm ,Trefore, the remainder of
this section is concerned with ballistic (non-lifting) vehicles.

As stated in the previous section on Heating, the magnitude of heating (specific
values of temperature and BTUs) cannot be accurately computed; however, the

magnitude of deceleration can be easily computed. Deceleration is' in Equation 1,
At

and the units arc in ft/sec2. Dividing 4Y-by "g" converts the magnitude of decelera-

tion into terms of gravitational acceleration. Since the basis has been laid for com-
puting deceleration, now return to the example problem and compute the decelera-
tion for the manned ballistic vehicle entering the earth's atmosphere.

At = 1 second was chosen, and Av = 2.7 ft/ sec was computed. Av
At 1

2.7

= 2.7 ft/see (positive value; thus, vehicle is accelerating).

2 3

Entry Angle, j. ( Degrees)

Figure 7. Maximum deceleration vs. entry angle, for various values of!.
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In terms of the gravitational acceleration:

2.7 .08g
g t (32.2) (1)

Consider now the same manned v..;hicle at 100,000 ft altitude travelling 8,000

ft/sec at an entry angle of 10 degrees under the following conditions:

g = 32.2 ft/sec2
p = (3.2.) (10-5) slugs/ft3

v .= 8,000 ft/sec

CA 100 lbs/ft2
D

= 10 degrees (sin 0 = .174)

Av
At

p v2

2 ( C,ADIA

= g (2) (100)
[ (3.2)(10-5) (80002)

ttv = g ( -10.2 + .174)
At

= -10.026 g (negative value .. vehicle is decelerating)
At

EFFECT OF ENTRY ANGLE ON DECELERATION.-By analyzing the above, it is

evident that the direct contribution of sin 0 is negligible in the area of high decelera-

tion; even at a 90-degree entry angle the maximum acceleration due to gravity

would be 1 g (sin 0 = 1). However, the entry angle shows its real influence indi-

rectly. An examination of Equation 1 indicates that the entry angle is the only varia-

ble in the equation which can be controlled realistically. The other factors (gravity,

velocity magnitude, atmospheric density, and the ballistic coefficient) are all fixed,

and only the entry angle can be changed for a specific mission.
Theoretically, for any fixed entry angle and velocity magnitude, the maximum de-

celeration is also fixed. The only thing that can be changed is th:. itit..de at which

that maximum occurs, and that altitude can be changed only b:. .7.;ing the ballis-

tic. coeffkient, W . Vehicles with large ballistic coefficients mere penetrate fur-
CDA

ther into the atmosphere before experiencing maximum deceleration. In other words,

two different vehicles (regardless of difference in shape, size, and weight), ap-
proaching the atmosphere at the same velocity magnitude and angle, will experience

the same maximum decelerationonly their trajectories and altitude of maximum

deceleration will be different. Figure 8 shows the influence of changing the ballistic

coefficient for a shallow entry angle (in the order of 1 degree). Note that both vehi-

cles experience the same magnitude of deceleration; the basic difference is that the

vehicle with the smaller ballistic coefficient encounters maximum deceleration at a

higher altitude.
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Figure 8. Influence of ballistic coefficient for given entry angle.

Theoretically, a ballistic reentry vehicle entering the earth's atmosphere with a
given velocity magnitude has a peak deceleration which is determined only by the
entry angle. If the entry angle is increased, the magnitude of maximum deceleration
also increases. In other words, the steeper the angle, the higher the maximum decel-
eration. Figure 9 shows the effect of entry angle on the maximum deceleration for a
vehicle such as the Project Mercury capsule. The shallow entry angles cause the de-
celeration to start higher in the atmosphere and last over a long period of time. This
results in a smaller peak deceleration. If a vehicle with a smaller ballistic coefficient
were used, these curves would shift to a higher altitude with identical peak decelera-
tions for the corresponding entry angles. Conversely, a vehicle with a larger ballistic
coefficient would cause the curves to shift downward.

0 26000
Velocity (ft/sec)

W = 50
DA

4ml

50

20°

0

900

50 100 150
Deceleration (g)

Figure 9. Influence of entry angle on velor.iy and deceleration.
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LIFTING VEHICLES

The discussion thus far has been centered mainly on ballistic vehicles. These vehi-
cles have an inherent disadvantage, especially when viewed from a military stand-
point: the inability to control the vehicle through the atmosphere to arrive at an
exact impact point. For example, after retrothrust has been used to deorbit a vehicle,
there is little that can be done to control the final destination point of the vehicle--
its impact point depends solely on ballistic parameters.

The lifting vehicle allows a more gradual descent through the atmosphere. This
lifting capability leads to several potential advantages depending on the specific mis-
sion of the vehicles, such rs:

1. Low deceleration loads.
2. Low heating rates.
3. Ability to maneuver in the atmosphere.

a. Ability to land at a predetermined point.
b. A landing "footprint."
c. Minimum recovery forces requiic.d.
d. A deep atmospheric entry corridor.
e. Capability of synergetic plane change.

There are also some disadvantages:

1. Lifting surfaces add weight which reduces the overall range and/or useful payload for
a given booster.

2 The total heat load of the vehicle may be much greater due to the long period of
deceleration.

3. Lifting technology higs behind ballistic technology (there has been far more ex-
perience with ballistic than lifting vehicles).

The above lists reveal some of the general Tharacteristics of a lifting vehicle, nfr.A
all of which will be discussed here. Rather, the purpose of this section is to -Jxplore
the ground range capability of a lifting vehicle after it enters the earth's atmosphere.

In analyzing the glide of a lifting vehicle, consider the four forces acting on the
vehicle during penetration: (1 ) weight, (2) drag, (3) lift, and (4) centrifugal force.
Since the motion is unaccelerated by thrust, the equilibrium conditions lead to the
following equations:

L CF = Wcos

D = W sin tt

CF



Previous discussion has defined all of these terms except the lift (L), which is the
prime consideration in the lifting vehicle. A basic aeronautical equation is used to
determine lift:

L "2"
2

All the above parameters have been previously discussed except the lift coefficient,
CL, and the area, S. The lift coefficient is a dimensionless number and reflects the
lifting capability of a particular surface at a given angle of attack relative to the air-
stream. CL is also a function of the shape of the lifting surface. For example, a very
high Cj, is associated with thick wings which have high lift for a given wing area.
These are usually found on slow-flying aircraft. High-speed aircraft cannot use thick
wings due to the excessive drag caused by the thickness. Thin wings characteris-
tically have a very low CL, and they normally employ flaps, slots, or slats to aug-
ment the wing lift during takeoff and landing.

The arca, S, is the area of the lifting surface. For example, an airplane with rec-
tangular-shaped wings has a wing area equal to the wing span times the width of the
wing.

S = 6 X 36 = 216 ft2

Glide Analysis

There are many approaches which can be used to analyze the gliding flight of a
vehicle; most textbooks use theoretical mathematical approaches. However, in this
text a less complex approach will be used to provide familiarization with the factors
that influence the ground range of lifting vehicles.

The glide will be analyzed in three steps: (1) The Ballistic Period. The portion of
the flight down to 250,000 ft is considered as ballistic (non-lifting) flight. In this
case, 250,000 ft is defined as the atmospheric entry altitude. (2) The Altitude Hold
Period. As the vehicle enters the 250,000 ft-level, the pilot will maintain altitude
until the airspeed diminishes to the best glide speed. (3) The Descending Glide Pe-
riod. As the vehicle app.. oaches the best glide speed, a descending glide is initiated.

The pilot maintains the glider at the attitude that corresponds to (
1- max
L ) which is
5

the flight attitude that will result in a minimum glide angle and maximum horizontal
distance. The terminal maneuvers necessary to recover the vehicle are not con-
sidered part of the glide phase and will not be discussed.
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STEP 1: THE BALLISTIC PERIOD

C F

The lifting vehicle enters the earth's atmosphere at near orbital speed, and at a
shallow angle. This attitude remains constant until the vehicle descends to approxi-
mately 250,000 feet. At this point the atmosphere has sufficient density to support
lift at reentry velocities.
STEP 2: THE ALTITUDE HOLD PERIOD.The pilot maintains altitude by grad-
ually increasing the angle of attack as the speed decreases to the best glide
speed. The distance travelled while the vehicle slows to optimum glide speed then
becomes an important factor. Distance is the average speed multiplied by the time
(varg x t). Speed will be examined first.

The external forces at the point of optimum glide speed are shown ill Figure 10.

D

CF

(1)

Figure 10. External forces at the point of optimum glide speed.

C pv2S M 2 Mv2W = L CF L
2

+ v
W; M = CFr

In order to obtain the average speed it is first necessary to solve the above relation
for optimum glide speed, vg, when CL for optimum glide is used.

' W

Vic

JCLPS W
2 gr
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CT, is obtained from the performance curves for the particular vehicle. The average
speed, v,.,, is the entry speed, v, plus optimum glide speed, vg, divided by 2,

14)( +
vi,vg

2

The next calculation in Step 2 is to find the time required to slow the vehicle to
optimum glide speed while maintaining altitude. To do this, use Newton's Second
Law of Mption, in the horizontal direction.

F = Ma, from the preceding figure

F = D = CDP v2S
2

M = W

Ava =
At

Substituting into the latter equation and solving for At (the time required to slow to

optimum glide speed),

At

Distance =

2Av W = ve 34
g p v2ave CDS

2Av vavo W 2 v W(At) (v ,g) A

g p 3.72ayg CDS g p v i, CDS (5)

STEP 3:THE DESCENDING GLIDE PERIOD.The sqlution for the glide angle,
0, can be resolved by analyzing the following equations, established at the
beginning of this section:

(a) L + CF = W cos 0
(b) D = W sin

Dividing equation (b) by equation (a) ,

D W sin0
L + CF W cos0

tan 4)

The magnitude of the centrifugal force is very small at glide speed and CF can be
neglected. This leaves the solution of the glide angle in a simple form:

tan j, = 13,-; ( or cot 0 =
DL

(6)

This equation indicates that once the characteristics of a vehicle are known, the

optimum glide angle of the vehicle can be approximated. When the glide angle and
altitude are known, the distance travelled in the glide is a simple relationship of the

angle:
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cot (f) =

S = h cot (i)

S h (4-)
Altitude

(h)

Conclusion

Distance (s)
(7)

This chapter presents some of the problems that arise during penetration of the
atmosphere with emphasis on the heating and deceleration aspects. Only that detail
has been presented which is needed to provide some understanding of the problem
and to lay a foundation for further analysis. The problems of atmospheric penetra-
tion and reentry are at present under intensive study by space scientists and engi-

neers.
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CHAPTER 9

COMPUTERS

OVER THE YEARS man has dreamed of travel through space, but only
recently has hc been able to achieve it. Actually, space travel was not

delayed until the present generation because of lack of knowledge of orbits and
trajectories or a failure to understand the basic principles of physics. It was
practical engineering, rather than a lack of knowledge or incentive, that delayed
space travel. In rccent years, two major engineering developinents have made it
possible to turn man's dreams about space exploration into a reality. These are
the large boostcr rocket and the high-speed electronic computer. Until the de-
velopment of the large boostcr rocket, man simply could not generate enough
thrust to make space experimentation and exploration a reality. Until the mod-
ern computer was put into operation, man could not make all the complex com-
putations with the speed and accuracy necessary to design space systems and then
to guide and control their operations.

Today, computers are a part of almost every facet of space operation. They
arc essential to guidance and control; calculation of trajectories and orbits;
tracking and cataloging space objects; prediction of times and places of reentry
for space objects returning to the earth; managing the logistics of space opera-
tions facilities which support both research and development of space vehicles
and space boosters; and operating simulators of the space environment in order
to train astronauts. Computers operate reliably and quickly enough to be of
great value in such areas as weather analysis, communications systems, com-
mand :,ysterns, logistics, personnel, accounting, and almost all other support
systems essential to space operations. This chapter explains the elementary
principles of computer operations, with special emphasis on the digital computer.

CLASSES OF COMPUTERS

Of the two principal classes of computing machines, analog and digital, the
digital is the more versatile and the more widely used. However, analog com-
puters operating alone or through a direct couple to a digital system perform
important service in support of the space program and, therefore, will be con-
sidered briefly.

Operation of an Analog Computer

As the name implies, the analog computer operates by substituting physical
analogs for numbers in computations and through variation of the physical

9-1

2.2.6



entities to achieve a computational result. Thus, in the operation of a slide
rule, thc logarithms of numbers are represented along a calibrated scale. Mul-
tiplication and division are then effected by adding or subtracting appropriate
scale segments, an operation performed by physically moving two suitably cali-

brated scales relative to each other. Similarly, quantities may be represented
through the angular deflection of a shaft or the response of an electrical circuit
to changes in current or voltage.

Regardless of the analogy used in constructing an analog system, however,
two properties of this type of computer are of particular importance as the
system is applied in support of space operations. First, the analog computer
deals with continuous functions and thus is more capable of representing physi-
cal processes than is a digital computer. This advantage, however, is mitigated
by the fact that the degree of accuracy achievable by an analog system is
limited by the tolerances to which it can be constructed and the ability of
the components to remain stable with changes in environmental conditions and
the passage of time.

Secondly, the analog computer has the ability to directly sense changes in
physical systems without the need for an intermediate encoding device. Thus,
in the case of a spacecraft, for example, an analog computer can be coupled
directly to the output unit of an electrical sensor and perform a series of tasks
based upon changes in the output voltage from the device to which it is attached.

Application of Analog Computers in the Space Program

Analog computers can be applied to a variety of pioblems connected with the
space program. For example, an analog system can be connected to a tracking
antenna in such a way that the output of the computer determines the azi-
muth and elevation of the antenna. Further, tracking data from the antenna
can be used as input to the computer. The closed system thus formed makes it
possible to automatically follow any specified target with the antenna for the
purpose of either gathering data from or transmitting data to a specified vehicle.

Analog computers have been placed on board space vehicles for the irpose
of guidance and attitude control. In these cases the computers hawe 4 in-
puts generated by stable platforms or arrays of sensors and have manipulated
the attitude control systems with the analog output. As- in the case of the an-
tenna tracking problem cited previously, the computer and the vehicle control
system form a closed command loop.

Hybrid Computation

While purely analog systems of the type described above are useful in many
applications, there are situations in which it becomes desirable to take ad-
vantage of the increased accuracy ar d computational flexibility of the digital com-
puter. Yet, the data produced by a moving antenna or spacecraft are essen-
tially analog in nature and must be digitized if they are to be processed by
digital computer. Further, if the digital output is to be used in a command
loop to physically position mechanical components, it must be converted to
analog impulses acceptable to the control mechanisms involved.
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To satisfy thc requirement for performing the conversion from analog to
digital data, hybrid computer systems have been constructed to incorporate the
advantages of both analog and digital computers. The analog components can
be used to sense or control measurable entities. On the other hand, the more
versatile digital system is used to satisfy the requirements for computation and
analysis.

Operation of Digital Computers

As the name implies, the digital computer operates with discrete entities or digits.
As a result, the degree of accuracy with which it operates is directly proportional to
the size of the registers it uses in performing the required operations. For example, a
digital computer whose registers are capable of holding eight digits is more accurate
than a machine whose registers will accommodate only four digits.

While an analog computer operates through a continuum, the digital computer
operates through a series of discrete steps. In fact, the digital computer must be ex-
plicitly instructed to execute each step required for the solution of a problem, no
matter how trivial the step may seem to be. For this reason, the programs or sets of
instructions required by the machine before it will perform a task can become very
long and complex. Hence, the time required to prepare a program may be quite con-
siderable, and it becomes extremely difficult to change long programs once they
have been written.

MAN-MACHINE COMMUNICATION

In order to minimize the time required to prepare and verify the accuracy
of digital computer programs, a series of "problem-oriented" languages have
been developed. These languages are structured so that they closely resemble
the notation used in the statement and solution of particular classes of prob-
lems. Thus, the solution of mathematical problems is often programmed in the
FORTRAN (Formula Translation) language using a notation very similar to
common algebra. On the other hand, COBOL (Common Business Oriented
Language), a language used in the solution of management data processing
problems is structured in a form that closely resembles the format of instruc-
tions as they might appear in a formal office operating procedure.

Supplementing the "problem-oriented" languages that have simplified signifi-
cantly the process of writing computer programs, are the libraries of general
purpose programs that have been prepared and made available to all users at
a particular installation. Thus, it is often not necessary for an individual to take
the time and effort required to write a unique program to solve a specific
problem. Further, it is not always necessary that he become familiar with one
or more programming languages in order to obtain the benefit of computerized
computational support.

To take advantage of the library programs, the user fir5t selects from a cata-
log a general purpose program that will perform the operations he requires.

* Problem-oriented languageA source language oriented to the description of a particular class of
problems.
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If a suitable routine is found, he has only to put his data in the form speci-
fied and submit the entire package for processinq

If no program is found in the catalog that meets exactly the needs of the user,
he may select one that could be modified with relative ease to perform the
required tasks. While this course of action may save considerable time and
effort in those cases where major modifications are not needed, two potential
areas of difficulty must be recognized. First, in order to be able to attempt
modification of an existing program, the user himself should be an experienced
programmer. Secondly, it may take more time to modify a complex program
than it does to write a new one.

Note that users can benefit froni work done at a number of computer in-
stallations through the program exchange organizations that have been estab-
lished by users of particular types of computers. Such organizations make avail-
able large numbers of general purpose programs, and indexes of available
routines should bc checked by all users before beginning the development of new
program packages.

Thus, the problem of language in man-machine communication has, to some
extent, been solved. In many cases, library programs are available. Should it
be necessary to develop a program or sct of programs for a particular applica-
tion, the availability of "problem-oriented" languages greatly simplifies the tasks
of preparation and check-out.

In addition to the "language barrier" that exists between man and machine
mentioned in the preceding paragraphs, there is a basic incompatibility in the
communications media used by each. Mei: understand written and oral symbols
and sounds that may vary in structure to a great extent and still be intelligible.
Written script, for example, is usually understandable in spite of ths, fact that
handwriting varies greatly from ono individual to another. Similarly, peCtple can
speak and be understood, although p.ccent and idiomatic structure vary greatly
from one geographic area to another.

The case with computers, however, is much different. Inputs to machines
at this point in time must be highly structured. The media used (such as the
punched card) may not be easily interpreted by man. As a result, a significant
problem exists in translating material into a maenine-processable form.

Progress is being made in overcoming these difficulties. Optical scanners ca.

pable of reading typewritten material are operational, and some progress is
being made in the machine recognition of script. Photo analysis and interpreta-
tion using digitized optical inputs also are being developed. Further, research
and development in the areas of machine processable audio inputs and ma-
chine generated audio responses is also in progress.

To facilitate the input of information to computers, keytape and similar de-
vices are replacing, to a degree, keypunches. Also, specialized terminal devices
which sense card or key input are being installed to gather data at the point of
origin. High-speed output through cathode-ray tube displays is coming into use.
Also, devices that will generate at a very high speed images on photographic
film for later viewing are under development and should soon be readily avail-
able.
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While it is not yet possible to carry on a conversation with a computer as one
would with another human being, work leading toward such a development has
shown progress. It is not beyond the realm of possibility that such conversa-
tions will be a reality in the future.

DIGITAL COMPUTER CONTROL

The high spL,.T1 at which the modern digital computer operates makes it
impossible to exert manual control over the details of operation. The control
problem is complicated further by the fact that some components of the machine
operate at speeds a thousand or more times greater than others. For example,
the computer may be able to retrieve information from a high speed storage
unit in about a millionth of a second, but it takes a printer more than a hun-
dredth of a second to transfer the information to paper, a speed differential
of ten thousand times. Lastly, because of the cost of modern digital computers
and the existing demands being made upon available time, it is important to
have a control system that will insure maximum utilization of the available
equipment.

The Role of the Monitor

In order to effect the required control, computer programs have been written
to supervise or monitor the operations of the machine. The monitor serves: (I)
to bring user programs into the machine for processing; (2) to insure that all
of the programs from the system's library required by the user's program are
made available at the appropriate time; (3) to turn control of the machine
over to the user's program to perform the required tasks; (4) to make avail-
able to the user's program those auxiliary devices such as tape drives and line-
printers required during execution; and (5) to transfer control of the machine
to the next user's program when a +ask has been completed. The monitor also
provides the operators with the information they need to manage the computer
system efficiently. Thus, the monitor is actually an automated operator for the
computer, and it controls the machine so that little, if any, human interven-
tion is required.

BATCH PROCESSING OPERATIONS

In general, computer systems may be identified as operating in either a

"batch-processing"* or a "time-sharing"** environment. Within each of these
classes operations may be geared either to provide a "real-time" response to re-
quests for computer service, or a considerable lapse of time may be permitted
between the time a job is submitted for processing on a computer system and the
time that the output is returned to the user.

* Batch processingA techniqut by which items to be processed must be coded and collected into groups
prior to processing.

Time sharingThe apportionment of intervals of time availabiBty of various items of equipment to
complete the performance of several tasks by interlacing.

9-5



The Monitor and the "Batch-Processing" Environment

When a digital computer is operated in the batch-processing mode, the need
for a monitor is minimal. In fact. under some conditions, it is possible to
operate a bateh-prucessing computer system with a reasonable degree of effi-
ciency without the use of a monitor program to provide automatic control. How-
ever, the installation of a monitor will almost always improve the efficiency of
computcr operations.

Within the b, 'eh processing mode, the monitor may have little to do except
provide the libraty and system programs that a particular job requires and to
take care of the "housekeepine chores after the job has been completed. For
example, if a programmer submits a FORTRAN program for compilation and
execution, the monitor must, after sensing thai a job is to be processed, call in
the FORTRAN compiler and give it control of the machine. Once the process
of translating the FORTRAN program to machine language has been r,;com-
plished and the compiler has obtained from the system library those programs
and subprograms that are required, the monitor transfers control to the compiled
FORTRAN program, and execution takes place. Then, when the program ha.,
run its course, control of the computer is again transferred to the monitor, and
it begins thc cycle for the next job that must bc processed.

Many monitors have under their direct control several subsystems and/or
compilers. Thus, thc systems monitor must sense which of the several sub-
systems must be given control of the computer in order to satisfy each re-
quirement and, in addition, set up the instructions sequence to regain control
from the subsystem once a job has been completed. The hierarchy of sub-
systems operating under a given monitor may be several layers deep. For
example, the overall operating system may have under it a monitor that gen-
erates reports and another that supervises the various compilers that may be
operating on the machine. Then, under control of the latter, one may find
FORTRAN and COBOL compilers and an assembly language processor.

Monitors operating in a batch processing mode should also have some means
of recovering from machine or program errors without requiring intervention by
a human operator. In this way the continuity of operation is preserved, and a
minimum time is lost because of failures. Unfortunately, monitors do not re-
cover automatically from all failures. As a result, the need for operator inter-
vention has not been eliminated completely.

The more sophisticated batch-processing systems may be designed to store
operational programs in the systems library and to recall them as needed for
data processing. In this case, the operating system must be able to obtain the
required programs from the library, give them control of the computer, and
regain control once the job has been completed. Operating systems of this
type also must be able to add programs to the library, delete those that are no
longer needed, and make changes to stored programs as they are required.
Lastly, the most effective operating system would adjust the position of pro-
grams stored in the library so that those that are most frequently used are the
most accessible.
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"Real-Time" Batch-Processing Operations

During many phases of space operations, command and control are better
handled by computers than men because of the requirement for rapid reduction
of data and a short response time. In this environment, the computers per-
forming the command and control function must receive data from one or more
sources, analyze it, and output the results in the form of a command to a vehicle
or of an information display to a human flight controller. When operating in
this mode, the computer is said to be operating in "real time."

A batch-processing computer operating to satisfy a "real-time" requirement
is dedicated to the processing of a single program during the period when it is
pedal ming the command and control function. However, the program may be
written so that it senses and processes data from several sources, and then it
produces output through several channels that are used by both ground support
and airborne systems. The "program" in this case would actually be segmented
to form a system of related routines that are processed on an "as required"
basis under the control of a supervisory routine that guides the overall opera-
tion of the machine. Nevertheless, only one program or program segment would
be operational on the computer at any one time. Therefore, a system operating
in this environment may be identified as a "real-time, batch-processing" system.

TIME-SHARING COMPUTER OPERATIONS

As mentioned previously, the various electro-mechanical .jces of a com-
puter operate at least one thousand times more slowly th1...1 Lne central processor
and the high speed storage unit. In the batch-processing mode, the entire
computer must remain idle for a period of time after a command has been
given to an electro-mechanical device, such as a printer, while that action is
completed. During this period, a tenth of a second or more, the computer could
be performing several thousand computational operations. Thus, when a program
requires substantial time for input and output operations, a majority of the total
time the central processor is available to perform computation may be spent
waiting for mechanical operations to be completed. Any technique that would
permit the central processing unit to perform some other tuk while waiting for
a mechanical operation to be completed would increase effectively the utilization
of the computer system.

In practical operation, the techtliqth used is computer "time sharing." With
this technique, two or more programs are actually in an operational status at
the same time. Control of the computer is transferred from one program to
another on the basis of predefined criteria. Thus, when one of the programs
requires that a line be printed, the command to the printer is given, and control
of the central processor is transferred to another program. Execution of the
latter program is resumed at the point where it was last interrupted; it is then
permitted to continue for a predetermined period, or until it too requires that
an input or output operation be performed. Although only one program at a time

Real timePertaining to the performance of a compitation during a related physical process to obtain
results needed to guide that process.
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is actually being processed, the central processing unit is being kept active.
Therefore, the capability of the machine is more fully utilized when it operates
on a "time-sharing" basis.

Because there is an overhead of computer "housekeeping" in "time sharing"
when control is transferred from one program to another, this mode of opera-
tion is not suitable for processing programs that require a great deal of com-
putation and few input or output operations. Thus, if the machine is being
shared by a computationally oriented program with nine others regardless of
type, it will receive only about one tenth of the available computer time. Under
these conditions a program that would take one hour if allowed to run to
compktion would require ten or more hours on a "time-shared" system.

"Time sharing," therefore, is not the universal cure for all computing prob-
lems. Where there is significant input and output operation or interaction with
a slowly responding environment, "time-sharing" can increase significantly the
efficiency of central processor utilization. On the other hand, where thew must
be a great deal of computation accompanied by few input or output operations,
the batch-processing mode is preferable.

Operation of the "Time-Sharing" Monitor

Unlike the batch-processing operation, "time sharing" requires a suitable moni-
tor to supervise the computer through program control. It would be virtually
impossible for a human being to perform the monitor tasks because of the
required reaction speed.

Not only must the "time-sharing" monitor perform all of the batch-processing
monitor tasks, but also is must do much more. First, it must be designed to
distributc thc available work load so that all of the existing computational re-
quirements are met. Second, the monitor must be able to perform all of the
"housekeeping" operations of transferring control of the machine from one
program to another. Third, since there is no way that the programmer can
identify the physical units required by his program and be sure he is not in
conflict with another sL 'ltaneous user, the monitor must handle the assignment
of input/output and auxiliary storage devices. Last, the monitor has to check
on the physical status of the computer and insure that no program interferes
with another. This latter feature is not required of the monitors of some of the
newer machines because they have been designed to perform these functions
automatically.

Time Sharing in Support of Space Operations

"Time-sharing" computer systems are, by their very nature, not particularly
sensitive to the rate of input or output. They can accept both high rate teleme-
try data or very slow rate manual teletype data without necessarily degrading
the system performance. Hence, machines operating in a "time-sharing" mode
are particularly suitable for operations that require interaction between the
computer and man, or the computer and devices requiring only intermittent
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service. Such operation can produce limited information rapidly, eliminating
the need for the receiver to have at its disposal large amounts of data for
which there may be no requirement.

RELIABILITY OF COMPUTER OPERATIONS

Because of the critical role computers often play in support of space opera-
tions, it is essential that every precaution be taken to insure that they operate
reliably. If this is not done, the result could again be, as it has in the past,
the complete failure of a mission with the attendant financial loss and slippage
in the program of which the mission was a part.

Two types of failure must be prevented: mechanical failure of the machine
and program error. The former must be compensated for at the time of oc-
currence; and the probability of failure may be reduced by an aggressive sched-
ule of preventive maintenance. Program error is the result of human error.
It may develop from failure to build the computer program to account for an
event which occurs during the mission, resulting in partial or total failure. An-
other possibility for error may occur even if all contingencies have been allowed
for. In such a casc, check-out of the program with available test data may not
have been carried out deeply enough to cause failure during the test phase.
Finally, the programs themselves must be carefully loaded on the machine and
properly initialized.

Testing of computer programs which deal with space flights is critical. Many
different events can take place during a space flight, some of which are vir-
tually unpredictable. The computer engineer must try to plan for these con-
tingencies when he designs the testing procedure. In addition, the programs
must check themselves and then either recover from error automatically or ini-
tiate a signal which lets flight controllers know that something is wrong.

Mechanical Failure of Computer Systems

Mechanical failure of a computer is somewhat easier to deal with once a pro-
cedure to detect errors has been established. So long as failure is obvious to
the operators of the system, corrective action can be taken. However, there
are times when mechanical failure is extremely difficult to detect by inspection of
the output of the machine or through monitoring of the operator's console. Yet,
these small errors can be disastrous in terms of mission accomplishment.

Detection of machine failure can be facilitated by operatng two or more
identical computer systems in parallel. Each system receives identical inputs but
is completely independent of the others in operation. Discrepancies in the out-
puts of two systems can be detected quickly, and steps can be taken to identify
the machine that has failed. Fortunately, many mechanical failures are recog-
nized easily by human controllers. The faulty machine can then be removed
from service. In cases where the discrepancy in output between two machines
is a relatively small one, predefined test procedures must be used to identify
and correct the cause of failure. Once the source of the error has been identi-
fied, the computer which is operating properly is given control of the mission
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while the other is shut down, repaired, and returned to function as a backup
in case of further failure. The benefits of this type of operation were realized
during the reentry phase of the Glenn flight in the Mercury program.

The stress resulting from long periods of operation without maintenance may
cause mechanical failure of computers. Hence, time for prtdventive maintenance
must be allowed in the operating schedule. The only way in which this can be ac-
complished while maintaining an independent parallel backup is to have independent
systems available to satisfy each requirement for mission support. In this arrange-
ment, one machine is active, a second is providing backup through independent par-
allel operations, and others are undergoing preventive maintenance or providing nor-
mal batch processing support. Three IBM 7094 systems were used in this way to
support the fourteen-day Gemini mission. Five IBM 360/75 systems are used to
support Apollo.

DATA COMMUNICATION

One of the keys to the success of the space program is the integration of data
streams gathered from widely separated tracking stations and from vehicles in flight
into an organized information flow to be used in mission command and control. The
data communications system capable of satisfying this requirement must have high
capacity for rapid and reliable data transmission, and be able to format and channel

this data to ob i. in the desired organization.
Thus, advances in data communications technology have contributed materially to

the progress of space programs. When the Mercury program began, instantaneous
transmission of data over short distances was not reliable. Further, it was not con-
sidered possible to transmit data reliably from tracking stations in Australia to God-
dard Space Flight Center, Greenbelt, Maryland, in less than two hours. Presently,
with advances that have occurred in communications technology, it is possible to or-
ganize and transmit data feliably at a high rate (hundreds of thousands of bits per
second) over long distances. In the Apollo system data is formatted and channeled

by three Univac 494 computers.

Data Transmission for Command and Control

The data transmission problem can be divided into two major categories.
The first of these is the transmission of data to and from vehicles in space for
the purpose of command and control. This must be done both quickly and
efficiently. Further, it may be necessary not only to communicate directly with
the vehicle and process the data rapidly, but also to assemble the various data
streams at a central location for integrated processing and retransmittal. Thus,
a significant amount of surface-to-surface data communications, in addition to
surface-to-vehicle data communications, may be involved.

Further, the results of processing may have to be transmitted over a sub-
stantial distance from the computer installation to a tracking station that is in posi-
tion to communicate with the vehicle. Again, the capability to transmit at high
speed over substantial distances may be required.
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Recording of Experimental Data for Later Processing

The second data transmission problem is that of receiving information from
a s chicle for pro;:essing at a later time. In this case, the problem is somewhat
simpler than the command and control problem because the data need only be
recorded on site rather than being retransmitted immediately to a centralized

computer for "real-time" processing. Thus, the data communications problem
is confined to transfer between the vehicle and the surface and to recording
the data in a form suitable for processing and analysis at a later date.

SELECTIVITY IN THE RECORDING 01' EXPERIMENTAL DATA.SinCe the volume
of data gathered by vehicles and transmitted to ground stations can become very
large, the question of selectivity of recording must be considered. For example, if
unchanging voltmeter readings are transmitted to the surface continuously, much
virtually useless data has been recorded. However, if only significant changes in
readings are recorded, the information available for later analysis would be of
greater significance. Thus, computers used to receive and record data may be used
to perform preliminary edits that would eliminate much processing at a later date
and yet provide researchers with a significant record of vehicle operation.

COMPUTERS IN SUPPORT OF SPACE OPERATIONS

Because of their versatility, digital computers operate in support of virtually
every aspect of space programs from the basic design of boosters and payloads
to the reduction and analysis of the data after mission completion. Computers
function to schedule experiments for various vehicles, to keep managers and

technicians informed of the latest status of a vehicle as it moves along the
production line, and to position vehicles to a desired attitude and trajectory.

One system, for example, uses a "time-shared" computer to give the engineers
and technicians access to the latest data on vehicles at various stages of pro-
duction. Using this data, it is possible to recompute the expected performance
figures after modifications to the original plan have been made and to decide
what further design changes will be required. The data base is carefully con-
trolled by the project office, and only approved changes are permitted. Yet, all
personnel with access to the system can manipulate the data base in any way
they wish so long as no permanent changes arc made in its structure.

Computers in Acfive Support of Flight Operations

Digital computers perform several important functions during prelaunch and
launch activities. They are used to monitor the status of the vehicle as well
as that of the tracking network. They operate during the launch phase to con-
trol the flight of the vehicle to injection into an orbit or a deep space tra-
jectory. If an abort is necessary, the procedures are controlled by the computer.

Computers also calculate the deorbit point and time for the reentry maneuver.
Insofar as possible, they arc used in monitoring the letdown sequence.

On-Board Computer Systems

The Apollo vehicle has an on-board digital computer which is used for flight

control and navigation. Data may be entered into this system through a key-
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board on the console, and readouts are presented in the form of digital displays.
Benefits of these systems to this program have been widespread. During Gem-
ini, the on-board system on one of the vehicles was used to override the ground
support system during reentry.

SUMMARY

This chapter has present( d some of the fundamentals of computer operations
and the way computers function in support of the space program. Like other
more publicized subsystems, we would not have a national space program without
the availability of a high-speed and accurate computer capability.
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CHAPTER 10

RELIABILITY OF SPACE SYSTEMS

Pr HE DEVELOPMENT of the digital computer has made possible a high degree

-IL of accuracy in computations for space research and engineering and has in-

creased o era efficiency. In the operation of any space system, accuracy and effi-

ciency are paramount. The same is true for any ballistic missile system. Since these

systems are all very expensive, operational failure is extremely costly. In addition,

the success of the system is nearly always very important not only to the Air Force

but also to the nation as a whole. Each space shot carries with it the prestige of the

United States, and the very survival of the free world may rest upon the reliability of

missile systems.
The advent of missiles and space systems has outmoded the philosophy of "fly

and fix." Good systems must operate when fired; "holds" and mission aborts must

be kept to a minimum. To accomplish this end, both manufacturers and operators of

space systems must pay more attention than ever before to the reliability of the sys-

tem as a whole. This requirement poses two critical problems: First, how can relia-

bility be measured? Second, how can it be increased? Both of these problems are

discussed in this chapter, but, as a prelude to their discussion, it is necessary to study

the subject of probability, at least in its simplest form. Realibility is a term meaning

the probability that equipment will perform a required function under specified con-

ditions, without failure, for a specified period of time. Notice that reliability is a

probability. It is a probability related to a system under specified conditions and for

a specified time.

PROBABILITY

The probability that a given event will occur is defined as the number of ways in

which the event can occur, divided by the number of ways in which the event can

occur, plus the number of ways in which the event can fail to occur.

If N is the number of ways in which a given event, A, can occur and Nf is the

number of ways in which the event can fail to occur, then the probability of occur-

rence of the event is:

P(A) = N,J(N + Nf)

The probability of the event not occurring is:

P(not A) = Nf/N,, + Nf)
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It is obvious from the d :finition of probability that values of probability range
from 0 to I. A 0 probability represents an impossibility, whereas a probability of 1
represents an absolute certainty.

Another important relationship can be found from the definition of probability by
adding equations (1) and (2) as follows:

P(A) + P(not A) = 1 (3)

Two conditions must be met, however, before the three equations given above
may 1)e used: (1) The number of possible outcomes in a particular event must be
known. (2) The possible outcomes which are favorable (or unfavorable) to the
event must be known.

Probability can be illustrated by rolling a pair of unbiased dice. For example,
what is the probability of obtaining a 7 in one roll? To answer this question, con-
sider one roll as an event and then count the number of ways that the event can re-
sult in rolling a '1. The possible ways to succeed, then, are to obtain the following
combinations: 1 and 6, 2 and 5, 4 and 3, 3 and 4, 5 and 2, and 6 and 1; that is,
there are six ways of succeeding. The total number of ways that the event can occur
is 36, and the number of ways in which the event can occur and fail is 30. There-
fore:

P

Pf =

6 6 1

Ns + Nf

N.

6 + 30

30

36

30

6

5
N, 1If 6 + 30 36 6

In situations dealing with a limited number of items, such as dice, cards and coins,
it is relatively simple to count the possible events and meet the above conditions. In
many instances, however, the number of possible outcomes is too great to count, or
the final result will depend upon the favorable or unfavorable outcomes of more
than one event. In cases such as these, other equations and theorems must be used to
calculate probabilities.

Mutually Exclusive Events

Two or more events are said to be mutually exclusive if one and only one event
can occur at one time. In a mutually exclusive sequence, the probability that either
one or another of the events will occur is equal to the sum of the probabilities of oc-
currence of the individual events. A mathematical statement of this rule can be made
as follows:

P(A or B) = P(A) P(B) (4)

This equation can be extended to include any number of mutually exclusive
events. The application of this rule can best be shown by a simple problem.

Consider a box containing 1 white ball, 1 red ball, and 3 black balls. What is the
probability of drawing a red or white ball in one draw? Successful accomplishment
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of the endeavor can be effccted in two ways: drawing a red ball or drawing a white

ball, only one of which can be drawn on any one trial. This is a case of mutuaay ex-

clusive events; consequently, the probability is the sum of the probabilities of draw-

1.1g a red ball and drawing a white ball.

From equation (1), these are 1 /5 in each case. Therefore the probability of

drawing either a red ball or a white ball is by equation (4):

P(red or white) = 1/5 + 1/5 = 2/5

The probability of drawing a black ball can be found as follows:

P(red or white) + P(black) 1

P(black) = 1 2/5 = 3/5

Contingent Probabilities

Suppose the undertaking is some large endeavor consisting of a number of sepa-

rate events. If success or failure of the endeavor depends upon success or failure of

each of the events in the endeavor, the probability of the endeavor is contingent

upon the probability of the events. If this is the case, the probabilities for each of the

events are combined by multiplying them, not by adding them. The probability of

success or failure for the endeavor is obtained by multiplying the probabilities of

success or failure for each of the events in the endeavor. Suppose the endeavor is to

launch a Saturn booster. Success or failure in this endeavor is contingent upon the
success or failure of a very large number of events, but the example will be simpli-

fied by discussing success of first stage performance. If the probability of success in

fueling is .9 and the probability of successful ignition is .8, what is the probability of

success in the endeavor? Since success in the endeavor is contingent upon success in

both events, the answer is computed by multiplying the probabilities of success for
the two events. Thus, probability of a successful launch is equal to .9 times .8 or .72.

Sometimes, success in an endeavor may be contingent upon failure in one or more

of the component events. For example, to succeed in getting from the base to the
bomb release line, an aircrew must fail to abort, fail to be shot down, and fail to
make a gross navigational error. In some cases, success in the endeavor is contingent

upon success in some events and failure in other events.

Events may be furthcr classified as being either independent or dependent. Inde-
pendent events are those in which the outcome of one event does not affect the out-

come of any other event in the endeavor. Dependent events are those in which the
outcome of one event docs influence the outcome of other events in the endeavor.

EXAMPLE I---CONTINGENT INDEPENDENT (successful occurrence).What is the
probability of drawing 2 black balls from a box containing 3 black balls and 2 white

balls, if two draws are made and the ball drawn is replaced prior to the second
draw? In this instance, the endeavor consists of two events, and the successful out-
come of the endeavor is contingent upon being successful in each event, that is, in
drawing a black ball each time. The events are independent in that the first draw will
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not affect the second draw, since the ball will be replaced. The probability of drawing
2 black balls is the product of the probabilities of drawing a black ball each time.
The probability of drawing a black ball is 3/5 in each instance. Therefore:

P(2 black) = P(black) X P(black)
= 3/5 X 3/5
= 9/25 or 36%

EXAMPLE II-CONTINGENT DEPENDENT ( successful occurrence).What is the
probability of drawing 2 black balls from the box if the first ball drawn is not re-
turned to the box? This problem is similar to example I except that the eve., .s are
dependent, since the probability on the second draw is dependent on the outcome of
the first draw. The probability of getting a black ball on the second draw is either 34

or 1/2, depending on whether or not a black ball was drawn ihe first time. The prob-
ability of drawing a black ball the first time is 3/5. If the first ball is black, then the
probability that the second ball will be black is 1/2. The probability that both balls
will be black is the product of these two probabilities:

P(black then black) = 3/5 X 1/2
= 3/10 or 30%

Thus far, the examples have been such that the successful occurrence of an en-
deavor was contingent on the successful occurrence of the separate events. There are
also endeavors in which the nonoccurrence, or failure, of an endeavor is contingent
on the nonoccurrence, or failure, of the separate events. The following example will
illustrate this.

EXAMPLE III-CONTINGENT DEPENDENT ( success and failure).What is the
probability of drawing at least 1 black ball in two draws if the first ball drawn is not
returned to the container? To draw at least 1 black ball one need not draw a black
ball on each attempt. Rather, not drawing at least 1 black ball in the endeavor is
contingent on not drawing a black ball on each attempt. Since the first ball is not re-
placed, the events are dependent. The problem can be solved as follows:

P(no black then no black) = P(no black) X P (no black)

= 2/5 X 1/4
= 1/10 or 10%

If the probability of not getting a black ball is 1/10, then the probability of ob-
taining at least 1 black ball is 1 minus 1/10 = 9/10.

EXAMPLE IV-CONTINGENT INDEPENDENT (success and failure).What is the
probability of drawing at least 1 black ball from the container in two draws if the
first ball drawn is returned to the container? This example is similar to example HI
except that the events are now independent, since the first draw does not influence
the second draw. For simplicity, success may be defined as the act of obtaining a
black ball. Failure, then, is the inability to obtain a black ball and is denoted by Pf.
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P(no black, no black) = Pr X Pf
1 2

P(no black. no black) = 2/5 X 2/5

P(no bhck. no black) = 4 /25 or 16%

P(at least one black) = 1 .16

= .84 or 84%

The above equations can be combined as follows:

P(at least one black) = 1 P (no black, no black)

= 1 (131 X 131
1 2

Since P1 equals 131, this can be written as:
1 2

P(at least one black) = 1 (PO 2

And for the general case, the equation is written as:

P(at least one A) = 1 P(no A)" (5)

Equation (5) gives the probability of at least one occurrence in a series of n re-

peated trials. The above equation can be used to calculate the number of trials nec-

essary to achieve a given probability of at least one occurrence. In space systems, as

explained later, it can bc used to calculate the reliability of redundant systems.

EXAMPLE VMINIMUM PROBABILITY.--Flow many draws must be made from a

container of 3 black balls and 2 white balls to have a minimum probability of 90%

of obtaining at least 1 black ball? The probiem can be solved by using equation (5).

P (at least one black) =
.90 =

1 + .90 =
.10 =

n -=

1 P(no black)"

1 (.4)n

(.4)n

(.4)n

2.51

Therefore, it would take three draws to have a minimum probability of 90% of

drawing at least 1 black ball.

A Guide for the Solution of Probability Problems

Step 1. Define "success" for the problem under consideration.

Step 2. Does success in the endeavor depend upon the outcome of a series of

even;s?

a. If "no," compute the single probability and the problem is solved.

b. If "yes," go to Step 3.
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Step 3. Are these events mutually exclusive? Does being successful in one way rule
out being successful in any other way?

a. If "yes," determine the probabilities of success for the several mutually exclu-
sive events that may happen. The sum of the probabilities of success of the several
events equals the probability of success in the endeavor, and the problem is solved.

b. If "no," go to Step 4.

Step 4. Does success in the endeavor require success in each event?

a. If "yes," determine the probability of success in each event. The product of the
probabilities of success in each event is equal to the probability of success in the en-
deavor, and the problem is solved.

b. If "no," go to Step 5.

Step 5. Does success in the endeavor require "nonsuccess" in each event?

a. If "yes," determine the probability of failure in each event. The product of the
probabilities of failure in each event is equal to the probability of success in the en-
deavor, and the problem is solved

b. If "no," go to Step 6.

Step 6. Does success in the endeavor require success in some of the events and
failure in others?

a. If "yes," determine the probabilities of success for those events where success
in the endeavor depends upon success in the events; determine the probabilities of
failure for those events where success in the endeavor depends upon failure in the
events. The product of these probabilities is the probability of success in the en-
deavor, and the problem is solved.

b. If "no," then failure in the endeavor must be contingent upon failurz in each
of the events. It is then necessary to determine the probability of failure in each
event. The product of the probabilities of failure in the events is equal to the proba-
bility of failure in the endeavor. The corresponding probability of success can be
found by using the following formula:

Ps = 1 Pf

(Where Ps = Probability of success in the endeavor

and Pf = Probability of failure in the endeavor.)

RELIABILITY

Suppose a booster for a spacecraft is fueled and checked, and the countdown is
complete. All systems are "go." Will the booster and its spacecraft actually perform
their mission without failure for the specified period of time? Actual experience
shows that, under these conditions, some do, and some do not. However, before the
actual launch, the directors of a project want a good estimate of the chances of suc-
cess, or of the reliability of the system.
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Suppose a booster is in the process of design, development. and production. With

the thousands of component parts that must be assemblee into an operating system,

some mistakes inevitably -vill be made both in design and in the process of produc-

tion to meet the design sp'cifications. What can be done to measure the reliability of

a design and of the component parts that enter into the finished product? Reliability,

which is a word that is becoming more and more associated with both space systems

and missile systems, is a probability idea. As stated earlier, it is the probability that a

system will perform a required function under specified conditions, without failure,

for a specified period of time. This idea can be applied to a complex system consist-

ing of a multistage booster, a spacecraft with more than one stage, and a recovery
system; it can be applied to one stage of a system; or it can even be applied to one
component part, such as a transistor or a valve.

Calculating the Reliability of a System from the Reliability of its Parts

Even though a system may have as many as 30.000 parts, assume a simple system

consisting of 10 parts for purposes of illustration. Also, assume that the reliability of

each part has been measured and found to be .90. If the system is to operate, each

of the parts must operate; therefore, the probabilities of success are contingent.

What is the reliability of this simple system? Clearly it is (.90)10 = .35.

At first glance, .90 seems like a rather good reliability. But if the reliability is no

greater, even a 10-component system becomes much too unreliable. A 30,000-com-
ponent system would have a reliability so low as to be ridiculous. What can be done?

First, the component parts of a system must have reliabilities much higher than .90.

Assume a 10-component system in which each part has a reliability of .99. Now
the reliability of the simple system is (.99) h" = .905. Suppose the reliability of the
parts is .999. Now the reliability of the 10-pal t system becomes (.999)1" = .991.

Now think of a system with 10,000 parts. One important con', v;ion from the sim-

ple example is immediately apparent. If reliability in a real system z J be something
like .90, the reliability of the parts must be very high indeed. \ `; of the parts must
be designed and tested, redesigned and retested, until their eliability approaches

100% . In a recent symposium on reliability, engineers talked about the reliability of

parts in the order of .9999 and higher.

METHODS FOR MEASURING.Reliability of equipment is sometimes computed by
first measuring the failure rate. For example, a part for a booster might be tested by
selecting a number of the parts at random and starting them to operate under condi-
tions which approximated the actual conditions of expected operation as closely as
possible. Suppose that, on the average, one part failed each 100 hours of operation.
Then, the failure rate, f, would be 0.01 per hour.

Another, and more common, procedure is to measure the mean time before fail-

ure (MTBF) and, from this, calculate the failure rate. For example, suppose the
first part failed to operate after 40 hours, then more and more of the parts began to
fail, but the last sample did not fail until 300 hours had passed. From this, the mean,
or average, time of operation before failure can easily be calculated. Suppose it is

100 hours. Then f 1 1 = .01 per hour.
MTBF 100 hours
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If the failure rate and the desired operating time of the part are known, the proba-
bility that each part will operate for this time can be calculated by using the for-
mula: P. = e- ft (where P. is reliability. f is failure nite and t is time of desired
operation). For example, if a piecc of equipment had a failure rate of 0.001 per
hour and was expected to operate for 10 hours, its reliability would be:

e- (o.oni)(10) = e-.01 0.99.

ADVANTAGES AND DISADVANTAGES OF THE PROCEDURE.The procedure outlined
above and numerous modifications of it are widely used by industrial firms. It has
many advantages. In the first place, it enables the engineers to identify parts which
have a reliability that is too low. Thcy can thcn redesign the part and test it again
and, through repetition of thc procedure, improve the product. Further, it is not too
complicated a procedure. It involves only careful testing and some calculation. Are
the results, however, truly valid for testing the reliability of a complex system? Can
this be done by testing individual components and calculating contingent probabili-
ties?

The question focuses attention on some of the disadvantages of the system. The
procedure assumes that thc reliability of each component used in the calculation is
constant. This may or may not be true. It is not true if the part has some minor
modification made after the reliability has been determined. The modification may
eithcr increase or decrease thc reliability. Second, it is not true after the part has
been operating so long that it is beginning to wear out. If this is the case, the reliabil-
ity will be falling, perhaps quite rapidly. Thus, thc procedure is valid only if the
parts are operating in that portion of thcir life in which thc failure rate is constant.
Next, this procedure is valid only if thc test environment exactly duplicates the oper-
ational environment. It is often very difficult to simulate the exact operating condi-
tions because one subsystem in a booster frequently affects another subsystem near
it in a manner which is difficult to prcdict. Finally, the procedure relies upon a proc-
ess of sampling. The parts tested to the point of failure are not the actual parts that
will be put in the booster or space system. But it is assumed that because the parts
tested arc a valid sample from those actually to be used, inferences from the sample
to the population from which it was drawn are valid. This may or may not be true.
However, in spite of its disadvantages, the procedure of testing the reliability of a
system by testing thc reliability of thc parts is widely used and is generally conceded
to yield conservative figures. If one must make errors in estimation, it is beiter to err
(.n the conservative side.

Improving a Low Reliability

If thc reliability of eithcr a system of a component is too low to be acceptable,
there are many things which can be done. In fact, most large manufacturing compa-
nies have a staff of engineers and statisticians whose sole job is to study the reliabil-
ity of thc company's products and recommend procedures to improve reliability.
This requirement wiihin a company is becoming more important because the Gov-
ernrnent has stated that reliability for a system be one of the design specifications in
its contracts.
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PRODUCT IMPROVEMENT THROUGH QUALITY CONTROL.-----ThC first group of reme-

dial actions can be called product improvement through quality control. For exam-
ple, in the process of manufacturing a part, a shop foreman may look at a design
and decide that if he were to make a small change, it would be easier to fabricate
and would be "just as good." When the change is adopted, the part often turns out
to be "just as good" only in the sense that it will work, but its reliability might be se-
riously degraded as a result of the change. To overcome this natural tendency of
workers and foremen to try to improve a product, when they are really not in a posi-
tion to know whether a change is an improvement or not, mvny companies forbid

any changes at levels of management beneath that of the design engineers.
Another type of quality control action consists of correcting the faulty design of a

part which tests at a low reliability. This. of course, should be the work of the design
engineer, not of the shop worker. In making the correction, the company must con-

sider the part not only as an entity but also as an integral part of a larger operation.
Sometimes a part functions with high reliability only if it is absolutely clean. Dust,

dirt, grease, hair, or other debris, even in the smallest quantity, may cause the part
to fail. Examples of such parts are valves, pumps, and litaes used to handle liquid ox-

ygen. When foreign particles seriously affect reliability, a company must often use
elaborate precautions in the manufacture and handling of the part. The room where
work is done may be held under positive atmospheric pressure so that no outside air
will seep in, and all incoming air is filtered and conditioned. At the same time, all
workers wear gloves and special clothing, and handling is done with special tools.
Special cleaning procedures are devised and rigidly enforced. Finally, packaging is
carefully controlled and inspected. In fact, the whole process is undertaken in an en-
vironment as clean and sterile as that of the hospital operating room.

Often poor reliability of a part or a subsystem is related to lack of employee dis-
cipline. It is human to become careless. It is natural to make a few mistakes. In the
manufacture of space and missile systems, mistakes and carelessness are too costly.
Most companies not only have training programs which impress upon workers the
need for good working discipline, but they also have continuing programs which en-
courage attention to detail and a sense of responsibility.

Quality control is in itself a large subject. It is described herc only briefly because
it is one of the most important methods for improving the reliability of a part, sub-
system, or system.

USE OF REDUNDANCY.--Another method of improving reliability is the use of redun-
dancy. Certain critical parts of a system may be so designed that two or more alter-
nate, or redundant, parts are provided. These parts are so combined that the system
fails only if both, all three, or all four of the parts fail. In other words, the parts are
combined in such a manner that thc system will function if at least one of the redun-
dant parts operates properly.

The calculation of reliability for a redundant portion of a system is exactly the
same as the calculation of Example IV under "Contingent Probabilities." Suppose
that all the effort of product control has been expended and still a part has a reliabil-
ity of only .90. An engineer may decide that, to improve the reliability, he will use
two such parts, combined in parallel. What is the probability that at least one of
these parts will function as planned? Clearly, success of the system is not contingent
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upon success of both parts. The probability of failure for each part is 1 .90 =
.10. The probability that both parts will fail is ( .10).2 = .01. The probability that at
least one part will operate is 1 .01 = .99. Thus by use of a two-path redundant
subsystem. the reliabilit) of the part has been improved from .90 to .99.

There are, of course, disadvantages to this plan. First, using two parts instead of
one increases weight, and, in space or missile systems, weight is of great importance.
Secondly, it increases cost. However, it is a plan that is frequently used because of
the advantage indicated. If a two-path redundant system is good, why not use a
three- or four-, or five-path redundant system? This is not usually done because the
weight and cost penalties increase with redundancy. Further, the gain follows a law
of diminishing returns. By using two parts in parallel instead of one part, the reliabil-
ity was increased by in the example given. But, by using three parts in parallel
instead of two, the reliability would be increased by only 0.9%. There may be cir-
cumstances under which a gain of 0.9% is enough to compensate for the weight and
cost penalties incurred. Thus, the decision to use redundancy and how much redun-
dancy to use is a matter of judgment on the part of the design engineer.

OPERATIONAL TESTS OF RELIABILITY.So far, reliability has been examined
from the point of view of a manufacturer engaged in the process of designing and
manufacturing a space system. There is another point of view that must be con-
sideredthat of the operational commander who has an inventory of systems and is
trying to accomplish his mission with these systems. For example, think of an officer
who has the responsibility of a number of ballistic missiles. This officer is keenly in-
terested in the problem of whether or not his ballistic missiles will operate when he
gives the order. He needs a good estimate of the reliability of the system he com-
mands.

The commander can obtain an estimate from the contractor, who in turn obtained
it by the method of testing component parts just outlined. Howevei, from the point
of view of the operational commander, there is another, and perhaps better, method
for testing reliability.

Suppose a commander has 100 ballistic missiles in his operational inventory. If he
fired them all, he would know the reliability, but he woukl have no missiles! Ob-
viously, this plan does not solve his problem because he wants to know the reliability
of his inventory bef(ye launch. He has to fire some of the missiles under conditions
which closely approximate operating conditions, and then make inferences to what
he can expect when the remainder are fired. That is, he samples his inventory, tests
his sample, and then makes inferences to the whole population from which the sam-
ple was drawn. Clearly, if his inferences are to be valid, his sample must be truly
representative of the population. One way of doing this is to select a random sample.
He arranges the inventory such that every possible sample has an equal chance of
being selected. Suppose an attempt is made to fire a sample of 20 missiles. In the fir-
ing, 10 are successes and 10 are failures. The reliability of the sample is 50%. Now,
one must make inferences front this sample to the whole population. One cannot
simply say that the reliability of the population is 50% because chance might have
decreed that thc sample had a high proportion of either good or bad missiles in it. In
another exampie, perhaps only 9 would fire In this event, the ieliability of the sam-
ple was only 45%. Or. perhaps 11 of them would succeed with the reliability of the
sample being 55%. So how can an inference be mad- from the sample to the whole
population?
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The way to make inferences has been worked out by statisticians, and their results

are summarized in the table below. To check on results from firing 20 missiles, pick

out a sample of 20 in the table. Then select from the lefthand column the number 10
as the number observed to fire successfully. At the intersection of the column and

the row is the number .31. Since the table is built for a 95 (;4 confidence level for re-
liability, this number means that if 10 missiles in the sample of 20 missiles succeed,
there would be 95% confidence in the reliability of the population of missiles being

greater than 31%. Another way to express this is to say that, if tcr, m succeed

out of a sample of 20, the odds are 19 to 1 that the true reliability is greater than
31 % .

Other tables are available for other confidence levels, even as high as 99% confid-

ence. However, the 95% table will continue to be used for illustration. Another way

of looking at the situation is that if the sampling process were repeated many times,

each time taking a sample of 20 missiles and each time using the table to make in-

ferences from the sample to the population, the result would be right 95% of the
time. There would, of course, still be a 5% chance that the inferences would be

wrong.
This procedure for estimating the reliability of a system is used by operations offi-

cers in many different situations. It has the advantage that one is inferring the relia-

bility from actual testing of the complete system, rather than from testing of compo-

nent parts. However, it has its difficulties. One difficulty is that it is very hard in
practice to obtain a truly random sample. Practical considerations dictate which mis-

siles are fired, and the statistician has to make the best of the results obtained from

such practical firings. Second, the missiles fired are not operational missiles fired by

operational crews under the stress of battle. Frequently, the missiles used are re-
search and development missiles, and they are fired by specially trained crews sup-

plied by the manufacturer. Inferences from this kind of sample to the operationally
fired population is subject to some question. Again, this method of making infer-

ences assumes that the characteristics of the population do not change after the sam-

ple is taken. This is seldom true because, if a malfunction is discovered, a fix is at-

tempted.
TABLE 1

95% Confidence Levels for Reliability, pw
Sample Size, n

Number of
Successes, S 1 2 3 4 5 6 7 8 9 10 15 20

0 0 0 0 0 0 0 0 0 0 0 0 0

1 .05 .02 .02 .01 .01 .01 .01 .01 .01 .01 0 0

2 .22 .14 .10 .08 .06 .05 .05 .04 .04 .02 .02

3 .37 .25 .19 .15 .13 .11 .1 0 .09 .06 .04

4 .47 .34 .27 .22 .19 .1 7 .15 .10 .07

5 .55 .42 .35 .30 .25 .22 .14 .10

6 .61 .49 .40 .35 .30 .19 .14

7 .65 .54 .45 .39 .24 .18

8 .69 .58 .49 .30 .22

9 .72 .61 .36 .27

10
.74 .42 .31

11
.49 .35

12
.56 .39

13
.64 .45

14
.72 .49

15
.82 .54

.60

17
.66

18
.72

19
.79

20
.86

*Bastarl nn Binomial Distribution
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One final point should be indicated. Examination of the table will reveal that for
the same confidence level, larger samples yield higher reliabilities. Therefore, the
larger the sample is, the better; but there is a practical limit to this, too. And there
certainly is a practical limit to the smallness of the sample. Clearly, it would be mis-
leading to make inferences from a sample of I to a population of missiles.

The discussion just completed has been based upon missiles. Missiles are space
systems, at least for part of their operation, and what has been said about missiles
applies to all space systems with equal validity. The reliability analysis may be ap-
plied to each of the stages of a space system, and the results combined by the laws of
probability, or it may be applied to the space system as a whole. The validity of
findings on the reliability of space systems takes on new significance when the sys-
tem is to be manned.
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CHAPTER 11

BIOASTRONAUTICS

THE BROAD scientific field of bioastronautics had its origin many years ago
in the daring adventures of men who left the surface of the earth to explore

the atmosphere surrounding the earth. Early in these attempts, man learned that

flight in the atmosphere prcsented hazards to life never before encountered.
Balloons descended with dead crew members and experimental animals, and,

later, the pilots of airplanes were found dead in the wreckage of their craft.

There were many speculations, of course, as to the causes of these tragedies, but
little was really known other than that high altitude presented a lower barometric

pressure and a corresponding reduction of oxygen and nitrogen partial pressures.
Obviously, if travel in the atmosphere was to progress, a great deal needed to be
learned about the cause and effect of the atmospheric environment. It was at this

time that the medical services and physiological and biological researchers

launched extensive investiszations to determine the characteristics of the environ-
ment and the effects of this environment on man. In their research, they relied in

part on the work of Claude Bernard, a famous physiologist, who, in 1878, wrote:

The higher animals really have two environmentsan outside environment in which
the organism is situated and the inside environment in which the tissue elements live. The
living organism does not really exist in the outside world (i.e., in the atmosphere if it
breathes) but in the liquid inside world formed by the circulating organic liquid which
surrounds and bathes all the tissue elements. The internal environment surrounding the
organs, the tissues and their elements, never varies; atmosphere changes cannot penetrate
beyond it, and it is therefore true to say that the physical conditions of environment are
unchan6ng in a higher animal. Each one is surrounded by this invariable world which is,
as it were, an atmosphere proper to itself in an ever changing world outside. Here we
have an organism which has enclosed itself in a kind of !lothouse. The perpetual changes
of external conditions cannot reach it. It is not subject to the hut is free and independent.
All the vital mechanisms, however varied they may be, have only one object, that of pre-
serving constant the conditions of life in the internal environment.

What Claude Bernard was saying was that the cell (the unit of living orga-
nisms) as found in tissues and organs (muscles, heart, lungs, liver, etc.) of higher
animals must remain in a relatively stable environment, regardless of the external
environmental changes surrounding the organism. We know that the external
environment lies outside man and includes such influences as air pressure, humid-

ity, temperature, odors, vibrations, noise, and acceleration. The internal environ-
ment consists of the conditions within the body that affect the activities of cells,
tissues, and organs. These internal conditions include such influences as body

temperature, blood oxygen, carbon dioxide in the blood, and blood chemistry in



general. Human beings can withstand moderate changes in the external environ-
ment without any deterioration in performance prhnarily because their internal
environments are kept reasonably constant by regulatory mechanisms controlled
by the central nervous system. These mechanisms provide for exchanges with the
external environment to maintain body temperature, blood chemistry, etc., within
rather narrow limits. This whole process of maintaining a relatively constant
internal environment is called homeostasis.

Changes in the external environment, however, can prove too extreme for the
regulatory mechanisms. In such cases, these mechanisms arc unable to maintain a
constant internal environment, and there results a deterioration in the performance
of thc sense organs, central nervous system, and/or muscles and glands. Of

course, when the human being is a part of thc man-machine system, the perform-
ance of the system deteriorates as well. This is essentially what the early aviation
physiologists and aviation medical personnel had to work with in thc infancy of

their endeavor. Since thcir beginning they have amassed a large volume of
information designing or outlining all of the known parameters of the external
environment and their effects on man's internal environment and his regulatory

mechanisms. Definite tolerance limits to external forces have been detailed for

physiological functions in the human.
Therefore, we now have known values or quantities of physiological functions

which can be applied to a known value or quantity of external environmental

stress. If the value of the physical stressor exceeds the ability of the body to
adjust to it, we must either reduce thc stress or provide some support to the
regulatory mechanisms of man in order for him to tolerate the stress and remain
homeosuitie.

Now that we have entered the new space age and man is attempting flight into
the hostile environment of space, wc again look to the physiological research field
for help in meeting thc stresses placed on man by travel into this new environment.
This field of study is called bioastronautics, which is the study of the physiological
and psychological problems facing man in space travel.

The problems are many hut, thanks to thc diligent research of physiologists and
medical personnel, some of thc answers to these problems in space flight were
available lon2 before man's first orbital flight. These answers were based on the
data gathered in the preceding fifty years of aviation medicine and physiological
rest_arch. Thus, although thc name bioastronautics is new, the techniques and
prlccdures used to determine man's tolerance to external stress are well known,
and space flight by man is relatively predictive and safe as a result. To under-
stand these parameters more fully, the major physiological stresses placed on man
during space flight must be scrutinized.

PHYSIOLOGICAL STRESSES

As mentioned before, changes in the external environment may at times be very
severe and too extreme for man's regulatory mechanisms. These changes cause
stress on these mechanisms which is nothing more than pushing the homeostatic
levels of man to the tolerance limits or beyond. As man ventures into space, he
is exposed to a series of stresses, each of which could prohibit manned space
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flight if no corrective measures are available. This chapter discusses, in some

detail, most of the major environmental stress parameters. how they affect man.

and how such forces are overcome that man can maint aM his buddy functions

within his homeostatic tolerance limits. In general, there are two types of en-
vironment in which changes can cause severe stressthe physical environment
and the mechanical environment. Stresses in thc physical environment arc caused

by ehanc,es in atmospheric conditions, and stresses in the mechanical environment
are caused by operation of the space vehicle. Each of these environments is

discussed separately.

1311 sical Invironinent

The earth is surrounded by an atmosphere approximately 100 miles thick.
This atmosphere provides ambient pressures. temperatures, humidity, and certain

gases required in man's normal environment. It also provides a shield which

prevents certain matter and radiant energy from reaching the earth's surface.
i\s man progresses from the surface of the earth upward th,ouQh the sea of air,

the atmospheric pressure. gas concentrations, and humidity decrease and the
tempertture varies widely. Above the atmosphere, man is no longer protected

from meteorites and various forms of radiant energy that are found in space.
These changes in the external physical environment are too extreme for man's
regulatory mechanisms and he cannot exist without a variety of protective devices.

For protection from a lack of owen and pressure, the vehicle which transports
man into space is a .ealed cabin which provides 5.5 psi environmental pressure of

100 percent oxygen. There are several advantages in using a lowered pressure of
pure oxygen. F:r.;i. it will provide the lungs with sufficient oxygen partial pressure
to assme sawration of the red blood cells (RBC's) which transport oxygen to all
living cells in the body. Secondly. the nitrogen-free atmosphere helps "wash"

nitrogen from the tissue fluids. The elimination of the nitrogen that is dissolved in
the tissue fluids is important because. if the body is exposed to an ambient pres-
sure equivalent to the pressure at 35.000 ft altitude, the dissolved nitrogen can be
released as a gas. If this released nitrogen becomes trapped in the joints, it

causes severe pain and stress Ca lled disbarism. The third advantage of using the
low pressure. pure oxygen system is that there is a 1:!rge savings in the structural
weight of the vehicle because it must he stressed only to withstand a 5.5 psi

pressure differential rather than 14.7 psi.
HEAT AND HUMIDITYMan's internal heat regulatory mechanisms tend to

keep his body at a constant temperature of about 98.6 F. Normally, thc body
loses heat constnntly through the lungs and skin. But, if a person needs to lose
more heat to maintain constant body temperature. his rmlatory mechanisms
comc into play to increase the heat loss. These mechanisms include dilation of the
blood vessels near the skin (bringing more blood near the surface of the skin)
and perspiration which increases heat loss due to evaporation. Conversely, if a
person's environment cools and he needs to conserve heat, perspiration stops and

the blood vessels constrict. In addition, if the cold becomes extreme, reflex
shivering causes the muscles to produce more heat. Normally, thermal balance
can be easily maintained by a nude body if the environmental temperature is
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70-8(' F and the relative humidity is about 45 per cent. But, in spacecraft
operation, many factors come into play. The flux of heat energy is large, and the
regulatory mechanisms employed by man R) maintain his body temperature are
inhibited. The sources of heat energy, other than from man himself, include the

electronic equipment in the vehicle, friction hvt as the vehicle leaves or reenters
the atmosphere, and heat energy from the sun which is no longer dissipated by an

atm sphere before reaching the vehicle. Because the heat sources produce a high

heat load and the man's normal heat loss mechanisms are reduced, additional
protection is required. Special suits are worn under the pressure suit to provide
circulating air or water to help dissipate the heat, and air conditioners provide
additional protection by regulating the ambient cabin temperature.

CONTAMINANTS.Contamin ants, such as carbon dioxide, methane, and others,
become a problem in space capsules due to the confined space and the sealed
characteristics of thc vehicles. All atmospheric substances must be considered to
be toxic if introduced into the body in amounts greater than sonic threshold value.
Each contaminant, therefore, must be treated individually in terms of its own
threshold value. In all cases, both concentration and the time of exposure arc
critical conditions. It is beyond the scope of this chapter to cover the maitudc of
contaminants that arc possible in a space capsule. Therefore, it is sufficient to say
that all substances normal to a space cabin environment must be kept at r.)n-toxic
levels even to the point of removing some substances entirely. More will be said
of certain substances later in this chapter.

RADIATION.The types of radiation which man will encounter in space were
discussed in thc chapter on "Space Environment." This chapter discusses the
hazards to man from the widc range of radiant energy to which man will be
exposed when he leaves his protective blanket of the earth's atmosphere. The
ultraviolet, visible, and infrared radiations found in space could cause problems
for the erewmembers if they were unprotected. However, the spacecraft, their
suits, and protective visors have virtually eliminated all hazards from these
radiations. The main hazards to life are found in the ionizing radiations and their
effect on living cells. The damage to a living cell can be explained through a
consideration of the physical changes that occur within the cell. It is known that
thc normal structure and thc electrochemical makeup of biological material can be
altered by radiant energy. This results in the breakdown of the molecular struc-
ture and/or the production of toxic substances. These changes usually arc lethal
to cells, especially if the enzymes. which are catalysts for all biological reactions,
are destroyed. If thc cell chemistry is disrupted, the cell dies. If sufficient cells
of an organ are damaged, the organ will cease to function and the man will die.
The biological effects of radiation can be summarized as follows:

1. Manner. The effects may be direct (direct damage to the nucleus of a cell) or indirect
(damage to the enzymes and chemistry of the cell ).

2. Time. The effects may be immediate or delayed depending on the manner of damage.

3. Effectiveness. The effects may be reversible or irreversible depending on the amount of
radiation and the kind of tissue involved.

4. Systems. There are three main organ-systems sensitive to radiation: thc blood system,
digestive system, and the central nervous system.
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One unit of measurement used in relating radiation effects in biological mate-
rials is the Radiation Absorbed Dose (RAD). One RAD is equivalent to the
absorption of 100 ergs of energy per gram of living tissue. The known effects of
acute whole-body radiation in RAD are showii in Figure 1.

As indicated, if a population receives approximately 225 RAD of acute, whole-
body radiation up to 50 percent of those individuals will become ill within three
hours. However, the tolerance differences between individuals is quite wide, and

DOSE ACCUMULATION RAD

ZONE
8 - 10 gm," cm 2

SHIELDING

TRAINING
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EXPLORATION

1 - 2 WKS 2 4 WKS

'I
APPLICATION
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LOW EARTH ORB'T 0 06 RAD 0 28 RAC) 0.56 RAD 1.8 RAD

ANOMALY 0 5 7 0 14.0 45.0
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10.0 10.0 10.0 10.0

NATURAL BELTS

GALACTIC BACKGROUND 0.045- 0.2 1.0 3.0

TOTAL .,-11.0 18.0 26.0 60.0

4 SOLAR FLARE 100 RAC) 100 RAD 100 RAD 100 RAD

Figure 2
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the rate or onm:t of illness can vary considerably. If the dose received is approxi-
mately 450 RAD. up to SO percent of the popuUion will die and the other half
eertainh \k ill become ill. But what kinds of doses can we expect in normal space
operations: Figure 2 giN es the expected dose Icels to man in a space vehicle
with S-l0 e,rams lem.2 shielding.

Two factors are apparent. The dose levels are rather small and thc rate of
onset of the dose levels are spread out over days. weeks, and months. Based on
this information. Col i. F. Pickering. LIS.AF. \IC. has proposed mission selection
according to exposure rates. His proposal consider: the age of the crewman, the
number of years which Ile expects to spend in the flight program, and the
provision of adequate recovery periods after each exposure. Hc assumed that
space programs would continue to use a space-qualified crewman for as long as
safety of the cm man can be assured. In this approach, an older man (35 years
and older) would be permitted on.I y one year of flight. The schedule would call
for one week of recovery for each RAD received by the crewman. In the case of
an older crewman, the radiation exposure would need to be very carefully
managed to gain maximunt usage of his flight timc through training. exploration
(space missions). and applied (routine repeated flights) phases. A high rate of
exposure during training or exploration would deny his experience for routine
applied missions. In the ease of younger men who will have three to five years of
flight available, proper management of their radiation exposure will provide a
long useful career in the exploration and applied phases of operation. Pickering
proposed that a total dose of 80 RAD distributed over the five-year career of the
younger man could be tolerated as long as a compensatory one-week recovery
time for each RAD received was provided Jter each period of exposure. This
suggested dosage still permits an additional emergency dose of 100 RAD due to a
solar flare without serious jeopardy to mission success. This seemingly large total
dosage is considerLd reasonable because the numbers of the population exposed
over the next several years wili be small and carefully observed. Thus, the added
risk due to radiation above and beyond the total risks associated with thc mission
will remain extremely small. Pickering's reasoning behind the approach is to
return flexibility to the operational mission as far as-radiation is concerned (see
Figures 3, 4, 5).

!Viechanical Environment

The problems associated with the mechanical environment includes all those
stresses placed on man as a result of the vehicle and its operation in the space
environment.

ACCELERATION.As thc rocket engines thrust the space vehicle toward orbital
velocity and as the vehicle changes velocity during reentry, a significant increase
in acceleration forces is experienced. These forces are measured in units of

gravity forces (g) with one g being equivalent to the force of gravity acting on a
body at sea level. Booster accelerations are unique for each stage and for each
type of vehicle. Thc peaks of acceleration enroute to orbit range from 3 to 8 g1s.
The reentry acceleration normally does not exceed about 8 g's. The acceleration
forces for a typical manned vehicle flight profile arc shown in Figure 6.
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Because of the effects of increased forces on the cardiovascular and the
muscular system, man must have som.! protection. The circulatory system toler-
ance varies. depending. on the manner in which the g force is applied. When the
acceleration is positive (from head to foot). an average maximum tolerance of 5
g's for very short periods of time or 2 to 3 g's over longer periods can be expected.
Negative g forces (foot to head) are less tolerable and a maximum of 2 to 3 g's is

the tolerance level. Each of these tolerances would be marginal for space flight
operations. Positive and negative g forces cause pooling of the blood in the
extremities because the heart is unable to overcome the acceleration forces and
complete the circulatory process. However, these conditions can be avoided by
properly orienting the individual in the vehicle so that the g forces are transverse
to the axis of the bodyapplied from front to back or back to front. In this
position, the g force is not acting on the long hydrostatic columns of blood that

OEM SIM Min a

Figure 7. In the spacecraft, acceleration protection for the cardiovascular system is
given by reclining in a couch so that the force is transverse. At lOg blood can reach
the head with sufficient pressure to perfuse the brain. In the upright position, the blood

will not reach the head.
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exert heavy pressures on the heart. In fact, even at high transverse accelerations,
tin: peak g load On the heart should, with proper positioning, be Only about 1 to 2

(Fig. 7).
Therefore, our present manned systems place the erewmember in a reclining

position, with the legs and head raised slightly. With the acceleration forces acting
in the transverse direction, the man can withstand about 20 g's for short periods of
time.

The arms, legs, and head also present difficult problems under high acceleration
forces. For example, the arms cannot be controlled efficiently if g forces exceed
about 4 L,Ss. The hand and fingers have tolerance levels of about 7 to 9 g's. The
astronaut's control and operation of the spacecraft would be limited or impossible

if he used conventional aircraft controls. Therefore, new controls and control
locations were devised so that the astronaut would have no difficulty operating
his vehicle under hith acceleration forces. These include side-stick controls for
pitch, roll, and yaw of the space vehicle.

VIBRATION.A man in a space vehicle during launch and the rapid flight
through successive layers of atmosphere can be exposed to rather severe vibra-
tions from the rocket motors and buffeting in thc atmosphere. Vibrations are
side to side jostling motions and up :Ind down bouncing. The man is most sensitive
to vibration frequencies of 1 to 10 cycles per second because the major internal
organs have a natural resonance frequency in this range. When the organs
become resonant with the vibrations of the space vehicle, severe pain, nausea,
headaches, and dizziness arc common symptoms. The organs begin to tear away
from the mesentery holding them in place. Therefore, the vibrations in the
frequency range of 1-10 cycles per second must be eliminated or dampened in
order to make space flight sLne for man. Under present power and flight schedules
used in manned flight, vibration problems are sufficiently controlled and produce

DO serious drawbacks to the program.

NOISE.Noise has been a problem to man for a long time, but never before has
the intensity been so great as the noise produced by space boosters. It has been
known that men working in noisy environments develop a restricted deafness in the
frequency range of the noise. It is necessary to place very rigorous protective con-
trols on workers, including the use of car plugs and car muffs. Man's maximum tol-
erance to noise is about 140-150 decibels at which level permanent damage to the
hearing mechanism will occur if exposed for only about one minute. Space boosters
produce noise levels of 145 to 175 decibels. The solution to the noise problem in-
volves using some of the natural physical conditions of space vehicles. For example,
the capsule is placed on the end of the booster away from the rocket motors and,
since distance attenuates noise, the decibel level in the capsule is reduced. Also, the
materials in thc vehicle, including the skin, structure, propellants, and oxidizers, as
well as the equipment on board the spacecraft, help attenuate the noise intensit,. Fi-
nally, the space suit, which is worn during the operation of the first stage booster,
has sound and vibration reduction materials throughout the suit and in the helmet.
These techniques have been employed successfully in the manned space programs,
and the noise level in all vehicles has been kept well within the limits of safe opera-
tion.
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"WEIGHTLESSNEss."There were many anxieties concerning the effects of
"weightlessness'' on man operating in space. These ranged from fear of falling.
Ili Iliseit, and injury to the more complex physiological considerations, such as dis-
ruption of normal biological functions. Most of these anxieties have been dispelled
as our knowledge and experience have increased. Although much has been
learned about the effects of "weightlessness" on man, we still must proceed
cautiously as we expand our capability. At the present time, we can divide the
problems posed by "weightlessness" into two categories: psychological and physi-
ological.

The psychological problems are many and varied. 'Factors such as isolation,
restraint, and confinement apparently have presented no particular problems in
our shorter flights of up to 14 days duration. However, as we anticipate longer
flights, these three factors may present some serious problems. This was em-
phasized by Col Borman on the Apollo 8 lunar orbiting mission, when hc said,
"We found several things we think need to be improved. I think that we need to
concern ourselves with proper engineering for better body waste disposal systems.
Wc have to provide showers on board. We have to have some sort of entertain-
ment, television or canned tapes. We have to look into better foods. We have to
realize that when you put a man on orbit for 60 days, or perhaps even longer,
you have to pay morc attention than we have in the past to his basic creature
comforts."

Obviously, man's psychological weaknesses arc becoming important, even on
relatively short-term flights. Hc wants basic "creature comforts" to be examined
closely. Thc isolation, restraint, and confinement factors of a space vehicle are
beginning to take thcir toll. Similar reactions generally occur when test subjects
are confined from 10 to 14 days in a small room with limited comfort facilities
and with only a work-rest schedule.

Several projects arc underway now to develop equipment designed to overcome
the deficiencies in "creature comforts." Recorded tapes and even space oriented
games are being studied to provide entertainment. Showers, consisting of plastic
bags and pressure water sprays, are being tested. More efficient ho d.. waste
disposal systems are being developed, as are new methods of preparing etizing
foods.

Another area of concern is thc sleep pattern for space flight. No doubt the
normal "physiological clocks" of the astronauts arc upset during the flight sched-
ules experienced so far. For example, in low earth orbit, the astronauts experience
approximately 15 day-night cycles in a 24-hour period. Also, when in "weight-
less" flight, thc astronauts seem to need less sleep than they do in the 1-g environ-
ment of earth. As a result, there has been considerable juggling of the work-rest
schedules in our missions to find the optimum regime. But, because all missions
vary so much, finding an optimum schedule has not Leen an easy task, and no
clearcut timetables can be made.

The psychological stresses facing man in space flight have not been too great
thus far. In the future, when flights of months and years become a reality, we
may face serious psychological barriers. Much study is necessary to insure safe
space flights for long periods of time.
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"1 here ae many physiologieal kind adaptive changes that occur when man is
exposed to a vero-g environment. In fact, this subjec is one of the most con-
troversial kind posibly the least understood area relkited to manned spaceflight.
Some feel Unit the problems involved will be the crux or the question concerning
man's abilit) to operate in the space environment. Others feel that man's kidaptive
processes are NO great that there will be no problem in placing man in the "weight-
less- environment for extremely long periods of time.

It is known that as man lives in the presence of the earth's gravitationzil field it
produces certain effects within his body. There is relative displacement of organs,
tissues, and fluids as a result of their different densities and varying orientations to
the direction of the vavitational force. If there are any physiological chanLies result-
ing from "weightlessness," thev must be the result of the apparent removal of the
gravitational force. The question is: what are the effects? Gravity is so strongly asso-
ciated with the normal human phy6)logical activities that the total effects of its re-
moval are difficult to determine. We have experienced several thousand hours of

"weightless" flight and have noted changes in several nf the organs and or.aan sys-
tems, but they have not made the environment intolerable.

Cardiovascular deconditioning is probably thc most significan, problem. We
have noted changes in blood volume, blood fluid shift, changes in the cellular
ratios, and general &conditioning of the muscles and elastic properties of the
blood vessels. These aanges occur in the first 10 to 12 hours of exposure and

are directly related to the "weightless- state of the blood and, as a result, ih
general reduction in work required to move blood hroughout the bcdy. There
seems to be no particular problem adapting to the "weightless" environment, and
it is possible that the system tends to reach a new steady state, at least in the
short flights to date. The cardiovascular changes that occur also seem to be
within the tolerance limits of a normal individual for the periods involved. The
major problem arises when the astronauts reenter the earth's atmosphere. They
will experience high deceleration forces and rapid return to the normal force of
gravity on the cardiovascular system. It is possible they may experience ortho-
static intolerance and other related stresses until the cardiovascular system can
readapt to the gravity environment.

Muscle deeonditioning and body mine.,-al imbalance are other physiological dis-
turbances that have z.rpeared during "weightlessness." There has also been some
discussion of possible psychophysiological disturbances related to long term
"weightlessness" such as degradation of alertness and attention, vestibular function:
and long term loss of vestibular and proprioceptive sensory information. Although
not seriously upsetting at this time, it is possible that these functions in long term
flights when combined with other psychological and physiological stresses may
cause serious problems.

In search for mk. hods of overcoming the debilitating effects of "weightlessness,"
it was found that the symptoms were remarkably similar to those of irnmobile
bed patients. These patients suffered blood volume changes, fluid shifts, ortho-
static intolera:,ce, weakened muscles, and calcium loss. The treatment for these
ailments has been exercise of the patient within his capability. Similarly, regular
and vigorous preconditioning of astronauts and regular in-flight physical exercise
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have prevented the physiological changes from going beyond the tolerance limits.
However. on future longer flights it may become necessary to provide artificial
gravity for astronauts by slowly rotating large space stations.

LIFE SUPPORT EQUIPMENT

Without question, space presents an extremely hostile environment for man.
In order to survive and operate a space vehicle, an astronaut must have ade-
quate protective devices to allow him to remain in his homeostatic condition.
Life support equipment designed to give him protection during space flight in-
cludes biomedical, ecological and environmental items.

Biomedical

In short or long term space exploration, we must be able to monitor the health of
an astronaut and prescribe medication if the need arises. As evidenced on recent
Apollo missions, the transfer of germs from one astronaut to another in the close
confines z-,f our present space vehicles is rapid and unavoidable. Therefore, medical
monitoring equipment is essential. Modern medical instrumentation allows monitor-
ing of many physiological functions on a Feal time basis. For the purpose of immedi-
ate health monitoring, a biomedical belt or harness has been designed. This harness
can, with the proper electrodes and receiver-transmitter units, relay the data on a va-
riety of physiological functions to the ctrth sensing stations via telemetering meth-
ods. These functions include the electrocardiogram, blood pressure, respiratory rate,
electroencephalogram, and body temperature. Under the p:esent program, only
heart and respiratory rates are monitored in real time. Other medical tests are per-
formed before a flight begins and when the crew returns to the earth. These tests an-
alyze urine, fecal, and blood samples. The future will possibly bring increased moni-
toring of the erewmembers on long term flights. This will be true especially when
fliOts begin to carry men to the distant reaches of our planetary system wherein
there will be 1.;ae da in transmitting information back and forth between the
space vehkie .1,W the earth.

Should it be rv rlcdication, the astronauts have rather
complete medical kits s:!;ai! and ::ompact kits (6 by 4.5 by 4
in) contain motion sickness alid iajectors, fir.; aid ointment, eye
drops, nasal sprays, compress handK7c' hlatages, thermometers, and
a variety of antibiotic, nausea, stimulani%z,:,
and sleeping pills. On the advice of medical personae:, i cr:\vmenlb,-.. ..an use
the medicines in the kit to relieve most problems anticipated on present missions.
Medical kits can be varied as the mission varies. However, if a medical proble.n
is beyond the capability of the kit and does require medical attention, the mission
will be terminated as soon as possible.

Ecology

Ecology by definition is the study of the relationship of organisms to their
environmcnt. This means the study of all cyclic environmental factors related to
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the normal life cycle of living organisms, such as atmosphere, pressure, tempera-
ture, water, light, food, life evectancies, predators, waste disposal systems, etc.
As one can imagine, the relationship of man to his environment is very compli-
cated and becomes an even greater problem when an attempt is made to pack his
normal ecology into a small space vehicle. A very much simplified description of
one cyclic pattern can be shown with the chemical equaiions for photosynthesis
and respiration. Green plants, those containing the substance chlorophyl, can, in
the presence of sunlight, zombine carbon dioxide (CQ) and water (H.0) to
make glucose (CGH1,0,;) and oxygen (0). Animals can metabolize glucose
and oxygen to produex carbon dioxide and water. The cycle is complete.

Sonlight and
Plant photosynthesis: 6CO2 + 611.:0 CGH1206 + 602

Chlorophyl

N(Letal),Llitm
2Animal Respiration: 6CO, + 6H,0 C61-11206 + 60

The balance of the many cycles which make up OM closed ecological system
on earth is, of course, much more complicated than shown with the sample
equations.

The approach to life support equipment design is based on the analysis of
human requirements on the one hand and the synthesis of the equipment to
provide protection within the human tolerances on the other. To learn how the
environmental control systems are developed, let us first discuss the food, oxygen,
and water requirements for man.

As shown in Figure 8, in an open ecological system, man has a requirement for
approximately 22.7 lbs of oxygen, 4.7 lbs of water, and about 1.3 lb of food
per day. At the same time, he produces an equivalent weight of waste products,
including 20.7 lbs of oxygen, 5 of water, 2.2 lbs of carbon dioxide.

OXYGEN WATER FOOD EXCHANGE

INPUT LBS/DAY OUTPUT LBS/DAY

OXYGEN (02) 22.7

WATER ( H20) 4.7

20.7 (02 )

5.2 (H20)

2.2 WATER VAPOR

3.0 URINE

FOOD 1.3 2.2 CARBON DIOXIDE (CO2)

0.b SOLID WASTE

28.7 28.7

Figure 8
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At the present time, it is impossible to carry these stored materials on space
missions because of the weight involved. Somc progress has been made in
weiaht-saving in the food protn-am. Because of the mechanical problems of eating
food during weightlessness in orbit. special preparation and packaging is necessary.

Oar present food system consists of dehydrated foods prepared by a process of
freeze-drying. Ths water-free food is then packaged in special plastic bags.

The food can be rehydrated fiom the hot or cold water on board the spacecraft
or, in the case of some items, rehydrated by saliva in the mouth. This current
food system has the advantages of being bacteria-free, lightweight, easily stored,
and easily prepared. When rehydrated, the food is tasty and nutritious. However,
it still has the disadvantage, inherent in an open ecological system, of being
impractical from the viewpoint of long t:ights of months and years. Therefore,
some system of regenerating or growing food from the materials on board the
spacecraft must be designed for future long term missions.

The oxygen required by inan also requires investigation. In an open ecological
system, oxygen is man's largest waste product. He breathes in 22.7 lbs of oxygen
per day, hut, as shown in Figure 8, he uses only 9 percent of the oxygen inhaled
and throws away 20.7 lbs of the oxygen. This is the largest portion of the total
waste output by man. Therefore, to make spaceflight economically feasible from
a weight of storables standpoint, better treatment of the ps portion ut mars's
system is required. To do this, the exhaled wast,- !t-e

the carbon dioxide and water vapor. The re:snainir.4 ,

the asironmt.

_
22.

t ". - i

H 2 0 = 4.7

FOOD

MAN

WASTE = 3.6

02 =20.7

CO2 - 2.2

H20 = 2.2

RECOVERY
JASTE = 0.4

SEPARATOR
4tessm

H20 = 3.2 WATER WATER VAPOR

H 0 = 1.5

02 -20.7 CO2
02=20.7

SEPARATOR CO2. 2.2

I
! CO2=- 2 2i,,-...

C, = 1.
...

1 CO2 C= 0.6
. ,i

i MPOS!TION

mow..

1-120 =0.7

WATER
H20 = 0.3

DECOMPOSITION

CLOSED GAS AND WATER SYSTEM

Figure 9
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Research physioisIgists and biologists, therefore, are working to close all the

various loops of ar open ecological system. Figure 9 shows closed loops for
oxygen and water.

This system does not account for the astronaut's food. However, food can be
produced by using algae or bacteria in a system where these organisms will
convert the CO2 and H,0 wastes into foods high in protein and carbohydrates.
These organisms will also use (as they do on earth) the urine and fecal material
of man in their nutrient broih. This system will provide all the oxygen and
food requirements for man and rid him of his waste products. The required
water would come from the fuel cells of the spacecraft. Eventually, a completely
closed and balanced ecological system will be designed which will include man
as an essential loop. His waste pre.:;- '- will be the food for the microorganisms,
and their waste products wfll ;, w.ater, and gas requirements of man.
This is the system under aie now living on earth.

Space Suits

aidition to the cabin environmental control systems, environmental suits
.itist be provided to protect the astronauts in the event of loss of cabin pressure
and also for extravehicular activity (EVA). Because the environmental factors
do not change for man, the suit must provide the same protection as was provided
by his cabin. Therefore, an undergarment has been developed that provides
spacing for a cooling flow of oxygen around the body and attachments for a
communication belt, urine collection equipment, and the biomedical instrumenta-
tion belt. This suit is quite comfortable and worn during all activities in the
space vehicle. Before the astronaut begins EVA, he switches to a similar under-
wear type suit in which small tubes are placed throughout the suit to carry cool
water which dissipates the body heat. Over the undergarnymt, the astronaut
wears a combination suit for pressure, micrometeorite, and radiation protection.
The pressure portion of the suit provides 5.5 psi pressure to all parts of the body
except the head. Here oxygen pressure is provided at 3.75 psi by the helmet.
The helmet, in addition to the communication equipment, provides filters of var-
ious densities to protect the astronaut from the blinding glare of the sun. The
multi-layered external portion of the pressure suit provides protection against
radiations and rnicrometeorites. This material is made of two inner layers of
Beta cloth to intercept microrneteorites. three to four layers of insulating cloth, a
layer of special metalized fabric, and another layer of Beta cloth. The material
and design of the suit does not inhibit movement severely but does provide
sufficient protection for activities outside the space vehicle.
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Appendix A

MATHEMATICS REVIEW

IN DESCRIBING the orbit of an artificial satellite, engineers and sciertists sometimes
find it convenient to use Cartesian coordinates. In following this system, they locate
the satellite in terms of three intersecting lines, or axes, which are referred to as the
x-, y-, and z-axes. The origin, or point at which the three axes intersect, is usually
placed at the center of the earth. One axis is the earth's rotational axis. The other
two axes would lie in the earth's equatorial plane. These Cartesian coordinates are
then related to another set of coordinates used to locate the Sun, the planets, and the
other heavenly bodies.

Another way of locating an artificial satellite is to specify its orbital elements. Or-
bital elements are discussed in Chapter 2.

Before locating artificial satellites or ballistic missiles in terms of three dimensions
or of motion, we might do well to simplify the problem by considering the location
of any two points in the same plane on the surface of the earth. These points might
be designated through the use of either rectangular or polar coordinates.

Rectangular Coordinates

A rectangular coordinate system is established by first drawing two perpendicular
intersecting lines, or axes. It is natural to locate position in this way because we
think of the two axes as directions defined by the points of the compass. In giving
directions in the rectangular coordinate system, we might say, for example, "To get
to the post office from your present position, go five blocks south and two blocks
east." The present position is the origin, and direction plus distance identifies the po-
sition of the post office (Fig. 1).

West

North

Present position
NMI East

1 Post Office

I

South

Figure 1. Rectangular grid system.
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In a rectangular coordinate system the horizontal line is called the x-axis, or
axis of abscissas, and the vertical line is called the y-axis, or axis of ordinates. The
origin, or center, of the system is the point of intersection of the axes and is usually
labeled 0. Coordinates of a point arc measured parallel to the axes, using the origin
as a starting point. Positive x values are measured to the right of the origin and neg-
ative to the left; positive y values are measured upward from the origin and negative
downward. The arrows on the axes indicate the positive direction. The axes divide
the plane of the coordinate system into four quadrants numbered counterclockwise.
Quadrant I is the upper right of the system.

Points are identified in the system by assigning an x value first, then a y value; for
example, Pi (4, 3). The Point Pi (4, 3) is 4 units to the right of the y axis and 3
units above the x-axis. The Point Pi and several others are plotted on Figure 2. A
point in general is denoted as P (x, y).

P2 (-4,2) 7

Y Axis
(Ordinate)

p1 (4,3)

X Axis
(Abscissa)

III Iv (+,)

Figure 2. Rectangular coordinates.



Vectors, which are directed line segments, arc easily adapted to rectangular coor-
dinates. For complete description, many physical quantities, such as force, velocity,
acceleration, and displacement. require a specification of both magnitude and direc-
tion. These quantities are known as vector quantities and imIst be treated mathemat-
ically as vectors. When sueh quantities are represented itS vectors, the length of the
line is proportional to the magnitude, and the direction is the direction of the vector
quantity.

Thrust

f
Li ft

We ight

Figure 3. Forces acting on an aircraft in flight.

Drag

Vector addition can be shown graphically by drawing successive vectors each with
its tail on the head of the preceding vector, and the resultant is drawn from the tail
of the first vector to the head of thc last ve-tor. For example, if vector v is to be
added to vector u, the resultant w is drawn as shown in Figure 4. Note that the re-
sultant w is a vector generally acting in a new direction. Its magnitude does nGt
equal the munitwie of vector u plus the magnitude of vector v.

Figure 4. Vector addition shown graphically.

Fortunately, vectors do not have to be handled graphically but can be separated
into components which are simple to handle in reetangulvr coordinates. Each vector
is separated into two components, one parallel to the x-axis and one parallel to the
y-axis. Thus, in Figure 5

u. + v1 w,, and uy vy =

A-3
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Figure 5. Vector addition in rectangular coordinates.

wx and wy are two sides of a right triangle of which the vector w is the hypotenuse.
The length of the vector w may be calculated by use of the Pythagorean theorem.

The Pythagorean theorem states that the sum of the squares of the two sides of a
right triangle is equal to the square of the hypotenuse (Fig. 6).

a

2 2a 2 b- - c

Figure 6. Pyihogorean Theorem.

With the help of the Pythagorean theorem, :t is easy to derive the equation of a
circle whose center is at the origin of a rectangular coordinate system (Fig. 7).
From a general point, P(x, y) on the circumference of the circle, draw a line repre-
senting the radius to the origin.

Draw another line perpendicular to the x-axis. These two lines form a right triangle
whose sides are equal to x and y and whose hypotenusit is equil to R, the radius.
If the Pythagorean theorem is applied, the result is x2 + y2 = R2. This is the
equation of the circle whose center is at the origin of the rectangular coordinate sys-

tern.
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Figure 7. Equation of a circle.

To make the solution of a problem easier, it may be convenient to convert rectan-

gular coordinates to polar coordinates, or vice versa.

Polar Coordinates

Polar coordinates provide another means for locating a point or object on a plane

surface. After a pilot tunes in a TACAN station and sees that he is 55 nautical miles

(NM) out on the 340° radial, he has identified his position with the use of one form

of polar coordinates (Fig. 8). He has specified a distance, 55NM, and an angle of

3403. The TACAN station is assumed to be the pole, or starting point.

Magne1 tic
NortS

C5NM

0
340 Radial

Tacan Station

Figure 8. A pilot's position ioantified by polar coordinates.

In the general mathematical use of polar coordinates, a pole is specified as a start-

ing point. A reference direction called the polar axis is established. The coordinates

are given as a radius vector, r, which is a distance, and a v, ztorial angle, 0, which iF.

measured counterclockwise from the polar axis to the radius vector r, as shown in

Figure 9.
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Pole

Polar axis

Figure 9. Polar coordinates.

When converting from polar to rectangular coordinates, first superimpose the
polar coordinate system on the rectangular coordinate system as shown in Figure 10.
The Pythagorean theorem relates the x and y of a given point (P) to r, but more re-
lationships between thc rectangular coordinates (x and y) and the polar coordinatcs
(r and 0) are needed. To get these relationships, it is necessary to review some of
the basic ideas of trigonometry.

The trigonomeirie functions arc relations between the angles and sides of a right
triangle. Thc sine of the angle 0 (sin 0) is defined as the ratio of the side opposite

0 to the hypotenuse, or sin 0 = °PP (Fig. 10).
hyp

sin , _L
nyp r

byP I.

-1-x scOnj
tan 0 °aPdPi

X

Figure 10. Polar coordinate system superimposed on the rectangular coordinate system.

The cosine of angle 0 is the ratio of the side adjacent to 6 to the hypotenuse, or

cos 0 = adj The tangent of 0 is thc ratio of thc side opposite to the side adjacent
hyp

to 0, or tan 0 opp sin 0
adj cos 0



Figure 11 shows how the three functions change in value as the radius r is rotated

counterclockwise around the pole and the value of 0 varies from 00 to 360. Values

in all four quadrants are shown. A specific value of 13 was assigned to r, and spe-

cific values for x and y were chosen so that the sides would be integers. The value of

the angle 0 was determined from the slide rule. The values of the trifonornetric

functions can also be found by consulting pages 278 through 283 in The F,-qineer's

Alanucil by Hudson.

r

12

sin 0 opp 0 ,.,

hyp T3 u

1. 13cos 0 = ,-- 13 = 1

tan 0 = OaPcir = A = 0

5sin 0 = Ts = .384

cos 0 =

tan 0 =

0 = 0°

0 22.6°

12sin0 .923 6 - 67.4°

5case rs
12tan 0 i

Figure 11. Typical trigonometric valw....s.
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sin 0

cos 0 =

tan =

s n = 384

12cos 6 = -Ts

5tan° = T-2

1 0 = 90°

0

co

0 = 180-22.6 = 157.4°

sinO = = -.384 0 = 180 + 22.6 = 202.6'

cos 0 =

tan 0

5sin 0 = - .384

12cos 0 =
13

5tan 0 = -

0 = 360 - 22.6 = 337.4°

Figure 11. Typical trigonometric values (cont'd).
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Figures 12a. t, and c are continuous plots of the three functions, with the numeri-
cal values plotted on the vertical, oi y-axis and the degrees on the horizontal, or x-
aris.

+ 1

0

+ 1

0

1

90° 180° 270° 360°

0° 90°

a. sin

180° 270° 360°

C. tan

Figure 12. Plots of trigonometric functions.

To convert from p, r to rectangular coordinates, simp), apply the definitions of
op .

the basic trigonometric 1..../tionships. Figure 13 shows that sin 0 =
p_ y There-

hyp r
fore, y r sin 0. In a similar manner, it can be shown that x = r cos 0. Apply the
Pythagorean theorem to arrive at the equation x2 + y2 = r2. Finally, by dennition,

tan 0 =
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2 + r2X

y r sin

= r cos

tz-n _L

Figure 13. Conversion from polar to rectangular coordinates.

Rectangular coordinates are not necessarily easier to work with. Sometimes it is
simpler to use polar coordinates. In general, a straight line adapts itself more readily
to rectangular coordinates, and a circle, to polar coordinates. A review of the equa-
tions shows why this is true. In rectangular coordinates, y = mx + b is the equa-
tion of a straight line. If the conversions y = r sin 0 and x = r cos 0 are substituted
into the original equation, it becomes r sin 0 = mr cos 0 + b. This latter equation
is still a straight line, but it is more difficult to handle. On the other hand, the equa-
tion of a circle in rectangular coordinates is x2 + y2 = R2. Therefore, r2 = R2 or
r = R in polar coordinates. Thus, in polar coordinates, the equation of a circle is
simpler than it is in rectangular coordinates.

There are three more trigonometric functions that should be mentioned to make
the review of trigonometric functions complete. These are the cosecant (csc), the se-
cant (sec), and the cotangent (cot), which are merely the reciprocal of the sine, the
cosine, and the tangent, respectively. The last three functions are defined as follows:

csc 0

sec 0 =

cot 0

hyp
opp sin 0
hyp
adj cos 0
adj 1 cos 0
opp tan 0 sin 0

The table below gives the algebraic signs of all six trigonometric functions in the
four quadrants.

Functions Quadrant
II III IV

sin and csc + + --

cos and sec + +

tan and cot -I- -F
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In numerical computations, it is convenient to relate the trigonometric functions

of angles in the second, third, and fourth quadrants to trigonometric functions of an-

gles in the first quadrant since many trigonometric tables only give the functions of

angles between 00 and 90'. The most useful such relations are:

If 0 is in the second quadrant (90° to 180°)

Fin 0 = sin (180° 0)

cos 0 = cos (1800 0)

If 0 is in the third quadrant (1800 to 270°)

sin 0 = sin (0 180°)

cos 0 = cos (0 180°)

If 0 is in the fourth quadrant (2700 to 360°)

sin 0 = sin (360° 0)

cos 0 = cos (360' 0)

A highly useful relationship exists between the squares of the sine and of the co-

sine of any angle.

sin20 + cos2 0 = 1

This trigonometric identity can be verified by substituting x = r cos 0 and y = r
sin 0 into the Pythagorean theorem: x2 + y2 = r2.

Oblique Triangles

The trigonometric functions of angles are also useful in relating the parts of an
oblique triangle. (Note: It is customary to designate the angles of a triangle by the

uppercase letters A, B, C, and the side opposite a particular angle by the same low-

ercase letter as in Figure 14.) In any triangle, the ratio between the sine of an angle

and the length of the opposite side is a constant, and is known as the Law of Sines.

Law of Sines a = b c
sm A sin B sin C

Figure 14. An oblique triangle showing the conventional side and angle notation.
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If two angles and a side of any triangle are known, then the remaining parts of the
triangle can be determined by the Law of Sines and the relation that the sum of the
angles of a triangle is 1800 .

A + B C = 180°

If two sides and the included angle of any triangle are known, then the third side
can be determined by the Law of Cosines:

Law of Cosines,

a2 b2 + c2 2bc cos A

b2 = a2 + c2 2ac cos B

C2 = a2 + 132 2ab cos C

In the special case of a right triangle, it can be seen that the Law of Cosines re-
duces to the Pythagorean theorem. For example, say C is the right azigle. Then
cos C = cos 900 = 0 and c2 = a2 + b2.

In summary, if th te sides of a triangle are known, or if two *sides and the in-
cluded angle are known, or if a side and any two angles are known, then the other
sides and angles can be determined by the Law of Sines and the Law of Cosines.

The application of the principles of trigonometry and algebra allows derivation
of the transformations for the conversion of rectangular coordinates to polar coordi-
nates, and vice versa. By means of coordinate tansformations the track of a satel-
lite, which is detected and measured with a radar in terms of polar coordinates, can
be converted to rectangular grid coordinates for plotting.



Appendix B

DETERMINATION OF THE ANGLE BETWEEN

TWO ORBITAL PLANES

FOR SPACE rendezvous to occur both vehicles must simultaneously be in the same

orbital plane and be at the same location in idenfeal orbits.' For this discussion the

orbit requirement will be assumed to have been satisfied independently of the orbital

plane requirement. The maneuvering operations necessary to satisfy both require-

ments may occur in any sequence; however, only the orbital plane requiremelit will

be discussed here.
In space rendezvous operations one encounters the problem of reaching a speci-

fied orbital plane from either another orbital plane o a specific launch site. Deter-

mination of the plane change angle (a) required to change from one orbital plane to

another, at the intersection of the two planes, is complicated only by the requirement

to use spherical trigonometry instead of the plane trigonometry to which we are

more accustomed
To simplify the discussion.of the solution, the orbital plane of the vehicle is de-

fined as the initial plane, and the desired new orbital plane is defined as the final
plane. Since any launch must initially enter an orbital plane which is dependent on

the launch site latitude (L), launch azimuth (p), and time and date of launch, the

above definitions will suffice.
For the case of an initial plane and a final plane, the solution is dependent on

knowing or estimating the right ascension (Si) and inclination (i) angles of the two
planes. For the case of a final plane and a launch site, the solution is dependent on:

the Si and i angles for the plane; time between launch and passage of the orbital

plane over the launch site; and the launch latitude and azimuth.
Two exampies below illustrate the mathematics involved and the approximation

techniques available for obt4ining solutions. In the first example it will be shown
that only the difference in right ascension angles (dfl) is required; the specific val-

ues of 1), need not be known.

Case I

A vehicle in orbit 1 is to be maneuvered into the plane of orbit 2. To accomplish
this maneuver the value of the plane change angle is required.

Orbital Parameters

Orbit 1 Orbit 2

30° 45°
28° 30°

1 Icizntical orbits meth -.17.n the magnitude and orientation of the major axes (2a) are the
same and thz eccentricitie equal.
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Flom spherical trigonerrotry the plane change angle can be determined from:

Coq
COS "-) 2 .,cos ft

2 cos (x) 2

Where the angle x, a dummy angle used in the calculatioa, is determined from:

tan (x) =
i2 +cos

2 sf
. tan

i2 11 2.
COS

2

The geometry of the problem is as shown below.

From the equations and the geometry it is apnarent that: only the difference (aft)
in 11. is required; it will always be positive: and it can be reduced to an angle be-
tween 0 and 180 degrees. Therefore, for this problem AD, is 15°.

Substituting to determine the angle x.

tan x
30° + 20cos

2 i.
i

3
_-.0

.....
t.

30 28 2cos
2

0.2.746197 X (0.131652) -=0.9998477

Thrzefore, x = 6' 34' and cos x 0.9934727
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cos (29°)
cos (1°)

0.1151629

tan (7.5°)



Substituting to determine the plane change angle a:

`JO° 28°
COS

2 cos (7.50 )
0.9934727

0.9998477 X (0.9914449) = 0.997807
0.9934727

Therefore, a = 3° 48' or a = 70 36'.
2

The required plane change angle is 7° 36'.

Case II

A spacecraft on a launch vehicle at Cape Kennedy (L = 28°) must attain orbit

in a pime which has a southwest-northeast orientation and an inclination angle of

30°. Ideally, the vehicle would be launched and injected along the required azimuth

angle, when the desired orbital plane was directly over the launch site. This is, how-

ever, a very d;fficult timing problem. The spacecraft/launch vehicle combination has

limited velocity change capabilities which narrows the "launch window." A launch

occurring within this window of time will permit injection into an initial parking

orbit and a subsequent plane change maneuver to the desired orbital plane.

Because of launch delays the launch site passed through the desired final orbital

plane 8 minutes prior to lift-off. Since the launch vehicle guidance was programmed

prior to launch, the spacecraft will be injected into an initial parking orbit, and then

it must make a plane change to the desired final orbital plane. The programmed

launch azimuth angle is 790. What is the value of the plane change angle required to

complete the mission?
The apparent unknowns are the initial orbit inclination angle, and the 6fl.

To find the inclination angle of this parking orbit, use the equation for inclination

angle. of the launch:

cos i = cos (L) sin (p) = cos (28') sin (79°) = 0.8660

Therefore, i 30° for the parking orbit.
it is possible to approximate AI/ using the earth's rate of rotation.

360° 360° = 0.25 7minRotation Rate
24 hrs (24 X 60) min

For the situation of equal inclination angles, thc. Ali, is equal to the time between

launch and passage of the final orbital plane overhead, multiplied by the earth's ro-

tation rate:2

AI/ = 0.25°/min X 8 min = 2°

By making use of the same equations used for Case 1, the plane change angle a

will be approximately 10 .

2 For the case of non equal iaclination anees it is necessary to add a term pos.
Both inclination angles in the same quadrant

Afe = 2i ± te. + Inclination angles in different quadrants
A4p,* must be positive
To find #:m fe's use:

rir. (L) cot (ii)
sin re2 = tan (L) cot (h)

Then the total an equals the Ail due to the earth's rotation plus the zur due to tbe difference in in-

clination angles.

B-3



List of Symbols

aPlane Change Angle
/3Azimuth Angle

SilDifference in Right Ascension Angles
11Right Ascension Angle
1Inclination Angle

LAngle of Latitude
xDummy Angle

1. Left hand orbital plane
2. Right hand orbital plane

* Dummy Variable

Subscripts

Superscripts

280
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Appendix C

BALLISTIC MISSILE TRAJECTORIES

THE PURPOSE of this section is to present the quantitative analysis and geometry of

ballistic missile trajectories. The analysis is based upon the two-body problem with
the earth as the large, central body. Specific problems concern the range of a ballis-

tic missile for specified burnout conditions and the effect of errors in burnout condi-
tions on the desired impact point.

In order to simplify the problem so that the fundamentals are highlighted, a series
of practical assumptions are made. The earth is assumed to be spherical and non-ro-

tating. The effect of the earth's oblateness is very complicated; an extensive study is
beyond the scope of this text. There is an oblateness effect upon the trajectory itself;
the target, therefore, is not in the same position that it would be on a spherical earth.
The effect of the earth's oblateness is more pronounced upon satellite trajectories

than upon ballistic missile trajectories because of the longer time of flight. The
powered and reentry portions of an actual trajectory are not considered here; the
two-body problem cannot be applied to these parts of the trajectory, as energy is dis-

sipated in air friction in both parts, and propulsive energy is being added to the sys-

tem during the powered trajectory; thus, the conditions of constant mechanical en-
ergy and constant angular momentum do not apply during these portions of the
trajectory.

Geometry and Standard Values of Earth Parameters

Before proceeding to computational analysis, it is essential that the geometry of
the ballistic missile problem be understood. The geometry is presented in Fig. 1. The
symbols are defined below. Numerical calculations require the use of earth parame-
ters, and standard values of these are also presented below.

rbe radius to the burnout point
140 magnitude of the velocity (speed) at the burnout point
Ow angle between the velocity vector (tangent to the trajectory) and the

local horizontal at the burnout point
0 angle from the point of apogee, measured in the direction of motion

A total range angle
powered trajectory range angle
reentry range angle

%It free-flight range angle

re radius of the earth = 3440 NM = 20.9 X 10° feet

go acceleration of gravity at sea level = 32.2 ft

p.

sec2

defined as Gml, where G is the Universal Gravitational Constant and nil

is the mass of the earth, p. = 14.08 X 1015 ft3
sec2

C-1

481.



Figure 1. The ballistic missile trajectory.

General Ballistic Missile Problem

If a launch point and target for a ballistic missile are selected, then only the range
is known. If the burnout conditions of vb., rb,, and (ibbo are given, the trajectory
equation is uniquely determined, and a definite range will be obtained. Actually,
there are many possible combinations of these four parameters, and no good basis
for a choice exists until some other condition is imposed. One such condition might
be to specify that vbo be the smallest that will get the payload to the target. The
converse of this statement is to require maximum range for a given vb.. Clearly, a
relationship between range and the trajectory parameters is needed and must be
found.

The Range Equation

Symmetrical trajectories (hb. = hr.) involve simpler mathematics than do un-
symmetrical trajectories (hb. hr.). Because the symmetrical trajectories ade-
quately demonstrate the principles involved, this treatment of ballistic missiles will
be limited to symmetrical trajectories. By using the polar equation for the two-body
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trajectory and suitable geometric substitutions, the ballistic missile range equation
can be developed in terms of 4.r (the free flight range angle) and the burnout condi-
tions (vb., rt., and Ob.). It is given here as:

kircot Zu,
9

2 V-10 rbo
csc 2q5b4, cot Cho (1)

Equation (1) can be simplified by substitution of the following convenient defini-

tion:

let Q

then Qbo

v2r

p.
v2bo rbo

0
(2)

The parameter 0 has interesting characteristics. It is equal to 1 for circular orbital
conditions, and it is equal to 2 for minimum escape conditions. With this substitu-
tion, equation (1) becomes

2cot csc 24)bo- cot 4,0
2 klbo

The following example problem wi;l illustrate how (1) may be used.

Example Problem
The following information is given about a ballistic missile:

140

Obi)

hbo

= 16,000 ft/sec
= 21°
= 164.5 NM

(3)

What is the free-flight ground range of this missile on a spherical, non-rotating
earth?
Problem Solution

Seven graphs, Figs 4-10, are included at the end of this Eeetion for use in graphi-

cal solutions.

Graphical: Graph Fig. 4, Q = .4
Graph Fig. 7, Rff = 1445 NM

Calculated:

Qbo
Vb02 rbo (1.6 X 104 ft/sec)2 X 21.9 X

14.08 X 10'5 ft3/sec 2

Cho = .398 .4

cot csc 20bo COt 95bo
2.4 csc 42° cot 210

2 Qb0

Ir 2 X 1.49cot - = 2.6 = 4.84
.4

11.7°

106 ft

2
= 23.4'

Rff = 23.40 X 60 NM/° = 1404 NM
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The Equation for Flight Path Angle

A more practical ballistic missile problem results from defining a launch point,
target, and missile. The launch point and target determine the range ('P) while the
missile is capable of attaining a certain burnout velocity and height. In this problem,
then, tIr, vt and rbo are given and it is desired to find ko. Equation (1) may be
solved for (1) and be refined to the following form:

Cot ON, =
AI'cot -± cot2 + 4 ( 1 1 )
2 2 QI, Qb0 (4)

2 ( I
Cloho

Equation (4) points out some very important facts. When Qbo < 1, tit must be
less than 1800, and there are two values of Of, for a given range, vbo, and
There are two trajectories, then, to the target. The trajectory corresponding to the
larger value of flight path angle is called the "high" trajectory; the trajectory asso-
ciated with the smaller flight path angle is the "low" trajectory.

A simple illustration of the principle involved is the behavior of water discharged
from a garden hose. With a constant water pressure and nozzle setting, the velocity
of the water leaving the nozzle is fixed. If a target well within the reach of the water
is selected, the target can be hit by both a high and a low trajectory.

The high and low trajectai ies are sometimes referred to as "lofted" and "flat"
trajectories, respectively.

When 1 < Qb0 < 2, andkIr < 180°, there is still a high trajectory, but the low
trajectory does not exist because it would penetrate the earth. Interestingly enough,
however, when 1 < Qho < 2, Ir can be greater than 180°. An illustration of such a
trajectory would be a missile directed at the Asian continent from North America
via the south polar region. Although such a trajectory would be capable of avoiding
a northern radar "fence," it would be costly in terms of payload delivered.

It is interesting to compare parameters of th high and low trajectories. As v1,0
and 40 are the same for the two trajectories, E is also the same. But a =
so the major axes of the trajectories are the same. The angular momentum is smaller
for the high trajectory; c and e are larger. It is also evident that the time-of-flight on
the high trajectory will be longer.

For the constraint of fixed energy, it is reasonable to anticipate that there are cer-
tain ranges which are attainable and certain ranges which are not attainable; be-
tween these two groups theie is the limiting case in which the range is just barely at-
tainable.

The usual way to find such a maximum is to solve for the dependent variable (in
this case the range, V) in terms of the independent variable (in this case, Ow). The
partial derivative of the dependent variable with respect to the independent variable
is then formed and set equal to zero to determine the conditions for a maximum (or
a minimum). In our case the range equation expresses 'If in terms of Obo and the
partial of qf with respect to Ow when set equal to zero is:

0'11 ___ 2 sin OP + 26)0) 2 = 0
095b0 sin 20b.
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Hence

sin (AIr + 24) sin 20b = 0
Using the trigonometric identity

sin x sin y = 2 sin 1/2 (x y) cos 1/2 (x + y)

equation (5) becomes

2 sin A1t/2 cos 1/2 (IP + 449b) = 0

(5)

(6)

Equation (6) expresses the conditions under which a maximum or a minimum will

occur. One condition occurs when sin P/2 = 0. This implies that AI' is either 0 or
27r, neither of which is of interest for a ballistic missile. The case of interest occurs

when

cos 1/2 ('lt + 44,o) = 0

or

1/2 (AP + 44)0 = 7r/2

from which

cbbo = 1/4 Or AP) (7)

Equation (7) states the relationship which must exist between III and cbbo on a

maximum range trajectory. It is important to observe that there is one and only one
value of cbb for a maximum range trajectory; the maximum range trajectory is

unique.
ECCENTRICITY EQUATION.It is inconvenient to calculate e from the equation,

2EH21 + , when given the range and burnout conditions of a ballistic
112

missile. Eccentricity, as a function of range and burnout conditions, would enable
mo:e rapid calculations. Two forms of the eccentricity equation are given here as a

con venience :

sin chbo
c

si (n Ob. -1-

VQ2b0 C052 OW 2Qbo COS2 Obo + 1

Range and Azimuth Errors

Still considering the earth to be non-rotating, the target, launch (or burnout)
point, and center of the earth define a plane in which the trajectory, and thus the ve-
locity vector, must lie. The burnout velocity vector can have errors in the intended
plane as follows: position, magnitude, and flight path angle. It is also possible for
the burnout velocity vector to have errors out of the intended plane in which case a
new plane is defined. The most important error out of the intended plane is azimuth
error. It will be considered before the errors in the intended plane, as the treatment
can lot brief.
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AZIMUTH ERROR.Figure 2 illustrates the geometry of azimuth error. The arc
1en6 .. a, represents the cross-range error. The arc lengths, b and c, are equal to
each 1,er and are the range. It is usual in spherical trigonometry to measure arc
lengths terms of the angle subtended at the center of the sphere. Using this con-
vention, t. c = x1r, the range angle defined earlier. The law of cosines in spherical
trigonometry is:

which becomes:

cos a = cos b cos c + sin b sin c cos A

cos a = cos2 5in2 11' cos A

As A is a small angle, cos A can be approximated by 1 A2 ; then,
2

A2 sin2 xlt A2 sin2cos a = cos2 sin2 '11/ 1
2 2

But a is also a small angle so that cos a can be approximated by 1 ; substi-
2

tuting this,

And:

1
a2 A2 sin2 111
2

= 1
2

a = A 3in le (10)

Equation (10) is in terms of angular measure; in order to have the cross-range
error in linear dimensions, the radius of the earth must be multiplied by the central
angle, a, if it is in radians; if it is in degrees, the relationship that 60NM on the sur-
face are equivalent to a 1 degree central angle at the center of the earth may be
used.

Figure 2. Geometry of azimuth error.
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01,quantity . Thus, the effects of each of the possible contributors to free
040

01, 01flight range error are influenced by the factors , , and 1` . They are
(Nilo dr,, Oq5bo

referred to as "influence coefficients," since these factors exert an influence
on the size of the range error resulting from burnout errors.

There are three types of problems that can be defined in terms of the influence
coefficients and equation (12). (1) G:ven the guidance system capabilities [Ay,
Arbo and AciSbol and the influence coefficients, find the range error. (2) Given the
allowable range error [MI and the influence coefficients, find the allowable burnout
errors [Avno, Arbo, Acbbo]. (3) Given the allowable range error [AAP] and the guid-
ance system capabilities fAvh., Arbo, Acbb,], find a trajectory which yields an ap-
propriate set of influence coefficients. Type 3 is by far the most difficult problem
since the first two types imply that the trajectory is known. In any case, inseparably
related to the study of range errors is the evaluation of the influence coefficients. All
of the influence coefficients are obtained by differentiating the range equation:

2,ucot
2 csc 295b. cot Itsbo

v-bo rbo

In particular the influence coefficient for burnout flight path angle is obtaincd by
taking the partial derivative with respect to cf)bo.

OAP 2 sin ('P + 24)0)
Oftlbo sin 20bo

Thus, range and flight path angle determine the influence coefficient for errors in
flight path angle. Figure 8 is a plot of this influence coefficient for specific values of
Q at various free flight ranges. For convenience in computation the values of the in-
fluence coefficient are plotted in NM range error per degree error in the flight Fath
angle alignment.

The burnout speed error inCuence coefficient is obtained by differentiating the
range equation with respect to vbo:

2 (13)

tif
si

OAP
n28pt 2 (14)

Ovbc, v3bo 40 sin 24%0

For any range, and Obo less than 900, (91` will be positive. Hence, a positive speed
Ovbo

error will increase the range. If the actual burnout speed is greater than the intended
value, the missile will overshoot the target. Conversely, if the actual burnout speed is
less than the intended value, the missile will always fall short of the target.

Tht., influer ce coefficient is determined by the trajectory requirements of range,
140, rbo, and 40. Av is the factor controlled by the guidance system. Figure 9 is a
plot of this influence coefficient for specific values of Q at various free flight ranges.
For convenience in computation the values of the influence coefficient are plotted in
NM range error per ft/sec error in the velocity magnitude at burnout.

The influence coefficient is smaller for the high trajectory resulting in less error
at the target for a given speed error. Some missiles have guidance systems which
are accurate enough to permit use of the low trajectory at ICBM range.
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From equation (10), it can be seen that. when the range angle, Alf, is 90 degrees,
maximum error occurs. Also, when IP is 180 degrees, the azimuth error returns to
zero.

RANGE ERROR AS A FUNCTION OF ERRORS IN THE TRAJECTORY PLANE.-Ill this
section it is assumed that the burnout velocity vector lies in the intended trajectory
plane (hence the cross-range error is zero), hut the possibility exists that the velocity
vector may have errors in position, magnitude and flight path angle. To trace the
possible sou:ces of range errors, it is helpful to write down the equation for the
total range angle (A) in terms of the powered range angle, (F), the free flight range
angle (10, and the reentry range angle (ft). This equation is simply:

Since A is the sum of its three parts, any change in the total range angle (AA) can
be traced to three possible sources. That is:

Since the changes (AA, Ar, AS-2) in the last equation represent departures from
the desired trajectory, they may properly be termed range errors. An error commit-
ted during any portion of the trajectory contributes directly to the total range error

A. The three possible range errors are not independent, but each contributes to the
total range error, and none can be ignored.

Concentrate attention upon the free flight range error Aklf and trace the possible
source of AT. The range equation, equation (1), expresses the free flight range as a
function of the burnout conditions, VW, rho? and 40. Following the rules for the
formation of the toal differential of an explicit function:

OT OTthIr dVb drbo +
ovb0 urbo vphi,

This is an equation for the total differential, dT. The equation for the change in free
flight range, AT, reads:

Alp ,OT Avb. OT Arbo + 0
( 12

Orbo
)

()VW °13co

Mr is the free flight range error. The quantities, Abo, Arbo, Aybbo represent depar-
ture from the desired burnout conditions and so represent the burnout speed error,
the burnout altitude error, and the burnout flight path angle error, respectively.

OTNext, consider the three quantities )T and °llt . In equation (11)
(who urbo 00b0

each of the possible errors enters the summation in a one-to-one manner while in
oklf 0111equation (12) the possible errors are multiplied by the factors -7,, ,and
avbc, urbo

. This fundamental difference means, for example, that a burnout flight
045bo

path angle error of one degree will not necessarily produce a range error of
one degree but will produce an error which depends upon the size of the
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The last influence coefficient of interest related errors in altitude (radius) to the
resulting range errors. Here the missile is considered to have attained the proper
burnout velocity on the intended radial, but at an incorrect radius.

sin2

4
2

:r11:o v21.)141.2bo sin 20},

Figure 10 is a plot of this influence coefficient for specific values of Q at various
flight ranges. For convenience in computation the values of the influence coefficient
are plotted in NM range error per 103 ft error in radius (or altitude) at burnout.

Again, the error is not as great for the high trajectory. The range error resulting
from an error in burnout height should not be confused with the change in range
which would be obtained in launching a missile from a high elevation. If an Atlas,
say, were launched from the top of Pikes Peak, it would have a range increase due

to , but it would have another, probably greater, range increase resulting from

its powered trajectory occurring in less dense atmosphere. The same missile
launched at sea level would have to expend considerable energy overcoming the
large drag forces up to 14,000 ft. The effect of a launch altitude then is primarily re-
lated to the powered trajectory and is a separate phenomenon from the influence
coefficient effect.

(15)

Example Problem
Telementry from Cape Kennedy indicated that an ICBM achieved burnout condi-

tions of hb. = 164.5 NM, vh = 22,700 ft/sec, and Oho = 30°.
(a) The particular guidance system used had an accuracy of A hbo = ± 1000

ft, A vho = ± 2 ft/sec, and A (151,0 = -± .2°. (3.49 X 10-3 radians).
What is the total free-flight range error? Ans. Q = .8, Rff = 4900 NM;
AT 3.99 NM error.

(b) An improved guidance system which is able to control bio = ± .050
(8.72 X 10-4 radians) is installed. What is the total free-flight error
now? Ans. AT = .51 NM error.

(c) Assuming A hbo and A 01. are both positive, what correction in vb. (A
vt,o) would be necessary to zero the free-flight range error found in (b)
above? Ans. A vi = 1.4 ft/sec.

Problem Solution
a. Graphical: Graph Fig. 5, Q = .8 (by interpolation) Ans.

Graph Fig. 7, Rff = 4900 NM (High trajectory) Ans.

Graph Fig. 8, r = 30 NM/deg

Graph Fig. 9, (9°vIlr 0.8 NM/ft/sec

Graph Fig. 10, j.'11 .41 NM/103 ft
urbo

AT 07.0 °ow) MbO) 713

C-9
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Arbitrarily ,,ssuming all injection errors are positive:

-30 NdeMg X 0.2 deg) + (0.8 NM X 2 ft/sec)ft/sec
NM+ (.41 X 103 ft)

A* = ( 6.0 NM + 1.6 NM + .41 NM) = -4.0 NM Ans.

a. Calculated:

o vb0240 (2.27 X 104 ft/sec)2 (20.9 X 106 + 164.5 X 6080) ft
p. 14.08 X 1015 ft3/sec2

(5.14 X 108) (21.9 X 106)Q .8 Ans.14.08 X 1016

* 2 2cot = csc 20b. cot 440 = csc 60° - cot 30°2 Qb0 .8

*cot 2.5 (1.155) 1.732 = 2.888 1.732 = 1.156
2

40.8° = 81.6°
2

Rff = 81.6° X 60 NM/° = 4896 NM Ans.

OAP 2 sin (IP + 240) 2 _ 2 sin (81.6° + 60°)
00b. sin 2440 sin 60°

0* 2 sin 41.6° 2 sin 38.4° 2 (.621)
2

Oq5b. sin 60° sin 60° .866

1.242 - 2 = 1.434 2 = .56604. .866

sin2
2 8 X 14.08 x 1015

X '6532
Ovb. vb03rb0 sin 24. 11.70 x 1012 X 21.9 X 106 .866

( 112.6 X 10-3
Ovbc, 256.2

) (.492) = (.44 X 10-3) (.492) = 2.16 X 10-4

rad
ft/sec

sin2
OAP 4//, 2 4 X 14.08 X 1015 x .6532
Orbo v1302402 sin 240 5.15 X 108 X 4.80 X 1014 .866

OT 56.3 X 10-7
Orb. 24.72 (.492) = (2.28 X 10-7)(.492) = 11.2 X 10-8 rad/:L
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OT O OTAT ( Ack,0 T Avw) + Arbo)
Ocbbo forvb0 orb.

.2° radAT = ( .566) (
57.3°/rad ft/sec

) + (2.16 x 10-4 ) (2 ft/sec)

+ (11.2 X 10-8 rad/ft X 1000 ft)

AT = .00198 + .000432 + .000112 = -.1436 rad

.001436 rad + 3440 NM 4.94 NMrad Ans.

b. Akir = ( -30 NM X .05 deg) + 1.6 NM + .41 NM = -1.5 NM
deg

+ 1.6 NM + .41 NM
Alt = .51 NM Ans.

AVbo

A 4. °IP A

"
\ °IP A I«

a(bo "bo) oybo vb°) Orb° "b°)

OT Avbo = -1.5 NM + .41 NM = -1.1 NM
OVbo

-1.1 NM ft1.4

ft/sec
sec

Time of Flight of Ballistic Missiles

Ans.

In choosing the trajectory for a ballistic missile the time of flight of the missile is
an important consideration. The range from launch point to target on a rotating
earth is affected by the time of flight. The time available for interception or other re-
action depends upon the time of flight. The time of flight during free flight is of pri-
mary concern at this point.

The general time of flight methods are applicable to any ballistic missile trajec-
tory, but there are certain cases in which the formulas and computations are particu-
larly simple.

In Appendix D there is derived a formula for the time of flight of a ballistic mis-
sile for which the burnout and reentry heights are equal. It is given as:

(IT Ube, e sin ubo) (16)



In Fig. 3 the time of flight on symmetrical trajectories vs the free-flight range

angle is plotted for various values of Qi, = rv2/p, with Ilk, = 106 ft. Note
that for values of Q, < 1 there are two values of time of flight for each value of %P.

The smaller value is for the low trajectory, the larger for the high trajectory. For

Qb > 1 the time of flight is a single-valued function of the range since the distinc-

tion between high and low trajectory had disappeared.
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Figure 3. Free flight time of flight.
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Appendix D

TIME OF FLIGHT

THE TIME OF FLIGHT of an object traveling on an elliptical path is an important

quantity. For example, the time of flight of a ballistic missile must be known in

order to compute the apparent motion of the target due to the rotation of the earth.

In order to derive an equation for the time of flight of a vehicle on an elliptical path,

it is convenient to define three quantities known as anomalies.

In Fig. 1 an elliptical orbit with center of force at a focus F is shown. A circle of

diameter equal to the major axis of the ellipse is drawn with center at the center of

the ellipse, 0. The anomalies of the general point R on the ellipse are defined as fol-

lows:
True Anomaly, vThe angle BFR, measured from periapsis to the designated

point on the flight path.
Eccentric Anomaly, uA perpendicular to the major axis is dropped from R.

This line intersects the circle at point S The eccentric anomaly is the angle BOS. In

the equations of this appendix, u is measured in radians.
Mean Anomaly, MIf t is the time of flight from the periapsis B to point R, and

P is the period, the mean anomaly is:

M = 2ir

Figure 'I. Geometry of the anomalies.
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Note: All three anomalies are zero at the periapsis; all three are r at the apoapsis;
if one is in the range 0 to 71-, the other two are also; and, if one is in the range to
2r, the other two are also.

To obtain M, and hence t, apply Kepler's second law; area is swept out at a con-
stant rate.

For the general point R, the area swept following periapsis passage is sector Fl R.
Then:

t Area FBR
Area of ellipse

(2)

To determine these areas, write the equation of the e1Iipse and the auxiliary circle
in rectangular coordinates, and compare the ordinates (y values) of the gencral
point.

For the ellipse:

or

x2 ,2
+

a2 b2
1 or vellivse

For the auxiliary circle of radius a:

a

2X2 + Y 1 or Yeircie = V a2
a2 a2

Yellipse

Yeircle a

a2 x2

(3)

Equation (3) is important in subsequent comparisons of lengths and areas. For
example, the area of the ellipse and the auxiliary circle in Figure 1 are related by:

Area (ellipse) iT ab _ b
Area (circle) ira2 a

4WII=..
0

Examine the following areas:

In Figure 2(a) the area of the circular sector is the fraction ( u radians
\ 2/r radians

) of the

area (ir a2) of the auxiliary circle; therefore:

A1
u a2

2

D-2
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In Figure 2(b) triangles ONR and ONS have the same base, and their heights

(therefore areas) are in the ratio NR The areas of the elliptical segment NBR
NS a

and circular segment NBS arc in the same ratio. Therefore:

b A b u a2 u ab
A2 = /-11 =

a a 2 2

The area (A3) swept following periapsis passage is obtained by subtracting the
triangle OFR from A2. The base of the triangle OFR is c = ae, and, in terms of u,

its height is -13 (a sin u) = b sin u.

Then:

u ab e ab ab
A3 = A2 1/2 (ac)(b sin u) sin u (u e sinu)

2 2 2

From Equation (2):

ab (u e sin u)
t A3 2 I. (u e sin u)
P 77' ab 7r ab 27r

From Equation (1)

or t
27r

,
E sin 11)

Where P = 27r as

M = 27r t = u E sin u

(4)

(5)

Then the time from periapsis to any point on an elliptical orbit can be found from

the definition of the mean anomaly and the known period.

t = j-(u E sin u) = (u e sin u)
27r

(6)

The time of flight between any two points in general (1 and 2) depends upon the

difference in the mean anomalies of the po(Ws:

ti 42 = P AA j as CAA' XX
kiv+2 AvA1/ lga2 411/

27 11.

t1-42
a3

[(u2 e sin u2) (u1 sin u1)] (7)

Note: If u1 is greater than u2, periapsis is passed in the transit time, and Equation

(6) results in a negative value. This value is the difference between the corre,ct time

of flight and one period; to eliminate the problem of negative values, replace u2 with

27r -1- u2.
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For most practical problems it is necessary to relate the eccentric anomaly u to
the true anomaly v.
From Figure 1:

Similarly:

c + r cos
cos 11

a

Since c = aE and r a (1 2)
1 + E COS V

COS U

COS U
1 + E cos v

aE + a (1 2) cos v
1 + e cos v
a

E (1 + E cos v) + (1 _ 2) COS V
1 E COS V

+ E2 cos v + cos v E2 cos v
1 + E COS

+ cos v

V 1 Esin u 2 sin 7,
1 + E cos v

(8)

(9)

The path of a ballistic missile (Fig. 3) is nearly symmetrical from burnout to
reentry.

Figure 3. Geometry of ballistic missile time of flight.



If the range angle is tp, the following relationships are noted:

(11 41 IP
COS Ilbo = cos sin vbo = sin

2 2 2

vre = IT + COS Vre ::"-- cos sin vre = sin
2 2 2

vre = 27r vbo cos vre = COS Mx) sin vre = sin vbo
Assuming 1 to be the burnout point and 2 to be the reentry point, Equation (7) be-

comes:

the re = t, =

t

From Equation (8):

COS Uob

a"
[(2Ir ubo + c sin ubo) (ubo E sin llbo)]

(27r 2ubo + 2 E sin ubo)

a3

E + COS Ilho

ubo e sin Ubo)

1 E COS Pbo

E COS 2

1 E COS
2

D-5
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Appendix E

PROPULSION

Discussion of Vehicle Net Acceleration at Launch

THE ACCELERATION of a launch vehicle as it leaves the pad is caused by the differ-

ence between the engine thrust and the vehicle weight. From Newton's second law:

f = Ma
or

a

The net force (f) in this case is vehicle thrust (F) minus vehicle weight (W) at

lift-off, and M is the mass of the object acted upon by the force differential, i.e., the

vehicle itself. Then:

a

but M

. . a

a = F .1

F W

F W
w ig

or

W g = (IP 1 ) g

where 11 is the thrust-to-weight ratio.

.'. a = 1) g's (Equation 6, Chapter 3)

wilermar

Figure 1
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Discussion of Rocket Engine Thrust Equation

The efflux of hot gas from a rocket call be regarded as the ejection of small mas-
ses such as in (gas molecules) at a high relative velocity ve with respect to the ve-
hicle, which has mass in and is moving at velocity u. According to Newton's second
law, the sum of the unbalanced forces acting on the vehicle is equal to the time rate
of change of the vehicle's momentum. The system being considered is the overall ve-
hicle. With these ideas in mind:

dIf (mv) m v v dm
dt dt dt

The m is the instantaneous vehicle mass-c.1-v applies to the vehicle and should be
dt

du . v in the second term applies to the ejected masses which is ve. And, dm applies
dt dt

to either vehicle or gases since dnl drno Using dm yields:
dt dt dt

f m du dm/ e
dt

v
dt

If the vehicle is operating in a "weightless" environment free of an atmosphere
and under steady state conditions, the sum of the unbalanced forces equals O. Thus:

0 = du
Ve

dm
dt dt

and

du dm
m dt ve dt

The left side of the equation represents the constant (steady state) unbalanced

force (thrust) on the vehicle (F = m du from Newton's second law). Then:
dt

dmThrust = F = ve
dt

Since F is constant for steady state, the variables may be separated and integra-

tion applied, or one may recognize dm as the mass rate of flow of the rocket exhaust
dt

(the propellants). Either way, for an atmosphere-free environment, momentum
thrust is:

F = Mve
or

F W
ve

E-2
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When the vehicle flies through an ambient fluid such as the earth's atmosphere,

the flow around it is affected, and the fluid can interact with the rocket exhaust.

Under these conditions the thrust relationships must be corrected by the effect of the

pressure forces which act on the surfaces of the vehicle body. The figure below shows

the ambient pressure acting uniformly on the outer surface of a rocket chamber and

the gas pressures on the inner surface.

Figure 2

The size of the arrows indicates the relative magnitude of the pressure. The axial

thrust can be determined by integrating all the pressure acting on areas which can be

projected on a plane normal to the nozzle axis. The forces acting radially outward

are appreciable but balance each other and do not contribute to axial thrust.

If the plane upon which all integrated pressures are projected is that of the engine

exhaust, one finds that at the exit area A, there is an imbalance between ambient

(Po) and the local pressure of the exhaust (Pa), the difference being (P, Po).

The differential force involved is evaluated over the area of the nozzle exit and is

equal to A.,(P, Po).
The total thrust acting on the rocket then, must be the sum of the momentum and

pressure thrusts or:

F ve + A, (Pe Po) [Equation I, Chapter 3]

The second term on the fight side of this equation (pressure thrust) affects thrust

in this way. If the exhaust pre:.sure is less than ambient pressure, the pressure thrust

is negative. Because this condition gives low thrust, the nozzle is usually designed so

that P, equals or slightly exceeds Po. When P, Po maximum thrust for a given

propellant and chamber is attained.

Discussion of Ideal Velocity of a Rocket at Thrust Termination

The equation for the magnitude of the "ideal" vehicle velocity at thrust termina-

tion is Avi = Lp g In (ILIA-, ). It can be derived from Newton's second law using
W 2

the following assumptions:
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1. Propellant used at a constant rate.

2. Thrust constant.

Newton's second law may be stated in any consistent units.

F = Ma = f (no gravity; no drag)
Or

F dv
dt

(A)

(B)

Since propellant is used at a constant rate the mass of the vehicle at any time is:

M = Mt (C)

Substitute equation (C) in equation (B):

F (wl Mt) dv
at

Separate variables and integrate:

V2 t2f dv =

Since thrust is constant:

v2 v1 = F

ti

Fdt

(M1 iMt)

t2
dt

(M1 Nit)

Since propellant is used at a constant rate:

V2
F. [

ln (M1 IVIt)lt2

When ti = o:

M1 111 (0) = M1
When t = t2:

At2 = M2

Substitute equations (H) and (I) in equation (0):

112
rF [ln M2 - ln M1]

14
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Note: (ln M2 In M1) (ln ln. M2)

V2 = AV F -Is'IL1n () (K)
gol M2

If we use the English Engineering System, mass is tneasured in slugs (XI) and

weight is measured in pounds (Hi).

M1 _ WI (L)
M2 M2g W2

1;4 = Converting mass to weight at earth's surface. (M)

F

Substitute equations (L) (M) and (N) in equation (K) and obtain:

(N)

Avi = l g ln (Z9 (Equation 7, Chapter 3) (0)

Discussion of Mass Ratio for Mufti-Stage Rockets

Equation (0) from the previous section can now be applied to a multistage

launch vehicle if it is assumed that the velocity of each stage has the same direction.

Then the magnitude of the vehicle velocity at thrust termination of the last stage is

the sum of the velocity magnitudes of each stage. Consider a three stage vehicle with

each stage having the same specific impulse.

Stage 1:

Stage 2:

Stage 3:

AV1 g ln al2-)

Liv2 = Lip g ln (-Z+)
\ 2 2

tiVg g 1n a12-)
a

Avi = Avi + Av2 + Av3 = Is (g)[ 1n + ln ln
vv 2 W2

1 2 3

This equation contains the sum of three natural logarithms in the brackets. The

sum of the natural logarithms of several numbers is the logarithm of the product of

the numbers. Therefoic, the quantity in the brackets is the natural logarithm of the

product of the stage mass ratios.

Asti = g ln (1V-1-,
vy 2 v`V 2 VV 2

1 2 8
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This is the basis for multiplying the individual mass ratios of each stage to get the
overall mass ratio of a multistage vehicle.

Discussion of Electric Rocket Thrust Equafion

The electric power input and power output of an electric propulsion system can
be equated if a parameter called efficiency is placed in the equation. Thus:

(Power in) (efficiency) = power out

In terms of electrical power and kinetic energy per unit time, this equation may be
written:

nct = ve2
2

where n = efficiency (% )

14 = mass flow rate of expelled particles

Ve

( slugs \
k sec

= exhaust velocity of expelled particles (ft/sec)

= electric power input (kw)

From the derivation of the rocket thrust equation, momentum thrust (F) is ex-
pressed as NI ve (there is no appreciable pressure thrust in an electric engine).

then np (14 ve)ve Fve
2

but F = 114 ve or ve = .

then (F) (F)
214 'at

and F2 = 2np

To make units compatible on both sides of this equation, a conversion constant
737.56 ft lb ) must be applied.

kw sec

This yields:

F2 = 2 K n p 14

F = A/2(737.56)np 101

F = 38.4 In p 14 (Equation 16 at end of Chapter 3)

E-6

3.1.0



Discussion of Theoretical Specific Impulse

The principle of conservation of energy may be written for an isentropic process
between any two points in a rocket engine. In this discussion the two points under
cons;deration are the combustion chamber and nozzle exit. Begin with the energy
equation in which the decrease in specific enthalpy is equal to the increase in kinetic

energy of the flowing gases.

.. he _ he = 1 (ve2 _ ve2)
2gJ

where: he = specific enthalpy in combustion chamber

he = specific enthalpy at nozzle exit
g = 32.2 ft/sec2
.7 = mechanical equivalent of heat (778 ft-lb/BTU)

ye = velocity of exhaust gases

v, = velocity of gases in the combustion chamber

Since ye ,---- 0 in the longitudinal direction due to the random motion of gases in

the combustion chamber, neglect its contribution and rearrange the equation to give:

ve2 = 2g JAh where All = he. he

Also, in the isentropic flow of a perfect gas:

All = CAT

where: Cp = specific heat of a gas at constant pressure
LIT = Te Te

T, = temperature of gas in combustion chamber

Te = temperature of exhaust gases
:. .142 = 2g J Cp (T, Te)

and since Cp = (IC 1..1 0( 41+)

where: k = ratio of specific heats

R R' universal gas constant
m molecular weight of combustion products

.*. ve2 = 2glqk k i) Tn; ( 1

In the isentropic process of a perfect gas:
k 1

Te (1L-) kT, P,

- Te \
T, i

72 = 2g. e
k

k
TR' ----c[ 1 ( Pe1 m P,

and since R'. = 1544 ft-lb/°R mole:
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k Te [ 1ve2 = 2 (32.2)(1544)
k 1 m

or ve = 315.1 Ni k Te [ 1k 1 m
and since:

F = vt, (optimum expansion)

k 1

kP

_ 315.1 k [ (19
k 1) k

32.2 k 1 m Pe

k 1

9.797 k Te [
k 1 in

(19 k
k
1

(Equation 9 in Chapter 3)
P

Discussion of Velocity Variations Contributing to Actual Vehicle Velocity

In the equation:
VACT Av(Ideal) + Vr (Equation 8, Chapter 3)

\TACT = magnitude of vehicle velocity at last stage thrust termination
vr component of earth's tangential velocity in the direction of the launch

azimuth

Avioss = magnitude of velocity loss due to drag and gravity

The contribution yr can be calculated from launch azimuth and iatitude by the
equation:

vr = reco, cos L sin 13

a)

Agure 3

E-8
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Where: re = earth radius (20.9 X 106 feet)

co, = earth angular rotation (7.27 )< 10 -5 radians/sec)

L = launch latitude
/3 = launch azimuth

In figure 3 a) the effect of launch latitude is illustrated.

In figure 3 b) the effect of launch azimuth is illustrated.

Therefore:

vr = (20.9 X 106) (7.27 )< 10-5) cos L sin 13

yr = 1520 cos L sin

Notice that the maximum contribution to the actual velocity by the effect of the

earth's rotation is for an easterly launch at the equator (L = 00) =

900).

The term Avw, is calculated from:

d
Avross =f g sin cf) dt +

f pv2 CA dt
2M

Where: g = gravitational force (ft/sec2)

(i) = angle between flight path and perpendicular to
radius vector at any altitude (degrees)

dt = time increment (sec)
= atmospheric density (slugs/ft3)

v = vehicle velocity (ft/sec)

Cd = coefficient of drag

A = effective vehicle area (ft2)

M = vehicle mass (slugs)

Calculation of Avios, is a complex iterative process. A good approximation of

Av10 , is 5000 ft/sec for present launch vehicles.

Data for an actual Titan II launch provides a good example of tiv/083:

yr = 1100 ft/sec

Avi = 12,500 ft/sec

Av2 = 16,900 ft/sec

tiv (Ideal) = 29,400 ft/sec

but AVACT = 25,756 ft/sec

.*. AY/. = 4,744 ft/sec

E-9
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Figure 4

Discussion of Nuclear Rocket Thrust Equation

Propellant
Exhaust

In the discussion of theoretical specific impulse which occurs earlier in this appen-
dix, the decrease in enthalpy of the exhaust gases flowing through the nozzle of a
chemical rocket engine was set equal to the increase in kinetic energy of the flowing
gases. This relationship is true also for the propellant flow through the nozzle of a
nuclear rocket such as the NERVA engine as shown below.

ho he = 1 (ve2 v02) (A)
2gJ

where: h = specific enthalpy (BTU/lb)
g = 32.2 ft/sec2
v = velocity (ft/sec)

J = mechanical equivalent of heat (778 ft ib )
BTU

If 0 represents total reactor thermal power (BTU/sec) generation, ii 0/W =
q represents the sp..:cific input of heat (BTU/lb) available for trans' to the propel-

.
lant when W is the propellant flow rate (lb/sec) .

Because the propellant will not receive all the reactor heat generated (losses and
inefficiency in heat transfer), the change in thc propellant specific enthalpy across
the core will be:

ho h1 = vei

where: v = fraction of q delivered to the propellant

then: ho = vq (B)

Substituting ho from equation (B) into equation (A) yields:

vq + hi he = 120 (y2 v02)

E-10
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v2 is very small with respect i.o ve2 and may be neglected. And the heat addition
and expansion processes occur at nearly a constant pressure so that:

he = fCp dT (D)

BTU
where: C = propellant constant pressure specific heat (

T = propellant bulk (average) temperature (°R)

It appears that the propellani to be used in nuclear rockets in the foreseeable fu-

ture will be hydrogen. The remainder of this discussion will assume H., to be the

propellant.

BTUFor gaseous FL, Cp varies between 3.4 and 5.0 lb R over a temperature range

of 600 to 5000' R. This range of variation could be overcome by approximating Cp
for hydrogen by Cp == 2.857 + 2.867 (10-4) T + 9.92T-112 (See pg 61 of
Thermodynamics by Faires, listed in the Bibliography at the end of Chapter 3 of this

text, for a fuller discussion.) This could be used in equation (D) and integration ap-
plied, but the resulting expression is difficult to use.

The ratio of specific heats (k = Cp/C,.) for H2 over the same temperature range
varies only between 1.3 and 1.4. Using this paramcter makes the resulting equations

easier to use.

Since Cp = Rj. )

where: R = gas constant lbft.lbR

he f k 1 (
Rj dT

If an :werage of k between 1.3 and 1.4 is used. Then:

hi he = k )f d-rk 1 J

k Rand: hi he (Te (E)k 1 J /
If equation (C) is solved for ve (with ve 0) and lit he from equation

(E) is substituted:

[vq kki Rj (Te (F)

E-11

;315



Assuming the best case in which exhaust and ambient pressure are equal and
pressure thrust equals zero:

F =

Using equation (F) yields:

F

v, = thrust (lb)

Ni 2 g J [v q k R
k 1

)(T, Ti) (G)
J

or: F = 1 Ni2 gJW[vWq
VaV k! 1 X Cre Ti)]

Recall that if q = Q

then: F = 1 i2 g J k v R
k 1 I k

For these constant values:

(T, TO] (H)

g = 32.2 ft/see2
J = 778.2 ft lb/BTU
k = average value of 1.35

ft lbR = 766.54 (for hydrogen)
lb °R

equation (H) becomes:

F = 6.94 [v Q 3.76 W (T, Ti] (I)

In equation (I) Q, reactor thermal power, has units of BTU/sec. However, reac-
tor power is usually represented in megawatts (MW). Employing the conversion
factor 947 BTU/sec/MW in equation (I) yields:

F = 6.94 [947 v Q 3.76 W (T, Ti)]
(Equation 15, at end of Chapter 3 )

where: F = thrust (lb)

= hydrogen propellant flow rate (lb/sec)
Q = reactor thermal power (MW)
T = propellant bulk temperature (°R)

The parameter v deserves further comment. It involves the efficirmcy of heat
transfer between reactor structure and the propellant which, in turn, involves the
study of heat transfer during forced convection. It involves the study of convective
heat transfer under laminar and turbulent flow conditions. And, it involves the study

of heat loss from the reactor core. These subjects are not within the scope of this
handbook.

E-12



Appendix F

ACCURACY REQUIREMENTS

FOR ORBITAL GUIDANCE

During the three phases of space flightthe injection phase, the midcourse trajec-
tory, and the terminal phasemaintaining accuracy in guidance is a complex prob-
lem but one that is important to solve. The analysis given here provides a simple
method of approximating the accuracy requirements for guidance during orbital mis-
sions. The orbit is assumed to be about a spherical, nonrotating earth in an environ-

ment free of atmospheric drag.
Consider first a satellite injected into orbit at a point rbc, from the center of the

earth with a burnout speed vb. From Chapter 2, the general equation for an ellipti-

cal orbit is as follows:

Vb0

a
2/4 vb.2

21.1.

40 a

Or

rbo

Consider small errors (8) in burnout radius Srl, and burnout speed Svb0 and
their effect So upon the semimajor axis. Define &b. and 8vbo as small errors in
burnout radius and burnout velocity.

rbo >> 8rb0; vbcp >> 8Vbo

The semi-major axis of the ellipse defined by the satellite injected into the orbit,
with a flight path angle of zero degrees, a burnout radius filo + orbo, and burnout
velocity vbo + 5vb, is a + Sa.

Then:

a + 8a = tt(rbo 8rbo)
2/1 (vbo + 8vb,o)2 (rbo + 8rb0)

Since (8v1,0) is very small:

(vbo + 8vb.)2 v102 + 2vbo 8v1 o

tc(rbo 8rbc,)a+ 8a
2/1, vb02 rbo 2vb0 rbo 8v vb028rb0
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Subtracting:

grb. + IL5 rbo rbo5a
GIL Vb02 rbo 2Vbo rbo 8Vbo Vb02 8rho

Making a common denominator of:

Vbo2 rbo

(2p, vb02 rbo 2vb0 rbo 5vb0 vb02 840) (2// Vb02 rbo)

5a 2,a2 rb0 + 2/1,2 5 rho ttv2 rbo2 1. V102 5rbo rho

Common denominator

2p.2 rbo + Avb02 rb02 + 2p,v bo rbo2 8140 + barb02
Common denominator

Combining terms in numerator:

2/12 5rbo vb0 rbo2 8 vb05a

rbo 8rbo

(2/.4. Vb02 rbo 2Vbo rbo 5Vbo Vb02 8rbo) V2b orb)

Since 2jfi, and vb02 rbo are much greater than either

2vbo rbo Bvbo or vb02 5rbo then,

8a _ 2/12 8rbo + 2p Vbo 402 8vb0
(2pc vb02 rbo )2

Sa 2p,2 Srb, + 2p yr. rbo2 8vb 1. 2/1. Vb02 rno ]
a (2472. vb02 40)2 IL rbo

_ 2,u, 5 rbo + 2vbc, rb02 8vb.
(2p, vb02 rbo) (rbo)

Multiply top and bottom of right-hand side of above equation by prbo:

5a Arb0(21L 8 rbo) ,u, rbo (2vborbo2 8 vb0)
a (2p. vb02 rbo) (Arbo2) (2/1 vb.2 40) (urb02)

a rbo ho OVbo
L rho-

8a r 2 5
a

. 2v
/4

( 1)

This equation expresses the change in sernimajor axis of an elliptical orbit for
small changes or errors in burnout radius and burnout speed.

Next, consider changes in orbital period 6111 for errors in burnout speed and burn-
out radius:

and a

2ir a312

v2r

ea 40

, or for burnout conditions

2p, vb02 rbo
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Therefore:

p 27r.

2p, vb02 rb.

Applying partial differentiation:

OP _ /- \ Z 2v5/2
1-7 Gabe) 3/2

r A 2/1 vb2 rho) b0 rbc,)
OV V A 2

Since P = 217- (WO 3/2
viT(2,u, vb02rb0)3./2

OP 3P rbo
2p.

Multiply top and bottom of right side by pc:

3POP

ov

V vbo
Ov ( 2/A v2 rt.c. / \ its, l
OP 3Pa vb0
av

3a P 140 Rv Vbo
tt

Derivation of Equation 3 is similar to that of Equation 2.

3aP
SP ., &ix,

40-

For a nearly circular orbit:

a rb. and 1402 a

Equation 1 can then be simplified to:

Sa = 28r1 o + 2a 5vbo
Vbo

(2)

(3)

(4)

The effect of a small error in burnout flight path angle, 50b., is somewhat com-
plicated for an elliptical orbit. However, if a circular orbit were desired, then the ec-
centricity of the orbit caused by the velocity vector not being exactly horizontal (i.e.,

where 6c is expressed in radians.

Derivation of Equation 5:

The relation between the eccentricity of an orbit and its total specific mechanical en-
ergy and angular momentum was given by equation 6. Chapter 2 as:

+ 2EH2
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Substituting

E = V2
2

and H = vr cos 4

into the first equation:

e = [ 1 + ) v2r2 cos2 cf]
1/2

) cose (f) ]1/2
Ore
IL

2

Making use of the definition from Appendix C:

Vb02 rbo

then e = Qb.2 -15702 cos2

Specializing to the case of a circular orbit, where Qbo = 1

e = [1 cos2 chbo] 1/2 = [sine cpbo] 1/2 sin Obo

For a circular orbit, E = sin 8 Obo

For small errors in flight path angle, (8 Obo = sin 8 40)

e = 8 Chbo (5)

The next step will be to apply the equations for small guidance errors to repre-
sentative orbits. Since circular orbits have important practical application today,
what representative accuracies are required?

Problem 1. An earth satellite is to be injecte,1 into a circular orbit at 300
NM above the earth. Assume that guidance errors cau the
vehicle to be injected into orbit at 301 NM altitude with .,peed
at burnout 1 ft/sec higher than &sired.

Find: Actual height at apogee of the resulting ellipse.

Circular speed at 300 NM = 24,900 ft/sec

Using Equation 4:

8a = 2 840 + 2a 8 v
bo

V bo

8rb0 = 301 NM 300 NM = 1 NM
8vb. = 1 ft/sec

a = re + 300 NM = 3440 NM + 300 NM = 3740 NM

8a = (2) (1 NM) + (2) (3740 NM) (1 ft/sec)
24,900 ft/sec

8a = 2 NM + .300 NM = 2.3 NM
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The distance from perigee to apogee equals twice the semimajor axis of the ellipti-
cal orbit (Figure 1).

Apogee

Therefore,

Perigee

Figure 1. Ellipse formed by orbiting earth satellite.

ha + 2r, + hp = 2(a + 8a)

ha + 6880 NM + 301 NM = 2(3740 + 2.3 NM)

ha = 7484.6 NM 6880 NM 301 NM = 303.6 NM

In the above problem, assume that injection occurred at the exact speed and alti-
tude desired (i.e., 5v),0 8r), = 0), but that the burnout angle was 0.1°. Find
the eccentricity of the resulting orbit, and the height of apogee.

= 0 1 ° 0.001745
57.3°/rad

c = ea = 0.001745 X 3740 NM = 6.5 NM

ra = a + c = 3740 + 6.5 = 3746.5 NM

ha = r re = 3746.5 NM 3440 NM = 306.5 NM

Problem 2: Consider next a Hohmann transfer from a 300 NM orbit to
19,360 NM altitude. Find altitude at apogee for a guidance
error at perigee of the transfer ellipse of:

(1) Svb = 1 ft/sec high, no altitude or burnout angle error

(2) 8rb0 = 6080 ft high, no errors in speed or angle.
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Apogee

a

Circular orbit
19,360 NM altitude

Figure 2. Ellipse formed in the Hohmann transfer.

Using Equation 1:

8a

(1 ) For speed error:

8a
a

a
21408140

11,

a
r 2 8rbo= a
L rbo

Altitude
error

2Vbo &Ix) 1
I

Velocity
error

2a = 19,360 NM + 6880 NM + 300 NM

a = 13,270 NM, 140 = 32,600 ft/sec

h
P

Perigee

(13,270 NM X 6080 ft/NM) 2(2) (32,600 ft/sec) (1 ft/sec)
5a

14.08 X 1015 ft 3/sec2

= 30,200 ft 5 NM

The distance from perigee to apogee equals twice the semimajor axis of the ellipse
attaimd. See Figure 2 for the major axis.

Therefore,

ha + 2ro + h = 2(a + 5a)
ha + 300 NM + 6880 NM = 2(13,270 NM + 5 NM) = 26,550NM

ha = 19,370 Answer
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(2) For altitude error:

Sa a2840 )
a

(
rb.-

(13,270 NM)2(2) 1 NM
8a .---- 25.2 NM , 25 NM

(3740 NM)2
ha + hp + 2r, = 2(a + 8a) = 2(13,270 NM + 25 NM)

ha + 301 NM + 6880 NM = 26,590 NM

ha = 19,409 NM

F-7
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Appendix G

ATMOSPHERIC REENTRY

ONLY a few years ago, no one knew whether it was possible to bring a vehicle

safely back from space through the atmosphere surrounding the earth. Today atrnos-

pheric reentry is almost a routine event. Inter-continental ballistic missile (ICBM)
warheads, unmanned data capsules, and manned spacecraft are returned to the sur-

face of the earth to complete their space missions. This achievement within a span of

a few years came as the result of experimentation and extensive research into the

phenomena of atmospheric reentry.
This chapter examines the reentry phase of a spacecraft in the following areas:

1. The reentry trajectory.
2. Problems caused during reentry.
3. Solutions to the problems.

The chapter gives primary emphasis to reentry into the atmosphere of the earth;
however, other planets in the solar system also have atmospheres. Both manned
and unmanned missions to Venus and Mars, for example, are currently under
study. Since the atmospheres of these planets differ from that of the earth, reentry
problems are somewhat different. Essentially, however, the material covered in
this chapter is applicable to other atmospheres.

A retrorocket is the only means of slowing a spacecraft from its orbital or
interplanetary velocity to a soft landing on the surface of a heavenly body which
has no atmosphere. A spacecraft, therefore, must be equipped with a rocket
engine that can be fired to slow the vehicle. This retrorocket must be large
enough to slow it to the essentially "zero" velocity required for a soft landing.
Thus, all U. S. Surveyor spacecraft which made soft landings on the atmos-
phereless moon had to be equipped with a retrorocket, which was used as shown

in Figure 1.
A retrorocket would work just as well on earth. One could have been used to

slow the Mercury spacecraft from its 17,000 mph orbital velocity to its soft

landing through the earth's atmosphere, thus avoiding some of the reentry prob-
lems discussed later in this chapter. But, because the earth is much larger than
the moon and the Mercury spacecraft was considerably heavier than Surveyor,
an impracticably large retrorocket would have been required. Another, more
economical way to slow spacecraft returning to the surface of the earth is to
use the aerodynamic drag force developed during reentry into the atmosphere.

G-1
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Figure 1

THE REENTRY TRAJECTORY

Chapter One pointed out that there is no "top" to the atmosphere of the
earth. Thc atmosphere is most dense at the surface of thc earth, and density
decreases as altitude increases. But no matter how far the spacecraft travels
from the earth, density never becomes "zero." Consequently, spacecraft hundreds
of miles above thc earth's surface develop an insignificant amount of aerodynamic
drag. Reentry into thc atmosphere begins at the altitude where drag first be-
comes significant. This altitude depends primarily upon vehicle velocity and physi-
cal characteristics. For a Mercury spacecraft, reentry begins at about 250,000
ft above the surface. For an Apollo spacecraft returning from a lunar mission
at 25,000 mph, reentry begins at 400,000 ft.

The spacecraft trajectory during reentry results from the effects of gravitational
attraction of the earth and aerodynamic drag; these forces are affected by:

1. Entry velocity, which depends on the spacecraft mission.
2. Atmospheric density, which is a function of altitude.

3. Entry angle, the angle with the local horizontal at which the vehicle enters the atmosphere.
4. Spacecraft characteristics:

a. Weight (or mass).
b. Shape of the vehicle (how streamlined it is).
c. Area of the vehicle, measured at its maximum cross-section.
d. Lifting characteristics. Some spacecraft are ballistic and develop no lift force in the

atmosphere (ICBM warheads and the Mercury capsule). Other spacecraft develop
lift on reentry (Gemini, Apollo, and lifting body spacecraft).

The forces acting on an unpowered spacecraft are shown in Figure 2. The
weight forcc depends upon thc mass of the spacecraft and its altitude. The force
acts toward thc center of the attracting body (the earth), tends to accelerate
the spacecraft, and curves its trajectory toward the vertical (entry angle of 900).

Drag forcc results from aerodynamic rcsistance to motion through the atmos-
phere. The magnitude of the force depends upon atmospheric density, vehicle
velocity, and vehicle characteristics. For example, a streamlined vehicle like an
ICBM warhead would develop less drag on rccntry than would a blunt spacecraft
like Mercury, Gemini, or Apollo, if other factors are the same.

G-2
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LIFT DRAG

ENTRY ANGLE

WEIGHT

Figure 2

LOCAL

HORIZONTAL

Similarly, the lift force depends upon atmospheric density, vehicle velocity,
and vehicle characteristics. The spocceraft must be designed to develop lift during
reentry if a lifting entry is desired. Otherwise, it will make a ballistic reentry.

A ballistic reentry or trajectory is, by definition, one in which the only forces
acting on the spacecraft arc weight and drag; it is unpowered (rto thrust force)
and no lift is developed. In a ballistic trajectory, the path is fixed, and the vehicle
cannot be maneuvered from this fixed path. Thus, it cannot make corrections to
insure hitting the prcplanned touchdown point.

In a lifting spacecraft, however, the lift force can be varied during reentry to
allow the spacecraft to maneuver (change its trajectory) and make path correc-
tions toward the preplanned recovery area.

In summary, the reentry phase of the spacecraft trajectory serves a useful pur-
pose. During its passage through the atmosphere, the spacecraft generates aero-
dynamic forccs. Thc drag force allows the vehicle to be slowed to a soft landing
on the earth's surface without the use of a retrorocket. In addition, if the space-
craft is designed so that lift is developed, it can maneuver during reentry and
change its trajectory and landing point.

These advantages arc not obtained free, however. There are also problems
associated with reentry.

Problems Caused During Reentry

Two major problems occur during the atmospheric reentry of a spacecraft:

1. Heating of the spacecraft.
2. Deceleration loads on the spacecraft and payload.

The heating problem arises because the reentering spacecraft possesses a tre-
mendous amount of kinetic energy. Kinetic energy is the ability to do work by
virtue the velocity thc spacecraft has. For example, the Apollo spacecraft
returning from a lunar mission weighs about six tons and travels at approximately
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36,000 feet per second or 25,000 miles per hour, giving it about 486 billion foot-
pounds of kinetic energy. As the spacecraft is slowed by the aerodynamic drag
of thc atmosphere, the kinetic energy is transformed into thermal energy in the
atmosphere surrounding the spacecraft. This energy transfer takes place through
impact of air molecules with the spacecraft and its shock wave.

Because the spacecraft is surrounded by an envelope of heated air, heat is

transferred to the spacecraft structure by radiation and convection processes. The
amount of heat transferred to the spacecraft depends unon many different factors:
entry velocity, atmospheric density, characteristics of air flow around the space-
craft, reflectivity of the spacecraft surface, and others.

Since this transfer process is fairly complicated, an accurate prediction of the
maximum temperature that can be expected during a particular reentry is very
difficult. However, if all the heat in the atmosphere (or even a large percentage
of it) were transferred into the spacecraft, kinetic energy transformed to thermal
energy would vaporize the spacecraft like a meteor.

Two heating values must be calculated for each reentrythe maximum heating
rate and the maximum total heat load. The maximum heating rate normally
occurs at the leading edge or stagnation point of the Taceeraft, and the peak
temperature reached during reent-y occurs at this point. Therefore, the nose of
the spacecraft usually has the most critical heat protection requirements. Heating
rate is expressed in units of British Thermal Units (BTU's) per square foot per
second and is a measure of how rapidly the heat is being transferred from the
atmosphere into some representative area of the structure.

Since each type of material has a maximum temperature at which it can sustain
the structural loads placed on it, the type of material used for different parts of
the spacecraft structure must be selected carefully according to the expected max-
imum heating rate at that part during reentry. The maximum heating rate will
depend upon how rapidly kinetic energy is changed to thermal energy on reentry
and also on the type of heat protection used to decrease heat transfer from the
atmosphere to the spacecraft structure.

If one spacecraft is heavier or reenters the atmosphere at a greater velocity
than another, it will have greater kinetic energy and, if other conditions are the
same, the maximum heating rate at any point on the structure will be greater.
For example, Apollo is heavier and reenters at a greater velocity from its lunar
mission than Mercury did from its earth orbital mission. Therefore, Apollo has
greater kinetic energy, a more severe reentry heating problem, and a heavier
heat protection system than Mercury.

The other heating problem, the total heat load, is measured in BTU's per
svare foot. This is the total amount of heat which reaches any particular area
on the spacecraft during the entire reentry. Again, the heat protection system
must withstand this load to be effective. Heat load depends upon kinetic energy
lost during reentry and heat transfer characteristics between the spacecraft and
the atmosphere.

The trajectory will also affect reentry heating. If a spacecraft reenters at a
relatively steep angle (an ICBM warhead, for example, reenters at approximately
200), the heating rate and stagnation temperatures tend to be high. However,
since the vehicle passes quickly through the reentry phase without time to absorb
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much of the thermal energy generated, the total heat load tends to be relatively
low.

On the other hand, a manned ballistic spacecraft like Mercury reenters the
atmosphere at a relatively shallow angle around 1-2°. Therefore, reentry heating
is spread over a longer period of time. This causes the maximum heating rate
to be relatively low, but since the vehicle is in thc heating environment for a
longer period of timc, the total absorbed heat load tends to be higher.

The deceleration problem arises because the spacecraft is being slowed from
the reentry velocity by aerodynamic drag. Deceleration, which is a negative
acceleration or a slowing down, is the time rate of change of velocity. The

average deceleration during some interval is the ratio of the velocity change to
thc time interval within which it occurs. Deceleration is usually measured in
g's, thc ratio of the deceleration to the acceleration of gravity at the surface
of thc earth-32.2 feet per second per second. An astronaut undergoing a de-
celeration of 10 g's would "weigh" ten times what he weighs on the surface of

the earth.
Both astronauts and spacecraft have limits of deceleration which they can

survive. Equipment can be designed to withstand very high decelerations (up
to hundreds or even thousands of g's in some cases), but such designs usually
mean an increase in weight. Man, however, cannot be redesigned and must
avoid a reentry involving high decelerations.

The deceleration limit used for manned spacecraft reentry is usually 10 g's
applied from astronaut chest to back because this is the maximum deceleration
at which a crewmember is effective. Man can survive reentry up to 20 g's de-
celeration, but this limit is applied to emergency situations only. Because of this,
thc Apollo spacecraft is also designed to survive a 20 g deceleration reentry.

Deceleration on reentry depends upon vehicle velocity, atmospheric density,

vehicle characteristics, and entry angle. The greater the vehicle velocity, the
greater the aerodynamic drag slowing the spacecraft, and uther things being
equal, the greater the deceleration. Similarly, a blunt-shaped spacecraft also de-
velops greater drag than a streamlined spacecraft. Finally, if a vehicle such as
the ICBM warhead enters at a steep angle, it will descend at a high velocity
into the lower denser atmosphere where aerodynamic drag is greater. Its decelera-
tion is greater than that experienced by a Mercury spacecraft which entered at a
shallow angle and slowed down high in the less dense part of the atmosphere.
Therefore, a warhead experiences decelerations of about 150 g's whereas Mercury

reentered with a peak deceleration of approximately 8 g's.
A third reentry problem arises if thcre is a requirement for maneuvering the

spacecraft during reentry to arrive at a precise touchdown point on the surface
of the earth, to obtain a large entry corridor, or to obtain a large area for
possi ble landings.

If the spacecraft develops nu !ift force on reentry, then it follows a ballistic
trajectory and no control over this trajectory during reentry is possible unless
rocket thrust is used. Timing and position of retrofire used to bring it out of orbit
was the only control that Mercury had over its touchdown point. At the Mercury
orbital altitude of 100 NM, the aerodynamic drag was sufficient to cause the
orbit to decay into the lower atmosphere and bring the spacecraft back to earth in
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about 7 days. However, Mercury carried three small retrorockets which, when
fired, decreased velocity by approximately 500 feet per second so that the space-
craft would return to earth in less than one orbit and have some control over the
location of its landing point. Once retrorocket firing was completed, the Mer-
cury astronauts had no further control over the trajectory. Since orbital velocity
at retrofire was 24,000 feet per second, an error of one second in timing meant
an error of 4 NM at touchdown; timing was critical.

If an ICBM warhead do-s not reach orbital velocity, it does not require a
retrorocket to bring it back through the atmosphere to the surface of tbe earth.
However, a means of maneuvering during reentry allows the warhead to correct
its trajectory and to avoid enemy interception.

For future spacecraft, maneuvering during reentry will allow more flexibility
in spacecraft operations. A lifting body spacecraft will be able to deorbit from
space to a particular runway from many different points in its orbit around the
earth. Recovery forces sent out to locate and retrieve spacecraft can be decreased
in size and cost.

From thc foregoing analysis, major problems obviously associated with reentry
have been overcome in past space operations and must be anticipated in future
operations.

Solutions to the Problems of Reentry

The magnitude of the heating problem on reentry not only may limit the
range of reentry trajectories available but also requires that spacecraft be equipped
with some type of heat protection. The preceding section pointed out the relation-
ship between heating and entry angle. A shallow entry angle for a given mission
will result in lower heatimz rates within the atmosphere and at the spacecraft
surface and in higher total heaf loads on the spacecraft than those of a steep
reentry. A heat protection system decreases heat transfer between atmosphere
and spacecraft or transfers heat back to the atmosphere instead of allowing it to
enter the vehicle structure.

The shape of the reentry vehicle affects heat transfer. Vehicle shape deter-
mines the standoff distance of the shock wave (distance between shock wave
and leading edge) created during entry into the atmosphere. The greater the
standoff distance, the less the heat transfer across the shock wave to vehicle
surface.

Figure 3
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The air between the shock wave and the blunt-shaped spacecraft is moving

more slowly than the free flow. The boundary layer, a thin layer of air next to

the vehicle, moves very slowly. This slowly moving air serves as an insulating

layer to decrease heat transfer. On the streamlined vehicle, the shock wave is

closer to th ..! vehicle; the air is moving faster; and heat transfer is greater. On

the needle-shaped vehicle, the shock wave is located at the aft end and affords

little or no heat protection.
Many diffrm-ent techniques have been used, and are presently being developed

for future use, to provide further heat protection during reentry. Most of these

can be classified into six different types: heat sink, ablation, insulation, radiation,

transpiration, and spray cooling. The general characteristics of these systems

are as follows:

1. The heat sink provides heat protection through the addition of a large mass

of material (copper in early missile warheads) which absorbs a great quantity of

heat as it warms up. There must be enough mass to handle all of the heat of

reentry prior to the material melting or boiling away. Unless the material has

sonic other function after reentry, such as providing fuel, then it becoines a pay-

load penalty. Today, the heat sink is used for component heat protection but not

for cooling entire reentry vehicles.

2. The ablation heat protection system has been used on all U. S. manned

spacecraft and on most of thc warheads in the inventory. Ablation is the wearing

away, melting, charring, and vaporizing of the surface material. Most r.blation

materials are of the melting or charring type. The melting types are generally

undesirable for reentry heat protection because the melted material tends to run

and change the aerodynamic shape of the vehicle. This could have serious effects

at high velocities of reentry. Charring ablation materials have been used on

most reentry vehicles. These materials are complex organic mixtures; reinforced

plastics, epoxy resins, fiber glass, and others. Ablation systems are very efficient

heat protection methods comprising approximately 10% of the reentry vehicle

weight. Reentry heat is handled by five different methods. As the ablation
material is heated during reentry, it undergoes a chemical reaction which results

in charring and formation of a gas:
a. Heat is absorbed in the chemical reaction;

b. The gas formed "outgasses" (flows out) from the surface, becomes heated,

and carries this heat downstream;

c. The gas, flowing along the surface, provides boundary layer insulation against

convective heating;
d. The ablative material is a poor conductor of heat (a good insulator) so it

stores heat by getting hot without readily conducting it into the interior of the

vehicle; and
e. The surface becomes red hot which causes heat to be re-radiated back to

the atmosphere.

Because of these five methods, ablation is efficient for heat protection. Its main

disadvantage lies in the difficulty of using ablative shielding for more than one

reentry without extensive refurbishment.
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3. Thc insulation technique involves the use of a material that is a poor heat
conductor. Although this material heats up on reentry, it does not conduct much
of the heat into the interior structure. Because of this, the material will become
very hot and, therefore, must be capable of surviving high temperatures. Ceramics
have been used for insulating the nose cap on unmanned test vehicles such as
Asset. The insulation method can be used with, and is related to, the radiation
method.

4. Radiation of heat from the spacecraft to the atmosphere can be used to
dissipate the heat of reentry. With this method, the surface of the spacecraft is
allowed to heat up on reentry until it gets so hot that the equilibrium temperature
is reached. At this temperature, heat coming in by convective and radiative heat
transfer equals the heat being re-radiated to the atmosphere. The material used
must withstand the equilibrium temperature. For a steep ICBM warhead type of
reentry, there is no known material that can survive for long lhe resulting high
heating rates and temperatures. For reentry of a lifting body spacecraft which
has relatively low heatim; rates and low equilibrium temperatures and spends a
long time in reentry for reradiation of the heat, the radiation method appears
economical. Even here, the temperatures become sufficiently high to require the
use of rather exotic structural materials, such as graphite, columbium, and molyb-
denum which are difficult to form and may present oxidation problems at high
temperatures. Since these materials are not consumed during reentry, they appear
attractive for future multiple-reuse reentry spacecraft. Coating materials to pre-
vent oxidation must first be developed.

5. Transpiration heat protection requires that a liquid be boiled off at the
surface of the spacecraft so that heat is absorbed in the change of state and is
carried away in the vapor. This limits surface temperature to the boiling point of
the liquid just as water in a teakettle keeps the teakettle at the boiling point of the
water, even over a flame. The major disadvantage of this method is that it is an
active system and extensive pitimhing would probably be required to get the
cooling material .,: tl: oioter surfacv. .L\ fAure in this system during reentry
would be disastrous. nm -pi, :Hi cooling 1,, somewhat related to spray cooling.
Both would probably use water e i11-,1 ;Is the co3ling subAuce.

6. Spray cooling also utilizes the bo`iiirie oil of lign;..i. but, in this case, the
liquid is sprayed on the surface to be cooled ., 1-at en
contact. If this is done on the inncr surfaef.., the vapor could be collected and
sent through a heat exchanger located at a cooler part of the vehicle. This system
could be used on the nose cap or leading edge of a reusabL reentry vehicle, and
the coolant reservoir would merely have to be refilled to refurbish the heat pro-
tection system.

The deceleration problem on reentry can be controlled only by controlling the
rate of velocity change as the spacecraft is slowed by aerodynamic drag. In the
case of an ICBM warhead, slowing down in the atmosphere makes it more I.F.Ji-
nerable to enemy action; its shape and trajectory are designed so that the warhead
is slowed as little as possible on reentry. If warheads are properly designed,
deceleration is not an operational restriction imposed on the trajectory.
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In the case of a manned spacecraft, reentry deceleration is limited to 10 g's.

Since the astronaut is being slowed at the same rate as the capsule, there is no

way to insulate the astronaut from deceleration as is done with heating. Because

a soft landing.is required, which means essentially a "zero velocity" at touchdown,

the total velocity change during reentry is approximately equal to the entry ve-

locity. Therefore, the only way to control deceleration is to control the rate of

velocity change.
If a shallow entry angle is used, the spacecraft begins slowing down higher in

the atmosphere and takes longer to reenter, with a resulting lower peak decelera-

tion. This is why a shallow entry angle is used for returning manned capsules to

earth, as shown in Fig. 4.

To overcome the problems of heating and deceleration, spacecraft have been

reentered into the atmosphere at a shallow angle to spread the effects of heating

and deceleration (kinetic energy change and velocity change) over a longer

period of time. If the spacecraft develops a lift force in the atmosphere, it can

use this lift to control the rate of descent and also to maneuver during reentry,

helping to solve the third problem. For these reasons, a great deal of research is

presently being done on lifting reentry spacecraft.
Maneuvering on reentry can be best analyzed by considering twn fliffz,iwit por-

tions of the reentry trajectorythe high veloci.tv rr_srt.:tw rrom reentry altitude and

orbital velocity down to 100.01W CL altitude and Mach 2 (twice the speed of

sound) :AA the velocity portion from 100,000 feet to touchdown on the

In the high velocity part of the trajectory, there are essentially two ways of

maneuvering the spacecraftby using lift or by using rocket engines. Rocket

engines are fairly heavy devices and have not been use.d for reentry maneuvering

of manned spacectait. Therefore, lift is th,.. primary means of providing a ma-

neuvering capability during reentry.
Lift, like drag, is an aerodynamic force generated within the atmosphere.

A lifting capability is of no use in space but is merely a weight pn-qty

cause of the additional structure required. Once the spacecraft eiL sig-
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nificant atmospheric density on its descent, a useable amount of lift can be
generated. Althoudi Mercury was a ballistic spacecraft which developed no
lift on reentry, both the Gemini and Apollo spacecraft (with symmetrical shapes
similar to Mercury) do develop a small amount of lift. Lift is generated by
building and loading these vehicles so that the center of mass (or center of
gravity) is offset from the horizontal centerline as shown below:

<1DIR ECTION
OF TRAVEL

ANGLE
OF ATTACK /

LIFT

Figure 5

CENTER
OF

MASS

CAPSULE
CENT ER -

. de LIN E

This causes the spacecraft to be aerodynamically stable during reentry at at.
angle to the direction of travel (angle of attack). This, in turn, generates a
pressure differential and a lift force. ins+ ail. wing generates nit.
By usine, tIlP td control reaction engines to rotate the spacecraft, the astro-
nauts (sail ;,oint the lift vector in the direction they want to travel to correct
the traiect:w,. A lifting body spacecraft generates lift by virtue of its ur-
symmetric al i:hapc

In the low velocity portic-r of the reentry trajectory from the 100,000 ft
altitude and about Mach 2 &Ay,. t.o touchdown, many different means of gen-
erating lift for maneLvt-ring to a soil landing have been tested. On early and
present manned spacccratt, coinhinatioas (If small drogue parachutes and large
main chutes were used to ...-.swer the Lapsuie gently to the water with no hori-
zontal maneuvering possible. For the such devices as lifting parachutes,
flexible paraglider wings, deployable rotors, and lifting body spacecraft with suf-
ficient subsonic lift to make runway landings are being tested. These devices
will allow horizontal maneuvering to a preselected landing point, and a land
recovery to he made. The large sea recovery forces presently used may not
have to be deployed in the future.

In summaty, the advantages of having lifting capability in the reentry space-
craft are:
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1. Low heating rates;

2. Low deceleration loads; and

3. Ability to maneuver in the atmosphere

Disadvantages are:

1. Lifting surfaces add weight which reduces useful payload in space:

2. The total heat load on reentry is greater because the vehicle spends more time in the
heating environment on reentry; and

3. A lifting entry is more complex than the simple ballistic trajectory with its one possible
path.

In this chapter, we have considered some of ti,;t!1?lcms that arise during
reentry and some of the solutions that havy L ;. used or are under study for
future use. Obviously, reentry is a compicx subjeci. Only a simplified, basic
treatment of the subject has been given here. A great many, more rigorous
and complete treatments of the subject are available. These problems and
their solution,- cr.: F.:esently under continuing intensive study by space en-
gineers and !:,ckntists.

BIBLIOGRAPHY

DUNCAN, ROBERT C. Dynamics of Atmospheric Entry. New York: McGraw-Hill, 1962.
ELY, LAWRENCE D. Return from Space. Springfield, Ill.: Charles C. Thomas, 1966.
GAZLEY, CARL, Jr. "Decleration and Heatine of a Body Entering a Planetary Atmosphere

from Space" in Air Force. Office of Scientific Research. Astronautics Symposium. Ist-
1957 . New York: Pergamon Press, Symposium Publications Division, 1958. (Volume
title; Vistas in Astronautics)

LA GALLEY, DONALD P. Ballistic Missile and Space Technology Re-entry and Vehicle Design,
Vol. IV. New York: Academic Press, 1960.

LOH, W.T.H. Dynamics and Thermodynamics of Planetary Entry. Englewood Cliffs, N.J.:
Prentice-Hall, 1963.

MORROW, C. T., ELY, L. D., and SMITH, M. R. Ballistic Missile and Aerospace Technology
Re-Entry. New yolk. Press, 1961.

RAND Corporation. Aerodynamic Aspicts uj 1-::!:!, Space Vehicles and Implications for
Testing. Washington: RAND Corporation, 1967.

. Atmospheric Entry of Mannea Vehicles. Santa Monica, Cal.: RAND Corporaiiuta,
1960.

An Introduction to Astronautics, Vol. I. Santa Monica, Cal.: RAND Corporation,
1958. Pp. 10.1 through 10.32.

TRUITT, ROBERT W. Fundamentals of Aerodynamic Heating. New York: Ronald Press, 1960.

G-11

334



Appendix II

COMPUTERS IN SPACE DEFENSE

THERE is one military space operationthe Space Defense Systemthat would be

nonexistent if it were not for the capability of a computer system. This operation will

be reviewed as an example of an application of computers to our military space ca-

pability. Moreover, this system's operation will serve to point out the myriad to tasks

that may be accomplished by digital computers.

Computers in Space Defense

The Space Defense System is comprised of the total capabilities and facilities pro-

vided to CINCNORAD/CINCONAD to detect, track, and identify all man-made

objects in space; to provide warning of potential or actual space threats; and to pro-

vide a defense against space systems. The command, control, and computational

center of the Space Defense System is known as the Space Defense Center (SDC).

The SDC is the hub of a worldwide network of radar, radio, and optical sensors

which maintain surveillance on all man-made objects in space, and it integrates all

elements of the Space Defense System. The technical operation of the SDC com-

puter and communications facilities is the responsibility of an Air Force orgnniza-

tion--the 1st Aerospace Control Squadron of the Aerospace Defense Command.

Since 1957, close to 4,000 man-made satellites have been placed in orbit. The

computer capability of the SDC has also increased to keep pace with the satellite

population growth and increased accuracy requirements. The SDC computer system

has evolved from a 10-microsecond memory access, nonreal-time input and output

system in 1961 to a 1.5-microsecond memory access and a real-time input/output
with interrupt features. Today's operational computer system uses the Phi lco S-

2000, 212 model computer and is known as the Delta 1 system.

The Phi lco S-2000 central processor is a high-speed, large scale asynchronous,

electronic digital computer which consists of a control section that interprets and ex-

ecutes program instructions plus 32,000 (32K) words of magnetic core storage.

The C2ntro1 section is housed in one 1,-,rdware module. It consists of an instruc-

tion unit, an incit..;: imit, an arithmetic unit, .Ad a store unit. The 32K-core storage is

a random access device ic.;!nd in four hardware modules each containing 8K words

of magnetic core memory. Each word consists of 48 bits plus eight odd parity bits. A

word may contain data or instructions. :Pie magnetic core memory has an average

access time of 0.9 microseconds and a complett read-write cycle time of 1.5 micro-

seconds. The control section normally executes progam instructions (stored in core

memory) in sequential order.
The instructi-m unit accesses up to four instructions from memcrv until they can

be accepted by the index unit. It contains two program address registers and two

48-bit program registers.
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The index unit obtains operands and stores them until the arithmetic unit has
completed the preceding instruction. There are eight index registers, each consisting
of as many bits as are needed to address thc largest memory address.

The arithmetic unit receives operands and instructions from the index unit, exe-
cutes the instructions, and transfers the results to the store unit.

As part of the Central Data Processor, there is also a Real-Time System, magnetic
tape and magnetic drum storage, and an Input-Output Data Controller (IODC)
with associated equipment. Although the input/output and communication inter-
faces are significant computer operations in themselves, this review will be limited to
the Delta 1 program operation and data flow.

Oversimplified, the data flow in the SDC begins when a sensor site observes a sat-
ellite and transmits the observation to the SDC. When the observation is received,
the system compares that observation with the orbital elements of all cataloged satel-
lites in an attempt to identify the satellite. The orbital elements are stored in the
computer. If the observation is identified as a known satellite, certain routine actions
will occur. If the observation is not on an identified satellite, then a set of orbital ele-
ments must be generated. These orbital elements become the basis for the majority
of outputs required for operation of the system. They are used to produce look an-
glesthe pointing data which enable sensor sites to acquire an object in order to ob-
tain more observations. Many sensors have on-site computer facilities. Those sites
would receive orbital elements from the SDC and, using their own computer, pro-
duce look angles.

Bulletins, the ephemeris or predicted position information for a particular satel-
lite, are another major output which are provided to many agencies in addition to
Space Defense System organizations.

The entire flow of data operates in a closed loop. Observations from the sensors
flow into the SDC. In turn, the SDC provides orbital elements or look angles to the
sensors as a reacquisition aid. When more observations are received from the sen-
sors, the SDC computer system differentially corrects the data. This correction proc-.
ess is a method for finding small corrections from the differences between the ob-
served and computed coordinates (residuals). When applied to the elements, the
small corrections reduce the deviations from the observed motion to a minimum.
This cycle iterates continuously until the satellite decays or is deorbited. Selected
computer processes and sequences that enable this flow to occur are the subject of
the remainder of the section.

The Delta 1 program operates in response to manually or automatically entered
stimuli (Fig. 1 ). The operation of the system is controlled by a program executive
which provides for: (1) accepting, monitoring, and relaying real-time observation
message inputs; (2) selecting certain processes automatically; (3) accepting opera-
tor/analyst requests for process operation and data insertion; and (4) operating
processes according to priority.

The program is structured into three levels of. responsibility (Fig. 2): level one
consists of functions which control the routing of input/output data, schedule the ac-
tivities of the program, and provide the interface mechanism by which the operator
communicates with the program; level two is the process or job-related control
which directs the execution of particular processes or jobs to be run; level three con-
sists of the individual functions.
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A process may be a single programmed function or a prescribed sequence of func-

tions operated by the executive according to the stimulus and the type of space ob-

ject concerned. In the Data Processing Subsystem, some of the Delta 1 System func-

tions are grouped in the following areas:

a. System Control
b. Input Processing
c. Observation Association
d. Observation and Element Monitoring

e. Element Correction
f. Satellite Position Prediction
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Figure 2. Control structure.

g. Orbit Determination
h. Weapons Support
i. File Maintenance and Data Retrieval

Briefly, these functions perform the following tasks.
SYSTEM CONTROL.--System control initializes and restarts the. system to allow

program operation. During the operation, this function responds to certain equip-
ment malfunctions in order to insure continued operation, if possible, on degr-,led
equipment. It ais insures that operations are terminated at the proper time.

INPUT PROCESSING.There are two basic functions of input processing: process-
ing satellite observation messages and processing operatoi inputs. Observation mes-
sage processing includes legality checking of the observations and converting them to
a standard format. These observations are then retained for use in the observation
association function covered below. Operator input processing allows manual data
input via a schedule tape,* the input output data controller (IODC) and/or the
computer console.

OBSERVATION ASSOCIATION.--The observation association function correlates the
observations r-,:eived from input processing with cataloged element sets. There is a
predetermined association criteria which establishes the limits for correlation. Ac-
cording to these limits, observations are classified into one of the following catego-
ries: associated, doubtful, or unassociaied.

MONITORING.ThiS function monitors observations and element sets. After asso-
ciation processing, the monitoring frnction sorts and merges newly categorized ob-
servations into intermediate storage piles for later use. Associated or doubtfully asso-

* Schedui: tapea magnetic tape which contains prestored input parameters for or:: or more programsand/or sequences to be run in succession.
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ciated observations are used for element set monitoring. Unassociated observations

can be used in the orbit determination function covered later. Element sets are mon-

itored for excess divergence if the satellite is suspected of being lost or decayed, or if

a new bulletin is required.

ELEMENT CORRECTION.Element correction improves an object's element set

based on reported observations of that object. The function operates as part of sev-

eral sequences or as an individually requested function. As an individual function,

any a several general or high-precision orbit correction techniques may be manually

requested to correct selected input element sets with selected input observations.

As a part of a sequence, element correction, using a weighted least-squares tech-

nique, differentially corrects the element sets which are designated manually or by

another function (e.g., monitoring), using the observations in the system files. Ele-

ment sets which have been corrected as part of a sequence are retained for possible

use by satellite position prediction.

SATELLITE POSITION rREDICTION.Satellite position prediction uses element

sets to generate predictions in various forms, quantities, and groupings for Space De-

fense Center requirements and for other users of this data. Predictions are prepared

for output to local personnel or for transmission. The look-angle surveillance predic-

tions used by sensors are, in general, produced automatically following element

correction or the determination of a new element set. The other prediction functions

are usually operated by request on manually designated or input element sets.

The following types of predictions are generated:

a. Sensor Acquisition DataSatellite acquisition coordinates or element sets for

use by specific sensors for observing and reporting on known satellites.

b. Satellite BulletinsData representing the nodal crossings, ground trace, and

altitude of the satellite over a period of time.

c. System Function RequirementsSatellitc positions(s) for use by a program

system function.
d. Ephemeris Generation---Fatellite position predictions at set time intervals ovor

a period of time; varied formats and data quantities accommodate scveral users of

this data.
z. Position ReportsPosition situation reports showing the status of satellites at a

given time, witnin a given time iwerval, or within a given volume of space.

f. Orbital IntersectionThe closest point of approach of two satellites.

ORBITAL DETERMINATION.Orbital determination produces an initial set of Or-

bital elements for the system ,:atalog. These elements are produced in one of three

ways: (1) computation of an orbit directly from the observations of an unknown

object reported by a sensor; as many as four techniques may be used concurrently,

depending upon the types of observations received; (2) correlation of an unknown

track (input observation set) from certain sensors with historical sensor data on pre-

viously launched objects; and (3) computatior of an orbit directly from prelaunch

data of a flight path. For the first two methoos, orbit determination operates auto-

matically when the association of function confirms there is a tagged unknown ob-

servation track; the third method is manually initiated. Following orbit determina-

H-5

339



tion, the association, element correction, and prediction functions are operated to
improve the initial orbit and to provide information on the new orbit path.

WEAPONS SUPPORT.Thc weapons support function provides satellite intercept
planning and prediction information.

FILE MAINTENANCE AND DATA RETRIEVAL.This function permits the opera-
tor to access and change the system data files. Each maintenance and retrieval func-
tion is manually requested.

Sequence Control

A sequence controller in the Delta 1 system is a Level 2 executive program which
operates individual programs in a prescribed order. Generally, t:-.c sequence control-
lers prepare the data environment for an individual program operation, establish in-
put/output options, load individual programs which will be operated, and transfer
controi to chat program as well as determine when conditional programs will oper-
ate. Following are some of the operations of the sequence controllers (sequence is
normally written as SEQ followed by the number of the sequence, e.g., SEQ01
Sequence 1):

Sequence 1Observation Input Processing.

This sec aence proviths for the basic conversion, association, ;'.nd maintenance of
sensor observation reports. System control accumulates these observation reports in
the observation input buffer on drum, and on a tape buffer when the drum has
filled. The operation of SEQ01 clears all requests for SEQ01 from a process request
queue.

Sequence 2Routine Cataioging

This sequence filters the observation files to optimize their currency and useful-
ness. It also monitors element sets to select those requiring differential correction,
obtains corrected elements, and generates new acquisition parameters.

Sequence 3Tagged Unknown Processing

This sequence provides automatic processing of tagged unknown observations.
System control stores these observations in a special observations input buffer and
requests the operation of the sequence either when the last observation in a set is re-
ceived, or ten minutes has elapsed since the receipt of the first observation ;n a set.

Sequence 4Observation Insertion

This sequence will provide for the insertion of standard observation cards into the
system files and for the operation of the report association program* in a retro-asso-
ciation mode, with the file of unknown observations. The sequence can be used ei-
ther to insert analyst-prepared observations into the system with a predetermined

* Report Association ProgramA program that attempts to associate all incoming observations with elementsets.
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satellite number, or observation reports which had been corrected/converted else-

where.
Sequence 5Satellite Renumbering

This sequence provides the capability to replace a teli:porary satellite number with

a permanent satellite number in the system files. The o!y,ervItions for a specified

satellite are retrieved from intermediate and master observation files and placed in a

drum storage area. The satellite number is changed on the element set, and the ele-

ment file is written onto the data files. The satellite number is changed on the ob-

servations from the drum storage file and written onto the intermediate ot rvation

file. The observations with the temporary satellite number are then purged ttrn the

master observation file.

Sequence 6Analyst Report Association

This sequence provides for insertion of an unlimited amount of taped observations

to an individual program--the Analyst Report Association nrogram.

Sequence 7Tagged Observation Insertion

This sequence provides for tagged observation input on punched cards and fer
merging them Cato the intermcdiate observation file. Residuals are computed and in-

serted by an observation residual calculation program.

Sequence 10 through 15

There is a series of sequences which provide a capability to produce a number of
combinations of basic outputs required for the SDC operation. These sequemes per-
form their operation on satellites that are manually designated by SDC personnel.
SEQ10 differentially corrects (DC) those satellites and updates the element file
when a correction is successful. SEQ11 provides a DC, an element update, and gen-

erates a set of look angles. SEQ!.2 include; all SEQ11 outputs plus a bulletin.
SEQ13 will provide a DC an element update and a bulletin. SEQ14 will generate

and provide for transmission of look angles. 5E015 adds a bulletin to the SEQ14
output.

Sequence 17Observation Editing and Differential Correction

This sequence provides for differentially correcting orbiial elements of manually
designated satellites using observations from the intermediate observations file and

the master obsetvation file.

Sequence 20Sensor Tasking

This sequence provides the capability to update tasking codes, transmit tasking
messages, and generate tasking summaries. This information establishes priorities
and requirements for sensor sites.

Sequence 21Domestic Launch
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This sequence facilitates the cataloging of U.S. launched satellites by establishing
a temative element set and providing ephemeris and acquisition data to sensors prior
to the actual launch Prelaunch parameters and recipient sensors are designated by
card input.

Sequence 22Manual SEQ03

This sequence provides for determining an initial orbit from manually input ob-
servatiens, differentially correcting the element set, updating the system files, and
alerting the sensors. This sequence is essentially thz, same as Sequence 3 (Tagged
UnknOwn Processing).

There is a wide variety of individual programs which are part of these sequences
(as well as a vast number not included in these sequences) which produce the re-
sults needed for a space defense operation. It should be clear that man could not ac-
complish the mission without the aid of a high-speed digital computer.
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This is designed to be a working iadex. It differs froth the normal alphabetical

index in that the most appropriate word (rather than the first) in an item has

been catalogued. In most cases, the noun has been chosen for listing with the

modifying adjective shown as a subheading. For example, Reentry Angle is
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and Mass Ratio is:
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GLOSSAF/ OF SYMBOLS

1. a semi-major axis of ellipse; average linear acceleration

2. b semi-minor axis of ellipse

3. bo subscript for burnout conditions

4. c distance between focus and center of ellipse

5. e base of natural logarithm, = 2.718

6 g local acceleration due to gravity,
= 32.2 ft/sedaat the aurface of the earth

7. h altitude, height above surface of earth

altitude of apogee8. h
a

0 h altitude of perigee

10. i angle of inclination

electric power

12. r radius length; mixture ratio

13. r
a

radius to apogee

14. r
e

radius of earth, = 3440 NM = 20.9 x 106 ft

15. r radius to perigee

16. linear displacement

17. t time in sec

18. u er,centric anomaLy

19. v linear speed, velocity magnitude

20. nozzle exit velocityv
e

21. Ay increment or chaige of speed

22. w work in ft-lb force

23. A area

nozzle exit area24. A
e

coefficient of drag25. C
D

26. CL coefficient of lift

27. D atmospheric drag

28. E specific mechanical energy in ft2/sec2
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29. F focus of ellipse; force in lbs; thrust in lbs

30. G Universal Gravitational Constant, = 10.69 x 10
-10

ft
3
/lb mass-sec

31. H stecific angular momentum in ft2/sec

32. I
sp

specific impulse in sec

33. I
t

total impulse in lb-secs

34. KE kinetic energY

35. L aerodynamic lift; latitude

36. M mass in slugs

37. N lass flow rate

38. NM nautical miles, = 6080 ft

39. P period of revolution; pressure

40. PE potential energy

41. Q ballistic trajectory parameter; reactor thermal power

42. W weight in pounds force

106,1 weight flow rate

44. a average angular acceleration

45. E, very anal change or error

46. e eccentricity; expansion ratio

47. n electrical efficiency

b8. e angular displacement

49. X longitude
15

50. 11 gravitational parameter, = 14.08 x 10 fe/sec2 for earth

51. v true anomaly; heat transfer efficiency

52. u conversion constant, 3.1416; u radians = 180°

53. p atmospheric density, slugs/ft3

54. (I) flight path angle, elevation angle of velocity vector

55. * free flight range angle

56. w argument of pe-igee; average angular speed

57. A increment of

58. y thrust to weight ratio
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