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PREFACE

This monograph describes the work performed by R & D
Consultants Company under Contract #0EC-0-9-140548-
2791(095) with the Office of Education of the Depart-
ment of Health, Education, and Welfare. The contract

is titled "A Computer-aided Study of Access Management
and Collection Management in Libraries"; its principail
objectives are the development of a model for information
access and storage systems, and the study of the structure
of existing access systems with the intent of augmenting
them in significantly useful ways by means of automated
processing of machine readakle data bases.

The specification of such a model naturally requires
considerable mathematical and statiztical detail that

makes for dry reading at best. We have therefore pre-
pared a rather extensive introduction that summarizes

the findings with only a minimum of documentation and

then provided the necessary backup in the following
chapters. In addition to the material contained herein,

the contract called for a study of computer programming
languages as they apply to problems in the library. At

the invitation of the Editor of the Journal of Documentation
and with the permission of the contract officer, this -
study was published in the June 1971 issue of that

journal under the title:

PROGRESS IN DOCUMENTATION: Programming Languages
in Mechanized Documentation.

Throughout the course of this study we have been indebted
to Mr. Lawrence S. Papier of the Office of Education who

has provided many helpful suggestions both with regard to
the plan of our research and the problems of documenting

the resulits.

The authors also wish to express their appreciation to
Richard O'Keefe and other members of the library staff

of the Fondren Library, Rice University for their generous
help and cooperation in the selection of the Fondren Index
Sample which provides the central data bzse of this study.
We are also indebted to Richard De Gennaro and Foster Palmer
of the Harvard University Library for making available in-
formation about the contents of the Widener Shelflist which
enabled us to determine the dynamic structure of their
classification system and also for the five year summary

of their circulation statistics; to the late Gerald Mitchell
of the Institute for Defense Analysis who aided us in the
preparation of the distribution of digraphs; to the Confer-
ence Board of the Mathematical Sciences, and particularly
the NISIMS Committee, who supported those aspects of this
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work particularly concerned with accessing mathematical
archives; to John W. Tukey, the Statistical Research
Technigues Group of Princeton University and the National
Science Foundation who supported the work on algorithmic
indexing and made available for this study preliminary
output from their permuted title listings of the retro-
spective file of statistical papers; and to M. L. Puri,
Department of Mathematics, Indiana University, for his
thoughtful contributions to the study of the mathematical
models of access systems. .

Finally, we should like to acknowledge the contributions
of the staff of R & D Consultants Company; William E.
Houchin, particularly for his work on the information
theoretic aspects of the problem; Val Forsyth for her
invaluable contributions to the overall data handling
problems; and to Joan Resnikoff and Rena Wells for their
painstaking efforts in analysing in fine detail the index
structure of the Fondren Index Sample.

March 1972
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LIBRARY ACCESS SYSTEMS

INTRODUCTION

have been commenting on the "information explosion” and the
effect this has on the librarian and on the library user. The
fundamental assertion is quite simple: libraries grow exponenti-
ally. It is easy to show that this phenomena has persisted at
least since Gutenburg. As long as the base is very small, expo-
nential growth can be coped with. Sooner or later, however,
repeated doubling of even a very small base every 20 or 30 years
will lead to a very large base. When it becomes clear that an
information base is already so large as to strain our ability to
control and direct it, doubling its present size within another
20 or 30 years can only be viewed with considerable concern.

Whether library collections have reached such a stage at the
present time is debatable. Some arguments have been put forth in
recent years to the effect that a universal collection is now
obsolete; that even the largest public and university libraries
will soon have to move towards specialization of their collections
and increased dependence on each other to achieve comprehensive
coverage. Nevertheless, many large libraries continue to grow at
their accustomed rate and new libraries of increased capacity con-
tinue to be built.

We raise the guestion here not with the hopes of resolving it, but
rather to emphasize a self evident point: the size of a library
collection is of fundamental importance. This should not be con=-
strued as implying that the gquality of a collection is unimportant,
but to stress that there are a number of basic problems concerning
libraries that depend almost totally on guestions of size rather
than gquality, however quality may be measured.

That collection size is important to a user may be simply illus-
trated by a rather mundane set of examples. Consider, for instance,
a collection of two or three dozen books on a desk. Clearly, the
arrangement of such a collection is of no importance whatsoever.
The scanning speed of the normal human eye and the recognition
mechanism of the brain is so fast that one can locate a desired
book even while the arm mechanism is reaching forward to retrieve
it. However, if we consider the 800-1,000 books that one can
comfortably store on shelves on one wall of a modest size office,
some degree of organization becomes necessary. In such a collec-
tion, physical size normally plays an important role as grouping
of books by size makes for more efficient use of space. But size
is also an important visual key for locating a book. Equally,
color is useful both for aesthetic considerations and location
keys. Size and color are generally not incompatible with a rough
subject grouping, particularly if the collection consists of one
or more series of publications.
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At this level it may also be useful to note that there is a kind
of Parkinsonian law in operation: the size of a collection
expands rapidly to £ill the available shelf space. Thus a gap
of open shelf in such a collection is more likely to indicate
the absence of a book rather than deliberate planning for future
expansion, thereby providing an elemental circulation system
including a simple mechanism for determining the spot for
returning the book after use. Collection growth is normally
handled by temporary storage on desk and tabkle space until there
is sufficient incentive to add a new shelf or set of shelves at
which time "the new books" are not infrequently all shelved to-
gether, thus providing another retrieval key for the personal
access system: time of acquisition.

Unprofessional though it may appear in terms of professional
librarianship, such a system is both effective and cost-effective.
It is designed for the use of only a few people——-perhaps only one-—-
and it is presumed that these users are intimately familiar with
the system. Periodic rejuggling of the storage positions is not
only costly, but detrimental: it breaks down the simple access
system that is quite capable of remembering that the needed docu-
ment is that "medium sized blue book with the red stripe on the
fourth shelf near the door." No catalog system in the world can
beat that kind of retrieval speed.

When we move up to the 25-30,000 books normally found in a small
public or college library, the access system must become more
formal if for no other reason than the fact that there will be
many more users, including a host of infrequent ones who must
operate with reasonably simple instructions. At this level, only
a handful of users (and certainly not all of the library staff)
will be intimately familiar with the entire collection. This is
not to say that personal knowledge of the collection is unimportant
or that individual variations in the ways in which the boocks are
shelved do not exist. Every experienced library user knows that
the fastest way to determine if a book is in the collection, and
if so where it is to be found, is to ask the librarian. In fact
this is so well known that all librarians develop subtle and not
so subtle techniques for fending off such requests both to
preserve their sanity and to give themselves some time to attend
to their other duties.

However, a librarian who is never willing to guide a user to a
book does not recognize the nature of the system. All modest

size libraries vary from standard cataloguing practice in certain
ways if only to keep cataloguing costs in line. Standardization
is mainly useful to the user who moves about from one library to
another over a period of time and does not wish to invest the time
necessary to acquaint himself with the vagaries of a particular
library the 'first time he has need of its contents. For such a
user, personal direction is of great value.




The progression on to larger and larger collections creates more
and more complex access problems. A large university library is
so complex that no one librarian is able to personally familiarize
himself with all of it. Instead, a staff of reference librarians
is maintained, each covering different specialties. The complex
access system is now so large that the user may need to consult
the librarian to find an item in the access system where in a
smaller library he could expect the same effort to provide him
with the book itself.

In brief, every library user gquickly learns that size is a barrier
to access and that his best strategy in trying to locate a book

is to head for the smallest collection that is likely to contain

or point to that book. According to this standard, a sophisticated
user is one who can exercise good judgement in this regard. The
primary rule presumably is that the older (and/or rarer) the book,
the more likely it is that one will have to go to a large collec-
tion. Other properties of the document such as language, place

of imprint, subject matter, etc. clearly enter into the exercise

of this judgement. It is curious that libraries do not, in
general, provide detailed information of this kind about their
holdings so that users can exercise this judgement more efficiently.
Precise counts from the card catalog would, of course, be costly

to obtain and many librarians might be loathe to publish their
opinions about the approximate breakdown of their holdings by
language, place of publication, etc., but these factors may not
outweigh the utility of such descriptive information.

Deriving counts from a machine readable catalogue is guite simple
and relatively inexpensive so it is to be hoped that as more
libraries shift to machine cataloguing they will follow Harvard's
lead in publishing refined descriptions of their holdings by
language, date of imprint, subject, etec.

Up to this point we have constrained our discussion to the
problem of finding a book within a set of books. Until recently,
few would question that this was a fundamental problem in
librarianship, if not the fundamental problem. Today some
authors would prefer to view all requests placed at libraries

as requests for information, many of which could be best served
by supplying the information itself rather than by directing the
user to a document containing the information. In the frame in
which we view the problem this is egquivalent to requiring a much
larger access system than most libraries could currently afford.
However, even assuming an increase in funds for libraries and/or
a decrease in costs for access systems, it is still not clear
that requests for books will disappear. If one wants to read
Oliver Twist presumably nothing else will do and classifying such
a request as an "information request" in the interests of
obtaining a unified theory does little to change the problem.

The user still wants the book. Nor is this phenomenom restricted
to fiction. Even such simple requests as "what is the current
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population of the United States" or "what is the most recent
estimate of the speed of light" are frequently phrased in a con-
text that demands not only a proper definition of the source,

but also ancillary information about the methods used to obtain
the estimate and the author's own views on the strengths and
weaknesses of his procedures. In short, the user will frequently
tequlre access to the document containing the information and,

in many cases, access to the supporting documents cited.

Nevertheless, there are many proper user regquests that are

shaped as requests for information rather than for specific
documents and it is well to consider the effect of collection size
in such a situation. Here again it is clear that a law of parsi-
mony is in operation. In short, one does not approach the Library
of Congress to determine the size of a badminton court. Or at
least one should not. ©Not only librarians but many other infor-
mation sources are continually plagued by questions that could be
more efficiently answered by reference to the nearest desk-sized
dictionary or one volume encyclopedia. It takes a patient member
of a library staff to handle such requests in a manner that is
likely to advance the user another step in user sophistication.
The education of users is clearly a critical aspect in the effec-
tiveness of any information system.

Even on the basis of elementary arguments it seems reasonable to
conclude that size is indeed a critical factor in the evaluation
of collections of books and documents. The larger the collection
the more likely it will be  that the needed information will exist
in it, and the more difficult it will be to find it. It is only a
short step from such an observation to the hypothesis that the
size of the access system will also be of importance, and will
also be most effectively used by resort to a law of parsimony.
Indeed, it is essential to recognize that the access system it-
self is typically a collection of pieces of information, not just
a set of pointers to an information collection.

It is customary to think of a catalogue card as a container for

a collection of information about a book, including information
about its location. However, it is more than this. It also
contains a subset of the information in the book and, no matter how
small, this is in fact information. And it may just be the
information the user needs. Titles contain information. Contents
notes contain information. It is not unusual to find information
about the author which is not contained in the book itself.
Further, the collection of catalogue cards provides information
that few if any of its books are likely to contain. To the

extent that the statistics are available, any description of a
library serves also as a description of the community it serves,
biased to be sure by the collective decisions of the acgquisitions
staff over a period of years, but still descriptive of qualities
that are very difficult to study from any other source. Where the
collection in a particular field is large enoudh to be considered
representative, or even definitive, statistics on the holdings can




be most useful to an author making decisions on what to include
in an introductory or expository work.

-When one moves on to a study of other access devices such as
indexes, abstracts, special bibliographies, permuted title
lists, citation indexes, or cumulative lists of tables of con-
tents, it is even easier to argue that each such device plays
both roles: a container of information, and a pointer to other
information. But for that matter, the book itself plays both
roles; it neot only contains information; it points to other con-
tainers of information through footnotes, citations, appended
bibliographies, and remarks in the text itself. Thus a .book is
an access device as well as an information container.

What then is the fundamental difference between the book and the
catalogue card, or the index and the table of contents? Both con-
tain information; both point to information. The user, again
operating under a principle of parsimony, goes to the smallest
container, or set of containers, that is likely either to cocntain
the information or point to a small set that does contain the
information. The entire system operates under the fundamental
assumption that the user is only willing to scan a certain amount
of material to find what he wants. Both the author of the book
and the author of the catalogue, in somewhat different ways,
attempt to break down the sum total of knowledge into bite-sized
pieces and organize those pieces in various orderings so that the
user can thread his way through the maze to the bite that he
needs.

Both guestions of order and gquestions of size are of fundamental
importance in any formal inguiry into the structure of infor-
mation systems. A formal investigation into why certain order-—
ings of information are useful and why others are not (or are

of marginal utility) would require a much deeper understanding

of the structure of information than is presently available.
Ordering a library catalogue by author is presumably useful
because almost all libraries do it. But trying to decide whether
librarians do this because users remember authors or whether

useful access point in most catalogues is not likely, at least
for the present, to bring us much closer to a proper under-
standing of how such systems work. We are therefore forced to
take the view that a new ordering is by definition useful if
some segment of the community is willing to pay for its initial ;
production and maintenance. i

It is in this context where we can see more clearly than in any

other the potential impact of the use of computers in libraries. ;
The great cost in the use of computers in this area is the cost ,
of initial programming and the cost of data base acguisition.

Marginal costs of producing new orderings of a data base are ;
relatively small compared with the cost of obtaining the first i
ordering. The more the data base is "exploded," the smaller H
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the unit cost of material produced. Several examples should help
to put the problem in perspective:

Permuted Titles. The title is keyed once, with associated
information about the author, source, etc. and then
exploded by a factor of from 5 to 6 to produce access to
each significant word in the title.

MARC. The data is keyed once and then exploded by tape
copying for use in many libraries and commercial firms,
some of which explode the records again, e.g. for pro-

ducing the several copies necessary for maintenance of

their card catalogue.

Widener Shelf List. The shelf list is keyed once, and then
exploded at the first level by generation of the shelf

list itself together with alphabetical and chronological
listings of the same entries. A second level explosion
occurs through listing through the machine (first by line
printer; more recently by computer typesetting) and the
printing of copies through normal book production.

MEDLARS. The material is keyed once for production of
Index Medicus and then exploded through on-line and batch
processing of information retrieval requests.

Other examples involving the productlon of book catalogues for
county library systems (where in many cases the exp1051on extends
to copies for local scheols), citation indexing, and various
forms of union lists are now in fairly wide use.

The Widener Library Shelf List is of particular interest because
it provides an important example of the interplay between size
and ordering. The chronoclogical listing represents a new
ordering, at least for a collection of this size, and it will
be of interest to assess its utility after a period of time.

We shall later make use of this feature to study the dynamics
of the classification system. The alphabetic listing is not
new; indeed such listings go back to antigquity. Further,
special listings for subcollections are probably nearly as old.
However, the systematic listing by alphabet for each main cate-—
gory of the classification system for a system of this size is
only possible with the machine help. Provision of this infor-
mation in addition to the alphabetic listing in the public
catalogue makes it possible for the user who has reason to
believe that the material he is searching for is in, say, the
American History class, to go directly to a much smaller collec-
tion for his search, with the attendant time savings. In other
words, the machine not only prcv;des the possibility of exper-
imentation with new orderings, it also permits one to exercise
access judgements of a variety of choices of the size of the
traditional listings.

Q
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Such reorganization of information is not limited to computer
dependent schemes as is evidenced by the recent popularity of
the undergraduate library concept in schools with large main

library holdings.

It is the purpose of this study to try to provide fresh insight
into the nature of library problems by systematically studying
the gquestion of size in various information contexts. In this
introduction we have tried to illustrate the role that size plays
from the user's point of view. In the sections that follow we
shall study the card catalogue, the classification system, and
various other access mechanisms. We will determine their size
characteristics and show the impact of these considerations on
the creation and use of access mechanisms. Finally, we shall
devote the several chapters that follow to the more extensive
statistical and mathematical justification necessary to provide
a solid base for future study, improvement, and design of infor-

mation access systems.
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THE CARD CATALOGUE

The primary library access device is the card catalogue. 1In
simplest terms, the catalogue is a set of linear files: the
shelf list, the subject heading file, the author or author-title
file, the new accessions list, etc. Let us consider the problem
of finding a particular entry of known form in one of these
linear files. Clearly, if the file is of any length, it will

be ordered by some filing rules (with which we will assume the
user is familiar) and a superstructure of guides will be imposed
to permit the user to move rapidly to the general area in which
the required item is to be found.

The natural superstructure for a linear file is hierarchal; in
this case taking the form of cabinets which contain drawers

which in turn are partitioned into sets of cards further separated
by file guides. The user first scans the cabinet labels to
locate the right cabinet, then he scans the drawer labels to
locate the proper drawer, then he scans the file guides to locate
the correct subset of cards, and finally he scans the card head-
ings individually to find the desired card. It is perhaps worth
noting that many libraries neglect to provide cabinet labels

that can be scanned in the first step, thus requiring the user

to scan the relatively small drawer labels in order to locate

the proper cabinet.

Several authors have studied the problem of determining optimal
strategies for establishing the proper number of file guides,

the proper size of a card drawer, etc. (See for example,

Shoffner (1) and Llpetz and Song (2)). In the s;mplest case, if it
be assumed that scanning speed (and hence, cost) is the same at
every level of the access structure, it is easy to show that the
optimal strategy is to design each level of the structure in

such a way that it decomposes the next level into a set of file
segments of equal size, say K segments, where K is independent
of the level. In terms of the card catalogue, this would imply
that we should have K cabinets, each consisting of K drawers,
each containing K file guides, each of which serve as separators
for precisely K catalogue cards. See Chapter III for the
technical details.

Determination of the proper value of K is not so easy. If we
totally neglect the cost of providing and ma;ntalnlng the access:
structure and choose that value of K which minimizes the
searcher's costs we find that K should be equal to the natural"
constant of the calculus, e - 2.718... . As catalogue cards
are integral units, we are forced to choose K as an integer
value, either 2 or 3, The choice K=2 corresponds to a binary
search, a procedure that is widely used in file searching in com-
puters.




However, it is not reasonable to neglect the cost of providing
and maintaining the access system. The shaller the value of K,
the greater the cost of the access system. Formally, if & 1is
the size of the linear file, then the size of the optimal level
structured access system, A, is related to K and S by the
simple formula

iy =

S 1

K 1.

This leads to a typical problem in optimization: As K
decreases towards the natural constant e, scanning time (and
hence cost) decreases, but access system costs increase, slowly
at first and then rather rapidly. Thus there is presumably an
optimal value of K that minimizes the total system cost, i.e.
the sum of the user costs and the access system costs. 1In
theory, these costs could be measured and an optimal value for

K thereby determined. However, it is not easy to obtain such
cost data--particularly those associated with user scan time--so
we choose instead to adopt a standard procedure from the field
of operations research where such guestions occur routinely: we
shall assume that current practice is constrained by economic
restraints to be close to optimal and determine the value of K
currently in use.

From elementary considerations, it is evident that the value of
K currently in use is in the neighborhood of 30. File cabinet
construction varies, hut the most popular size is the 4 by 8
cabinet containing 32 drawers. However, as cabinets are
normally placed side by each, the distinction of "cabinet" is
largely lost from the visual point of view (perhaps explaining
why so many libraries fail to provide large label designations
for each cabinet). A more significant measure can be found by
determining the average number of cards per drawer. For the
Fondren Library at Rice University this was found to be 826
(see (3)). The drawer is, by itself, a two-level file consist-
ing of cards and file guides. The earlier derivation for a
N-level file reduces to the following result for a two-level
file: the number of file guides should be equal to the square
root of the number of cards. This is the main conclusion of
the Lipetz and Song study (2). Now the square root of 826 is
28.74, again a number in the vicinity of 30.

Now consider a typical university library. In such a library
the shelf list or other simple linear catalogue file*is a full
four-level access system: cards, file cards, drawers, and
cabinets. The mean size of a university library, computed from
those listed in (4), is 757,354 volumes. As this is a four-
level system, K is equal to the fourth root of 757,354 or

K = 29.50, again a value very close to 30.

* Intermixed subjectetitle—authér files naturally multiply the
total number of cards by nearly 3 and modify the details but
not the essential result of this argument.
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It is tempting to choose 30 as the "natural constant for access
systems"”" because this simplifies the problem of computing higher
powers. However, the value

K = (2e)% = 29.55....
_fits the data somewhat better and may provide a useful suggestion
for an eventual derivation of this constant on information theo-=
retic grounds. Table 1 provides a short table of the powers of
K along with the corresponding access levels of a card catalogue:
TABLE 1
Powers of K and Sizes of

Card Catalogue Access Levels

K to that Power =

Power or No. of Units Access Level in
Level in Access Level Card Catalogues
1 29.55 Cabinet
2 873 Drawer
3 25803 File Guides
4 762483 Caxrds

Not every library fits this pattern precisely; indeed, if a
library catalogue system has this particular structure at some
time it will almost undoubtedly stay at that point for only a
short time as its natural growth carries it beyond the size
implied by Table 1. However, before discussing the distribution
and dynamics of library size, it is well to consider the appli-
cability of the level structured model we have thus far presented
to other gquestions of information access.

In later chapters we provide the necessary statistical support
for the following assertions:

1. An abstract is approximately 1/30th the size (in
number of characters) of the technical paper it abstracts.

2. An index is approximately 1/30th the size (in characters)
of the book it indexes.

3. The table of contents is typically 1/30th the size of
the index.

4. The book title is approximately 1/30th the size of the
table of contents. i '

5. The average number of characters in a book is very close
to theé average number of books in a university library.

10
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Indeed, libraries themselves tend to appear, at least on the
average, in sizes that are very close to the powers of K given
in Table 1. At the lowest level, the encyclopedia plays the

role of a mini-library of information and is typically the size
of approximately 30 average books (though usually packaged in

a somewhat smaller number for reasons of printing and binding
economy). It is more difficult to measure the size of personal
library collections, but it is not unreasonable to suggest that
an average of 873 books is a good estimate. At the next level,
we find that the average size of the 717 junior (or community)
colleges listed in (4) is 22,635 volumes per library. This
figure is somewhat smaller than the level 3 value of 25,803 given
in Table 1 but that is not surprising in light of the very sub-
stantial growth in the number of junior colleges over the past
decade. As the number of JC's stabilizes, the average size of

JC libraries can be expected to increase to a value not far from
the level 3 figure. Finally, we have already remarked, and will
substantiate below, that the average size of the university
library is very close to the 763,483 given for level 4 in Table 1.

Having assigned level 3 to the community college and level 4 to
the university, we are left with the rather intriguing gquestion
of where to place the four year college. Some of the oldest and
best known institutions of higher learning consider themselves
to be four year schools and are so considered by the Office of
Education which releases annual reports on various measures of
activity in academic circles. However important these institu-
tions may have been in the past and are now for ilhe particular
role that they play in the national system cf nhigher education,
it can no longer be said that the majority «f college students
attend four year colleges. Since World Wi IX, state after
state has converted its state college systs te a state univer-
sity system. With the enabling legislaticon passed in 1971,
California is now in the process of removing the last few large
public colleges (indeed the only ones remaining with more than
12,000 students) from the college category and placing them in
the university category.

Similarly, more and more states are adopting, or expanding,
systems of community (i.e., junior) colleges to increxsingly
provide lower division education to their residents in that form.
In California this process is, perhaps, most advanced: over
800,000 students attend community colleges and nearly 400,000
students (under the new definitions) attend universities.

By comparison, only a handful attend four year schools.

At the same time, the existence of the four y:zar college provides
an answer to the question posed earlier: if every library in

a given subset is growing at, say, 5% per yo=at, how can the
average library size remain constant? The wer is that new
institutions are introduced into the set parlnically, usually
aller than the mean,

e e

with collections that are substantially v
thereby balancing the general growth of e existing instituticnal
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collections. Eventual conversion of the California State Col-
leges to universities will increase the number of universities
in the country (by present OE definitions) by nearly ten percent.
However, at present the largest of these collections is at San
Jose State College and that collection is slightly below the
mean for all the existing universities.

At the upper end of the scale there exists the Library of Con-
gress whose current holdings, according to the Annual Report of
the Librarian, are about 20 times the mean size of a university
library and currently growing at a rate that will reach

K3 = 22,531,361 in the middle of the next decade. It is not
far-fetched to suggest that the largest university libraries are
in the process of becoming regionally located national libraries,
in character if not in name.

This in turn raises the guestion of how we are to determine when
a library has passed from one category to the next. Mathemati-
cally, the natural way to define a boundary between two values

on an exponentially increasing scale is to compute the geometric
mean of the two values. Table 2 provides the mean for each level

together with the upper and lower bounds for each level in Table 1

and the fifth level needed to encompass the Library of Congress,
the New York Public Library, and the few university libraries
with more than four million volumes.

TABLE 2

Ranges in the Level Structure
(in volumes)

Level Type Number of Volumes
n Minimum Mean = KB Maximum
1 Encyclopedia 5 30 l61
2 Personal 161 B73 4747
3 Jr. College 4747 25803 140266
4 University 14026686 762483 4144851
5 National 4144851 22531361 122480276

We have reasonably good data to test this definition of boundary
only for levels 3 and 4. For level 3, 25 of the community
colleges have collections smaller than 4,747 volumes according

to (4) and one has a collection slightly larger than 140, 266.
Thus a total of 26 or 3.6% lie outside the suggested bounds.

For level 4, four universities have collections larger than the
upper bound and one has a collection smaller than the lower

bound yielding 2.5% outside the suggested bounds. Given the
dynamic characteristics of the library situation and the inherent
difficulty of determining membership in the various classes, this
can only be categorized as rather good agreement with the model.

L e b e s



Our reliance to this point on the statistics of college and
university libraries rather than public libraries is a result
of statistical reporting practice rather than a predililiction
for one over the other. In the college and university area
there are two essential statistical advantages: the Office of
Education provides an authoritative source for categorizing the
various institutions under community college, four-year college,
and university rubrics, and most reporting institutions provide
statistical descriptions of their holdings by library (or, more
properly, by campus). Statistics of public library collections
are generally reported in terms of the total holdings of each

public library system together with the number of branch libraries,

which makes it difficult to attempt for the public libraries the
kind of analysis made above for academic libraries.

We can, however, add an observation that tends to support the
view that an analysis of public library statistics might lead to
rather similar results. The largest public library system is the
New York Public Library. According to the American Library
Directory (1970-71) the then current holdings of the Research

Branch of NYPL totaled 4,057,565 volumes - a figure very close to
the upper bound given in Table 2 for level 4 collections.

Let us summarize for a moment. We began this discuzsion of card
catalogue structure by following the lead of Shoffn=u, ILipetz,
Song, et. al. and observing that the optimal file ture from
the viewpoint of minimizing the time reguired to f£iné something.
in a large linear file using hierarchal search technigques is to
subdivide each level in the access system by a factor of K.

If the cost of the access system 1is negligible K should be
small, equal approximately to 2 or 3. However, access systems
in libraries do cost money and although we are unable to supply
a precise derivation of the appropriate value of K from cost
considerations alone, it is possible to collect sufficient data
on card catalogue structure to show that the operative value of
K in modern libraries is approximately equal to 30. Since the
available data on card catalogues is not as convincing as one
might like, we provide further support for the wvalue of K = 30
(the symbol = is a convenient abbreviation for the phrase "is
approximately equal to") by first examining the ratios of
various access system sizes to the sizes of the information base
to which they provide access and then by examining in more detail
the structure of the book collection itself. Taken in its
entirety, this data provides a reasonably comfortable basis for
our assertion that X = 30.

These results can be rephrased more formally. We have concluded
that in studying the size of access systems the primary measure

is that the size 8Sp of a n-level access system is given by the

expression:

= Kgn
5, = K
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where K = 30. This simple mathematical formula is reminiscent
of work in other fields, particularly studies of human response
to sense inputs, e.g. sound, touch, etc. In such work it is
common practice to replace formulas of the above type by the
corresponding expression derived by taking logarithms of both
sides. Thus

log S, = n log ¥ .

As K is a constant, so too is log K. Hence, log Sp is a
homogeneous linear function of the level n.*

Figure 1 illustrates the use of logarithmic graph paper (with
one scale transformed logarithmically on which the size vs.
level relationship corresponds to a straight line. It shows the
size breakdowns with maximum and minimum values for each level.
Figure 1 also provides a visual demonstration of our earlier
argument that the "natural" way to obtain the boundary points
was to use the geometric mean: in Figure 1 the boundary points
are now equally spaced on the transformed scale.

The case for the use of logarithms in sensory studies goes much
deeper than this. Indeed, the original basis for the use of
logarithmic scales was not that they induce convenient straight
line representations (though they do) but rather that they
simplify the task of deseribing the precision with which the
human being can estimate the intensity of the sound, or other
stimulus, he experiences. Early experiments showed that the
human response mechanism operating over wide ranges of intensity
of input could judge the intensity up to a fixed percentage of
the input. Use of the logarithmic transformation enables one
to convert such a statement to absolute rather than percentage
terms. Thus, in accoustical work it becomes possible to report
that the precision for a particular subject's estimate of sound
intensity as plus or minus so many decibels (or fraction there-
of) regardless of the intensity level at which the estimate is
made.

With these observations in mind we posit that information, in
addition to being stored in libraries, must also have a structure
that is consistent with the human stimulus-response system.

All stimuli are information bearing, but we are here concerned
primarily with information that can be, and is, represented in
linguistic form which minimizes the importance of the perceptual
sense transducers such as the eye, ear, etc. for our concerns.

* In acoustical studies, for instance, it is common to express
sound intensity levels in decibels and the decibel scale is
nothing more, nor less, than a constant multiple of the
logarithm of sound intensity.
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The structure that information qua information appears to
share with the sensory stimuli is the logarlthmlc relation

noted above. "Intensity" of information is, in this wview, to
be measured by the number of information bearing units, e.g. by
the number S, of characters, of books, etc. The use of log Sp

as a measure of "perceptual" size is then natural from a
phychophysical viewpoint.

However, if we are to lean on the analogy with psychophysical
results we must also determine if the main property that
justliled the use cf 1cgar1thms——constancv of percentage varia-

for lnformatlon d;strlbutlens‘ In grder t@ determlne whether
this property holds for information distributions it is first
useful to determine the mathematical form of the information
distribution itself.

The study of information distributions dates back to the late
nineteenth century at least and the work of Mendenhall (24), a
physicist who devoted a considerable amount of effort to the
accumulation of word length distributions for Shakespeare, Bacon,
Marlowe, and others to see what light, if any, such studies
might shed on the guestion of authorship of certain of Shake-
speare's publications. A generation later Yule (25), although
apparently unaware of Mendenhall's work, tried much the same
approach to the authorship problem using instead sentence length
distributions. Williams %26)summarized the results of these two
studies and observed that both Mendenhall's data and Yule's data
together with data he had collected could be accurately
apPIGleatéd by the lognormal distribution. 1In the terms we are
us;ng here this is equivalent to ShOWlni that the logarithm of
size (logsize) 1is normally distributed.

This result further strengthens our claim that the appropriate
way to measure size as it affects users of information bases is

lAccording to (5) the first use of the lognormal distribu-
tion was made by McAlister (6) at the suggestion of Galton.
Galton in turn "had derived his ideas from a consideration of
the Weber-Fechner law relating responses to stimuli." McAlister
presented his results to the Royal Society of London in 1879,
some 8 years before Mendenhall wrote his paper on the "Charac-
teristic curves of composition,” and some 77 years before
Williams noticed that Mendenhall's distributions were nicely fit
by the lognormal, a situation which in and of itself may have
something to say about the need for interdisciplinary information
access. Indeed, the first mention we have been able to f£ind of
the relation between the Weber-Fechner results and the structure
of information distributions is a pa551ng remark made by Fair-
thorne in hls summary (7) publlshed in 1969, though the very
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to use 1cg51ze, because the normal distribution is the first
order approximation in the family of probability distributions
just as the straight line is the first order approx1matlon in

the family of real analytic functions. It would be nice to be
able to assert that information distributions share this property
with other stimulus distributions. However, the work of Weber
and Fechner predated the wide use of the probability distri-
bution in data analysis and, considered from this standpoint,

the question has apparently not been of much interest to more
recent workers in the field.2

If log51ze is normally distributed, at least to a first approxi-
mation, this perm;ts one to represent a set of information
distributions in a particularly simple form. Figure 2 presents
a set of information distributions, plotted on log—normal
probability graph paper, commercially available graph paper con-
structed so that a cumulative log-normal distribution will plot
as a straight line. First observe that all of the lines are
nearly straight, confirming that the distributions are approxi-
mately equally SPaced, confirming, at least for this data, that
the means of the size distributions occur naturally in powers of
k. Finally, observe that the straight lines all have nearly the
same slope. The slope of the line on lognormal probability paper
is a linear function of the standard deviadtion of the lognormal
distribution. Parallel lines correspond to distributions whose
variation is constant on the logsize scale.

Figure 2 therefore prcv1des a simple graphical representation of
our first order approximation to a mathematical model for infor-
mation distributions: a set of egqually spaced, parallel lines on
lognormal probability graph paper. We call this model a "level-
structured model for access systems," and reiterate its princi-
pal advantages:

l. Logsize is a linear function of level

Logsize is normally distributed

8]

Logsize has a constant variance, independent of the
mean of the distribution.

[#]

20ne of the primary uses for lognormal probability paper is
in "probit" analys;s, a procedure w1de1y used by blometr1c1ans,
frequently in situations where one is interested in the effect
of various potentially lethal doses of drugs on laboratory
animals. Although to the layman it seems a bit curious to con-
sider a lethal drug as a "stimulus," it is clear that the two
problems are intimately related.
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In short, taking logarithms simultaneously linearizes the
functions, normalizes the distribution, and stabilizes the
variance, a triad of desirable properties that is frequently
induced by the proper choice of transformations of data (see
Tukey (8)).

Returning, then, to the original consideration of card catalogues,
we must next see what, if anything, the logsize model tells us
about the catalogue as an access device. The first aspect of the
problem is to determine how the size of the catalogue compares
with the size of the collection it accesses. This presents certain
problems; in particular, how large is a card catalogue? The
question is compounded by the mechanical constraints imposed by
the card system itself. A catalogue is a set of files, rather
than a single file. With modern duplication equipment it is
common practice to make (or purchase) a set of identical cards

for each book and then "head" these with the various entries
(other than the main entry) under which they are to be filed. On
the average, full cataloguing produces approximately 450 charac-
ters per card. If we count complete duplication of characters,

57 cards would be required for each book for a card catalogue that
would provide as mucil access to each book as does a typical book
index (in terms of number of characters). We call such a system
a "first order access system". Examples already cited include

the index to a book and the abstract of a journal article.

Under such a definition we must conclude that no card catalogue
is a first order access system. By the same measure, a "second
order access system" would reguire only two cards. Although
estimates of the average number of cards per volume differ, it
seems clear that the number must be closer to 2 than to 57, even
on the logsize scale (where the boundary is 10 cards.) A book
catalogue with full cataloguing for the main entry, short
cataloguing for all other entries, and 4.4 cards per book would
be an exact 2nd order access system if the short entries con-
tained 132 characters on the average. This is not an unreasonable
estimate. We therefore conclude that a card catalogue is a
second order access system.

If this is, indeed, the case, one can then sympathize with the
user who complains that the card catalogue is not an adequate
access device: it is one order of magnitude too small. Of
course, this is a simple reflection of the difficulty of expand-
ing the file in a manual system not only in terms of the human
labor necessary but also in terms of the sheer physical space

it would require; it is clear that the order of 1/30 of the
physical space necessary to house the collection itself is
required to store the catalog.

Given a machine readable catalogue, it would be possible to
generate 57 distinct images of the main entry or the somewhat
larger number if we count the main entry as 450 characters and all
other entries as a smaller number (such as the 132 characters

[ES;; ‘ ,ﬁiééf o
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mentioned above). However, it is not at all clear that 57
orderings of the catalogue, or some similar explosion through
composite use of title words, would really extend the utility

of the catalogue by one order of magnitude. As space limita-
tions dictate the use of book-form rather than card form at this
level of bulk, the cost of computer printout tends to inhibit
even experimental use of such access devices. COM devices
alleviate the problem somewhat, but do not eliminate it.

It seems inherently more reasonable to suggest that the catalague
should continue to be viewed in the traditional way: it is a
book finding device which is implemented in a manner which allows
continued updating to provide near-current access to library
holdings. BAs such, it operates as a second level access device
and will appafently continue to do so.

First level access systems are, by deflnltlon, more costly by a
factor of 30. To offset this substantial increase in price one
must give up 31ther continuous updating of the file or specific
reference to one's own collection, or both. There 1s, of course,
a long standing precedent for the second alternatlve in the
serials field: abstracts (which are a first level access system)
to technical papers are collected and published nationally for
use by all libraries even though only a small handful may con-
taln a nearly complete collection of the journals represented in
the  abstract publication.

Book abstracts are virtually unknown. However, a substantial
(and probably increasing) proportion of the books published have
indexes. The index provides first level subject access to the
bocock. Consolidation of a set of indexes in a particular subject
field would provide first level access to that set of books. If
the set of books were so chosen as to represent a 1/K sample from
a larger set of books in the same subject area, the consolidated
index would be a second level access system for the larger
collection. The latter course provides a useful opportunity to
study the potential of consolidated indexes, as it reduces the
cost of producing them by a factor of K. Should they provide a
useful extension to the access system at this level, it would
then be possible to experiment with yet larger consolidated
indexes to see just how far one should go. We shall return to
this guestion later in the discussion to examine the mechanical
problems connected with the production of consolidated, or
cumulative, indexes.



ICATIONS

level structured model of the library access system provides
undation for designing and measuring the performance of access
ems. The following short list suggests some of the simpler
ntial applications.

1. Cabinet labels. All libraries using card catalogues
and having sufficient volume to require more than one
cabinet of card trays should provide large labels at the
top of each cabinet (or section of approximately 30 trays)
indicating the range of the alphabet contained in the
cabinet. This is a trivial matter, but to the user it is
just as important as the much more costly provision of file
guides within the trays. Because it can be provided at
1/30th the cost it obviously should be done.

2. With improved transportation and increased urbanization
(and suburbanization), most library users have access to
several library collections in addition to their own per-=
sonal collection. In such circumstances they need more
information to enable them to determine "the smallest
collection that is likely to contain the information currently
needed." To satisfy this need, libraries should maintain

and regularly disseminate detailed statistical summaries of
their holdings in terms of the number of documents by broad
subject classification, by language, and by time of publica-
tion. The regular publication of a "mini-catalogue" of the
most frequently used documents would probably stimulate
library use guite considerably. As short form entries would
be desirable in such a publication, libraries with automated
circulation systems could contruct this publication directly
from their machine readable circulation records at very low
cost. Such a catalogue should be 1/30th the size of the main
entry section of the regular catalogue.

3. The Dewey Decimal System provides, in its most obvious
use, a level structured subject access system with K = 10.
Larger libraries are increasingly switching to the Library
of Congress classification which, at least for the first

two levels, provides a level structured subject access
system with K equal to 22, which is more compatible with

the level spacing of traditional access systems ( K v 30 )
which probably optimizes elicited information per unit cost.
This observation may have some implications for future modi-
fications of the subject classification system, e.g.,
through the enlargement of the alphabet from 26 to 30 and/ox
the further use of alphabetic representations in place of
numeric representations to the right of the "decimal point"
in present practice. !

4. A typical monograph contains, within its covers, a three-— 1
level access system in addition to the main body of text: ;
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the title, the table of contents, and the index. Title
information, together with other title page specifications,
is regularly published by both public institutions and
profit-making organizations to enable libraries to build
access systems for their holdings. Table of contents
information is included in some catalogue entries and,
particularly in the case of journal publications, is
published both by public and profit-making companies to
provide additional access to information stores. It seems
only natural to carry the process one step further and pro-
duce cumulative indexes to furthexr increase access to the
same information stores.

5. Information access and transfer is not limited to
libraries, or even to the printed word. It is perhaps not
coincidental that in our one study of the distribution of
four year college class size (detailed in a later chapter),
we find a lognormal distribution with a mean of 29.32
students per class for a sample of over 3,000 classes.
Further studies would obviously be desirable to determine
the applicability of level-structured education meodels
founded on maximizing educational "information" transfer per
unit cost.
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TEE DYNAMICS OF CLASSIFICATION JSTEMS

We noted at the beginning that -;rowth is the fundamental prob-
lem in many libraries today: tki we is a continued in-pouring of
materials that must be classif’.»i, shelved, circulated, and
maintained. Clearly, any compreal.ngive attempt to model a
library system must include consic zvation of growth and the way
or ways that libraries have historisally tried to cope with it.
Many aspects of the problem can be pused in terms of the need
for more mouney: if the shelves are crowded, build more shelves;
if the circulation desk cannot cope, hire more clerks and auto-
mate the system; and so on. .However, the orderly expansion of
the classification system is not simply a matter of money (though
that helps). It also involves the continuing need to revise and
extend its structure so that it remains compatible with the
intellectual content of the changing archive.

Some 1n51ght inte the nature of this process can be obtained by
examining the g;awth of the use of the variocus classification
categories used in a particular library over a period of time.
As an apprDXLmatan to th;s we here refer to the COllECthn of
prcv1ded in the Wldener Shelf Llst. Tlme, in thlS case, is
measured by publication date rather than by date of acquisition;
the collection itself is considerably older than the present
classification system. However, these potential difficulties
are not of sufficient significance to outweigh the utility of
this kind of analysis. '

Our first analysis of these chronological listings (9) showed
that, at least for the Bibliography and American History classes,
the distribution of use of the various broad classes within
those major classes could be accurately approximated by the
Whitworth distribution, which Good (10) had previously shown to
be a useful distribution for approximating the use of the
letters (and phonemes) of English. Figure 3 shows the distri-
bution of use of the subclasses for several other broad classes
of the Widener List. De Solla Price (11l) has since called our
attention to the work of Avramesque along similar lines. More
recently Krevitt and Griffith (12) (who were kind enough to
send us an advance copy of their paper) have studied the use of
Whitworth distributions in competiticn with other candidates of
similar form.

Whitworth (13) originally derived his distribution as the solu-
tion to the following problem: suppose separators are introduced
on a shelf of fixed length at random; find the expected (i.e.
average over a very large numb=r of trials) distance between the
two separators that are closest together, the two separators that
are next closer together, etc. Now the notion that cataloguers
lay out the books on the shelf and then establish class bound-

aries purely at random is not particularly appealing. Even after
observing that not all cataloguers will class a book in the same
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way, it is quite clear that the procedure they use is more nearly
a deterministic one than a random one.

What we think happens is this: In any dynamic storage system

it does not pay to try and optimize the arrangement at any
particular instant in time because the optimum arrangement for

a store of size N is not a subset of the optimum arrangement for
a store of size N + n. Suppose for instance, that one had a
shelf of 1,000 books on a particular subject and, further, that
the "optimum" allocation of storage in a fixed environment indi-
cated that each subclass should be of the same size. (In
information theory equal use of the classes is optimum under

the naive model.) We could then partition the 1,000 books

into, say, 25 classes of 40 books each. Now suppose that upon
returning to the collection a month later we find 10 new books,
all evidently on an entirely new subject when compared with

the classes we had already established. 1In order to return

to an "optimal" arrangement it would be necessary to completely
reclassify the cecllection. On the other hand, had we originally
partitioned the collection randomly, the lntroductlon of one
more random separator would have the effect of splitting one of
the existing classes (not necessarily the largest one) at

random without changing the mathematical and statistical properties

of the sSystem.

In library classification, it is guite clear that the cost of re-
classification is prohibitive. As a result the librarian must
construct a flexible classification system that can cope with
continued growth of the store in a consistent manner. There is
no "deterministic" mathematical model that is consistent under
constant growth. Therefore we use a "random"” model and obtain
consistency "statistiecally." But the distinction between
"deterministic"™ and "random" is nothing more (nor less) than a
convenient way of classifying mathematical technigques. '

It remains to show that there isr some utility in modeling the
classification system in its :Aynamic mode. Examination of the
graphs in Figure 3 shows firs# that although there is wvariation
from the straight line that would represent exXact correspondence
to the Whitworth model, the straight line approximation is
reasonable. Krevitt and Griffith (12) peoint out that one can
approximate this same data, and other data sets, nearly as well
with a logarithmic scale rather than a Whitworth scale. The
difference between the two is, in fact, guite small and well with-
in the limits of variation for this data. The agreement is, of
course, not coincidental. The Whitworth distribution satisfies

a difference equation that is the analogue of the differential
equation for the logarithm. In other words, the logarithm is the
continuous analcg of the Whitworth distribution. The difference
between the two is greatest at the left side of the graph (small
rank, high usage) and is sensible only to about rank five. We
prefer the Whitworth form mainly because of its direct connection
with the problem of discretely segmenting the library shelf.
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In each case we note that the straight line which best approxi-
mates the data intersects the horizontal axis {corresponding to
zero usage) to the left of many of the data points. These data
points correspond, according to the model, to classes that are
"not used" (and, in practice, they do have very low usage
values). Averaged over all the sets we have examined, we find
that about one~third of the classes are "not used" according to
the Whitworth model.

Figure 4 shows the subclass distribution for a particular class
at various times. The succession of lines corresponds, from left
to right, with a succession of times varying from less to more
recent. More subclasses are in use for recent times. Some of
these represent classes that had existed at an earlier time with
near—zero use while others represent classes that came into use
during the time interval between two consecutive lines. This
shows that the "zero~use" subclasses are those established by

the librarian after a few itéms have actually been received, but
before a sufficient number have arrived to enable one, relative
to the Whitworth model, to categorize them as being of positive
use. Such a procedure enables the librarian to class the books
almost immediately rather than having to wait to determine whether
the book in hand is an isolated case or the representative of a
new potential subclass.

One value of this model is that it enables one to establish an
objective measure of the number of classes that are dedicated to
"preparing for the future." In this case, we find that approxi-
mately one—-third of the classes fall in this category. We may
then ask whether such a high percentage is cost-effective. In
particular, would it be cost-effective in a library having a
machine readable catalog with a regular publication schedule for
each class in the catalogue?

In such a context it might be more reasonable to class all new
material that does not fit the existing structure into a miscel-
lany class until a section of the catalogue is reprinted, at
which time the composition of the miscellany class would be
studied to determine what new subclasses (if any) should be con=
structed. Such a decision would ultimately depend on a careful
investigation of the cost of maintaining the classification
system (including the cost of "knowing" it) as well as a detail-
ing of the reclassification cost, the reshelving cost, etc.

Of deeper significance is the observation that the number of
classes grows linearly with time even though the collection is
growing exponentially. Here we refer to the number of classes
of positive use relative to the Whitworth model; however, as the
proportion of classes of near zero use is relatively constant,
the observation is also true for the total number of classes.

In other words, the number of classification categories is pro-
portional to the logarithm of the size of the main class,
providing yet one more illustration of utility of measuring size
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as logsize. Indeed, this is just what one should anticipate,
for if the size of a collection at time t is

with some

s(t) = s(o) aat

constant a (a > o for a growing collection), then the

size of an access system for the collection should vary, from
what we have said above about the level structured access model,

as log s

Therefore
as should
subsystem
our study

(t), thus, access system size should be proportional to

log s(t) = at + 1log s(o).

the total access system should grow linearly with time,
each of its component subsystems. The classification
should exhibit this growth function, and so it does, as
of the Widener classification system shows.
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THE SUBJECT HEADING SYSTEM

A classification system consists of a controlled vocabulary--a
set of words and phrases that is established, and expanded, to
serve at any instant in time as a means for partitioning the

set of books in a collection into subsets of similar subject
matter. It is a hierarchal system. A primary partition is
established and maintained for very long periods of time. Each
class of the primary partition is subdivided into subclasses; new
subclasses are added at a very slow rate (e.g. one every 14 years
for American History at the Widener). These subclasses are
further partitioned as needed, but at each level both intent and
practice insure that terminology is controlled and expansion

is deliberately slow.

A degree of semantic flexibility in a classification system

is provided by the coding system used to record the classifica-
tion on book spines and catalogue cards. The codes are minimal
and provide no suggestive clues as to content. Thus changes in
subject terminology over a period of time can be implemented in
the system by introducing the appropriate changes in the
definitions of the codes rather than in the codes themselves.

As a means of subject access the classification system is

severly limited by the requirement that each book be assigned to
a unique class. Books covering several subject classes (e.gq.
statistics, psychology, Germany) cannot be simultaneously placed
in three distinct positions in the collection (unless, of course,
three different copies of each such book are purchased.) To
cope with this problem, subject headings are used. Any number of
subject heading labels can be attached to the record of a parti-
cular document and the file can then be exploded so that a copy
of the record can be filed at each appropriate point in the
alphabetically arranged subject file. The rate of explosion is
quite uniformly reported to be about 1.4 subject headings per
title.

Changes in terminology in the subject heading file are handied
through various reference entries. Thus when the "theory of
aggregates" in mathematics came to be known as "set theory," it
was only necessary to add a reference entry in the first category
to direct users to the second and conversely. This is bother-
some for users but has the compensating advantage that it
provides a convenient time break in the sequence: books listed
under "theory of aggregates" are much more likely to be older
books (say before 1950) and books under "set theory" are much
more likely to be newer books.

The subject heading and subject classification access systems have

a great deal in common: both use a controlled vocabulary; both
have an efficient system for coping with changes in vocabulary;
both are of the same order of magnitude in size (or logsize)
though the subject heading file is about 40% larger; both provide

Q
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subject access. The fundamental difference is that the classi-
fication system is hierarchal in structure but the subject
heading system is not. Thus it made sense to study and discuss
the usage of the main classes in the classification system and
then study the use of the subclasses within any one of the main
classes in a more detailed way. This process can clearly be
extended through as many classification levels as seems
desirable for a particular collectlon, but nothing like this can
be done with subject headings since no such hierarchy exists for
the subject heading system. The latter consists of a single set
of alphabetic entries with no natural decomposition into a col-
lection of smaller sets. Indeed, if one could decompose the
subject heading system into a hlerarchal system one would, in
effect, be-deriving a classification system; the only dlfference
is that the books could be "classed" in more than one "class" in
such a system.

This leads to two observations, one pragmatic, the other relat-
ing to the derivation of the appropriate model. Pragmatically,
if we wish to study the holdings of a library at a particular
moment in time to determine how the holdings are distributed
relative to the subject structure, it is clear that we should
study the distribution by class number rather than by subject
heading. The classification system allows us to deal with the
problem at any level in the system. The subject heading system
only allows a very coarse measure. In this sense, the statisti-
cal properties of the subject heading structure are inherently
less interesting. We hasten to add that this comment should in
no way be interpreted as a criticism of the existence of the
subject heading system or the way it is implemented. It provides
useful access to a collection and, given that the fine-structure
already exists in the classification system, there would seem to
be little point in adding fine structure to the subject heading
system. Nevertheless it would seem useful to establish a model
appropriate for describing subject heading use distribution in
order to provide a simple mechanism for quality control evalua-
tion of the system.

This, in turn raises a mathematical problem: what is the proper
mathematical form for the distribution of subject heading usage?
At first glance, it might seem appropriate to simply extend the
use of the Whitworth distribution to the subject headings.
However, although Whitworth provides an adequate description of
the classification system where the number of classes is
approximately equal to X, it does not work nearly so well for
mach larger sets. Krevitt and Griffith (12), for instance,
compared the utility of the Whitworth distribution with that of
the Zipf distribution for four situations where the number of
classes in use was of the order of K (English phonemes, Czech
phonemes, English letters, and the Widener data on Bibliography)
‘and for these found that the Whitworth distribution was notice-
ably better in fitting the usage distribution data than the

Zipf distribution when the Coefficient of Determination is
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used as a measure of goodness of fit. On the other hand, when
these two distributions were tested against word counts from the
Permuterm Index the situation was reversed. Although we do not

know the exact number of terms used in Permuterm, it is clearly_
considerably in excess of K and more likely in the order of K-.

This suggests that the mathematical model appropriate for the
description of the distribution of usage of a "vocabulary" will
depend on the size of the vocabulary. For vocabularies consisting
of circa K-30 terms, the Whitworth distribution is appropriate;
for large vocabularies such as those of natural languages, the
Zipf distribution appears to be appropriate. In short, if we

are to extend the model to include larger sets we must generalize
the form to take into account the size of the set. Various
aspects of this problem are discussed rigorously in Chapter 3.
Here we will present the development in a slightly different form
and without mathematical details. Before doing so, it is
important to emphasize that the problem of determining the mathe-
matical form of usage distributions is, in fact, different from
the study of size distributions discussed earller. For the size
problem we were concerned with the determination of the distri-
bution of the number of items of each size (e.g. the number of
libraries with 100,000 books) regardless of how much use was made
of each library. Now we turn to the guestion of use of the
various elements in such a collection, be it of letters, books,
classes, etc. regardless of how large each element is.

Usage distributions have been studied by many prominent research-
ers in the course of this century. In the present context, Zipf
on linguistic questions and Bradford on blbl;ographlc questions
are undoubtedly the best known. Zipf's work is better known
outside the library community and his empirical observation that
a "hyperbollc" distribution accurately approximates word usage
distribution in English is generally referred to as "Zipf's

Law." Fairthorne (7) and Good (10) provide detailed summaries

of the historical development.

Mandelbrot (l14) showed that the hyperbolic distribution is a
special case of a more general solution to a problem in informa-
tion theory. He defined information in a store as entropy
(following Shannon) and assumed that cost (or effort) was pro-
portional to the logarithm of the rank of the item desired in
the store; on this basis he derived the distribution that maxi-
mizes the amount of information per expected effort (i.e. the
ratio of the two measures). The resulting function is gquite
simple: if we plot the logarithm of the usage against the
logarithm of the rank (where the most frequently used item has
rank one, the next most fregquently used item rank two, etc.) we
obtain a straight line. The Zipf result is the special case
where the slope of the line is equal to minus one.

We agree with Mandelbrot's basic notion that one should maximize
~the amount of information per dollar spent. His measure of
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information is open to guestion (as is any measure) but is
backed not only by a good deal of empirical evidence and theo-
retical work but also by wide application in other problem

areas involving the transmission of information, particularly

by electrically coded means. Thus, if we are to extend Mandel-
brot's result we must concentrate on the shape of the cost
function.

In his summary of Mandelbrot's work Good (10) suggests that the
logarithmic cost function increases too slowly through the store,
if the store is very large. He notes, for example, that the
cost of finding the millionth most popular item is only twice

as large as the cost for finding the thousandth most popular
item. Good then introduces a modification to correct for this
deficiency that leads to a complicated and inconvenient general-
ization of the Zipf-Mandelbrot distribution with which we will
have nothing to do here.

We can gain some further insight into this problem by enumerating
the distribution that empirically best fits the usage data as a
function of the size of the vocabulary being used, thus the form
of the cost function that would yield that best fitting distri-
bution using Mandelbrot's derivation.

TABLE 3

Optimal Cost Function for
Various Sized Stores

Order of Growth

Size of Best Fitting of Corresponding
Store Example Distribution ____ Cost Function
K Widener Whitworth log (log =)
Classes
K2 Back of "Inverse" o
Book Index Lognormal Vvicg x
%3 Permutarm Zipf leg x
Word Count
K* Widener Lognormal (log 2)2
Circulation

Natural Language
Text

It is tempting, and for that matter relatively easy, to convert
the right hand column into a direct mathematical function of the
size of the store in the left hand column. However, our data at
this time is too limited to warrant this. Our primary interest

Q
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in this enumeration is to show that several of the usage distri-
butions that have been found to apply in this area can all be
related to one ancother and to the information theoretic structure
of Shannon and Mandelbrot. The pattern in the right hand column
is consistent with Good's observation that the logarithmic cost
function increases too slowly for large (on our scale, greater
than K3) stores.

The appearance of the lognormal in this organization is worth
commenting on. Others have used the lognormal to approximate
usage distributions (15,16) with success. Nevertheless, as one
surveys the many attempts to "fit" usage data, he cannot help
but be struck by the great variety of functions that have been
applied with varying degrees of success. This is due, in part,
to a lack of firm ground rules in the field of curve-fitting
and particularly to the inability to simultaneously achieve
linearization and stabilization of variance. Ag Fairthorne has
aptly written:

"Some years ago I remarked, as have others, that a
straight line law connecting any empirical data always
can be achieved with the aid of suitably scaled logarith-
mic paper and a robust conscience. Even more can be
achieved if you give yourself the option of declaring

the limits of the straight line portion only after you
have plotted the data."

In short, if the data exhibits some ﬂeqree of variability (as

do all the examples we have studied in this area), several com-
peting functional forms may f£it the data almost equally well.

As we noted earlier, Krevitt and Griffith (12) had no difficulty
in establishing decisive choices between Whitworth and Zipf
distributions for samples with very small vocabularies (where
Whitworth was clearly superior) and for samples with much larger
vocabularies (where Zipf was superior). The objective of

Table 3 is to put this in pe:spective. One cf the implications

agply the 1ognormal (1n the proper form) to all of their data
sets they would find that it came in second best in each case
and would be the superior choice only if a new set _of data were
adjoined illustrating the use of a store of size K2. 1In other
words, Table 3 is arranged in such a way that one could expect
to compare any usage distribution with every function in the
Table, find a functional form which fits the data better than
any other and has the further property that the goodness of fit
would become steadily worse as one moved away from that best
fitting form in either direction.

Table 3 does not contain every function that has been found use-
ful in this area. It contains only those functions derivable
from the Mandelbrot argument using powers of the logarithm of the
rank. However, this collection is of sufficient generality to
determine a useful collection of approximating functions. The
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fact that it is based on both the information theoretic concepts
of Shannon and Mandelbrot and the logsize concepts that appear

to underlie most of the work in this field lead us to believe
that it is quite serviceable, but it is also closely related to

a family of curve fitting distributions which have been
extensively studied (cf. Dolby (27), Tukey (8)), and which pass
into a family of functions which includes those listed in Table 3
by replacing both dependent and independent variables by their
logarithms.

We began this brief excursion into the structure of usage distri-
butions by observing that the subject heading vocabulary was two
orders of magnitude larger than the classification vocabulary
because of its lack of fine structure. Our conclusion of how to
treat subject headings is now clear: subject headings should have
Zipf-Mandelbrot distributions, though not necessarily with a slope
of minus cone. We are not aware of data concerning the usage
distribution of the circa 90,000 Library of Congress subject
headings and therefore have not been able to test this model on
that vocabulary, but the Permuterm results are in accord with it,
as are other studies on the use of "index terms." (cp. Houston
anl Wall (1l6)).

Since the subject heading vocabulary is two powers of K larger
than the classification vocabulary, it is natural to ask whether
there exists any subject-oriented sets in between. To answer
this we turn.to the back of the book index.



BACK OF THE BOOR INDEXING

We noted in the previous section that there was a two level

jump from the vocabulary of the refined structure of the shelf
list classification to the vocabulary of the subject heading
structure. Currently, there is no library-maintained subject
access system in between. The obvious candidate is the back

of the book index. At first glance, it would seem that the back
of the book index is essentially different from the subject
heading in ways other than size. It is (usually) prepared by a
single person, frequently the book's author. It generally is
prepared in “"free" form where the subject headings are chosen
from an authority list. On the surface, at least, an index is
closer to being an "extractive" device than the subject headings
are in the sense that many, though not all, of the index entries
represent linguistic strings that either occur exactly in the
text or occur with minor grammatical variations.

Indeed, at the end of the first decade of experimentatign in
linguistic computation (circa 1963), the prevailing opinion was
that it was possible to construct back-of-the-book indexes algo-
rithmically but that it would not be possible to "classify"

books algorithmically. Part of this conclusion was based on pure
economics: the index was larger (by a factor of K, incidentally)
and hence allowed more opportunity for the employment of machine
implemented statistical techniques. But it was also thought

that classification is an intellectual activity and hence not
readily adaptable to machine procedures whereas the intellectual
content of indexing, though important, represents a smaller part
of the final result.

As a result of our extensive studies, reported in Chapters IV
and V, we have concluded that the only fundamental difference
between a book index and a subject heading is the substantial
difference in size. The average length of a subject heading in
the seventh edition of Subject H%§§;ngs Used in the Dictionary
Catalogs of the Library of Congress is 19.17 characters (17).
As there are approximately 1.4 subject headings per title, this
means that a total of 26.8 characters per title are used, on
the average, for subject headings. In other words, subject
headings are a first level access mechanism. The average
length of a book index was computed for a random sample of some
700 books from the Fondren library and found to be 24,637
characters which is nearly egqual to the level 3 size, ‘K3 = 25,803.
The average length of an individual index entry, not counting
the page locatlon, is 25.47 characters. Thus, on average, the
book index is two powers of K larger than the subject heading

information.

Other than size, however, there are striking similarities in the
way subject headings and indexes are produced. The index is

a deep access device and hence requires a substantial human

effort for production. This effort acts on the text itself through
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processes of intellectual distillation as well as a set of
linguistic transformations. The subject headings, being fewer
in number than the index entries, represent a still greater
distillation (by two powers of K ) when compared to the text
itself. However, subject headings are not derived directly from
the text. Indeed, it is rather obvious that the library commun-
ity can not afford the cost of requiring the cataloguer to read
the entire text. Instead, the cataloguer must restrict his
study of the book to the access systems that the book itself
provides: the title and any information provided on the title
page; the table of contents (including the section headings

when these are explicitly presented, and the index.

It is well known that titles are frequently useless and sometimes
misleading. However, in fields where titles are usually related
to content, they are related in ways that are highly correlated
with the derivation of subject headings. For instance, we

checked the subject heading "mathematical analysis" in the
Stanford University Library Catalogue and found that of the 30-odd
books with LC class other than QA (the primary mathematical class),
all but one had the word "mathematics" or a linguistic variant in
the title. The "mathematical" content phrase in the maverick
title was "operations research."

The librarian must act under some rules of parsimony; hence if
the title does not contain sufficient information to specify
the subject headings, then the next larger access device, the
table of contents, must be brought into play. The book index is
normally created by a single person at one point in time. As
the subject headings are two levels smaller than the index, a
cataloguer refarring to the table of contents alone could pre-
sumably catalogue K< (= 873) books with the same effort; we are,
of course, only referring to that portion of the cataloguing
effort devoted to subject headings. Indeed, we would insist
that a professional cataloguer using only the table of contents
(and being freed from the constraints of the authority list)
could provide the same degree of access to a personal size book
collection that the professional indexer would provide through
his back of the book index and could do so with approximately
the same degree of effort.

But librarians are not primarily concerned with providing indexes
(through subject headings) to personal size collections; their
task is to provide subject access to larger collections. To

do so economically, they must act in concert and the mechanism
for accomplishing this is the authority list. The authority
list, then, exists primarily to allow the library community to
provide the kind of consistent third order access that a single
cataloguer (or indexer) provides at the first order. The
explicit recognition of this fact not only provides another
example of how size dictates the way things are to be done but
also may, by simplifying the problem statement, help to clarify
the myriad of problems associated with the construction and
maintenance of authority lists.




We have gone to some length to establish a plausible basis for
the parallelism between subject cataloguing and back of the
book indexing to establish a case for a deep look into an
activity normally carried out outside the library walls in this
report on library access, and also to enable us to move back
and forth between the two activities with, we hope, some profit
to both. With this in mind we now must look into the following
gquestions: ,

l. What is the distribution function for back-of-the-book
indexes and what implications does it have?

2. To what extent is it possible to automate the creation
of book indexes? o

3. What problems exist in the amalgamatian of several
book indexes into a single index covering a specific
subject area?

4. What is the distribution function for such amalgamated
indexes?

5. What relationship, if any, does the back-of-the-book
index have to subject headings?

The first question can be answered by stuﬁying the behavior of
book index distributions in a randcm sample, in this case a

described in Chapter 4, Appendix II ccntains the graphs fcr

the sample, two of which are reproduced in Figu:e 4 for guick
reference at this point in the text. The data is plotted on log-
log paper to Simplify comparison with other information distri-
butions considered in this report.

1t will be noted that in Figure 4 (and in the corresponding
plots in Appendix II) we have plotted the "number of page
references" versus number of index entries" rather than "rank"
versus "number of index entries." In the Whitworth plots shown
earlier there was little to be gained by this strategem because
each rank corresponded to a unique number of items, as is
generally the case with first level collections. For beook
indexes, and also for larger collections, the method now used is
superior because it compress=2s the plot without information loss
and simplifies the statistical description.

Figure 4 also provides some insight into the essence of the
curve fitting problem discussed earlier: taken individually,
each of the "curves" can be sensibly approximated by a straiqht
line, i.e. by a Zipf=Mandelbrot distribution. On closer 1nupec
tion, however, it is seen that to the extent that curvature is
present, it is always of the same type, that is, concave down.
It is this consistency of curvature that provides the empirical
support for our contention in Table 3 that back-of-the-book
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indexes have distributions that correspond to a "square root
of the logarithm" cost function in the Mandelbrot model, and
therefore, when properly interpreted, to a lognormal distribu-
tion as we show in Chapter 3. This observation shows how
essential it is to have a general model that takes size into
account throughout the entire range of variation.

These graphs have important implications. We noted earlier that
the Mandelbrot derivation of information usage distributions 1is
based on the idea that one should choose that distribution whicn
maximizes the amount of information per unit cost. Having
maximized this ratio, its value expressed in terms of the para-
meters of the distribution provides a measure of the information
per unit cost provided by the particular system. Unfortunately,
the exact result is mathematically complex for each of the
various distributions considered here but for the Zipf-Mandelbrot
distribution where the cost function is simply the logarithm
(rather than a power of the logarithm) it is simplest. In this
case it is possible to show (as we do in Chapter 3) that to a
first approximation the ratio is equal to the absolute value of
the slope of the line on log-log paper. As all known instances
of information usage distributions lead to negative slopes of
one or less, the 2ipf distribution itself corresponds to the
lowest possible information per unit cost ratio, namely unity in
our scale of measurement.

Extending this argument to the book index data reguires a further
approximation: first we approximate the curve by a straight
line, and then repeat the argument above for the straight line
solution. The relatively slight curvature in Figure 4 justifies
the replacement of these distributions by linear approximations.
Tt follows that in the Mandelbrot sense, the "best" book index
is the one with the steepest slope. The extreme case occurs
when each and every entry in the index refers to one and only one
page reference. Dictionaries have this structure, as do certain
other types of highly compactified sources of reference infor-
mation. The "most cost-effective" indexes according to this
definition lead the user to a single location to find what he is
looking for. This result does not imply that all indexes should
have this property; on the contrary the index should point to

as many locations as exist in the book if it is to serve its
basic function. Nor does it imply that all books should be so
arranged as to ¢ollect all information about each indexed item
in a specific location so as to induce the desired property in
the index. The necessity for distributing the reference points
in a book is just as pressing (but no more so) than the corre-
sponding necessity for cataloguing all books of the same type
into a single seguence in the shelf list. In each case, the
author (cataloguer) must grapple with the problem of trying to
organize information in a lineax string as best he can; and then
supplement the linear ordering with multiple reference points
(subject headings) to the extent necessary for the particular
information collection. The "best" way to do this will depend
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on the purpose of the book or other information archive. Thus,
a pedagodgical work must necessarily be less "steep" (as
reflected by the slope associated with its index) than a
reference work, and index slope is consequently one measure of
the utility of a particular book for pedagodgical purposes.
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AUTOMATIC INDEXING

Experiments in automatic indexing date back at least a decade
(13) and, although there is still no clear agreement as to

how to properly measure the adeguacy or effectiveness of an
algorithmically derived index, it is clear that a computer can,
at the least, derive and arrange a set of index terms that can
be edited by a professional indexer (or the author) at consid-
erably less cost (in people time) than is presently involved in
manual indexing. In the jargon of the trade, such an index
would be called a "computer-—-assisted index."

The lengthy delay in ob :aining widespread use of such a procedure
stems primarily from the very slow rate of increase in the use

of computer typesetting for book production. If the cost of
putting the text into machine readable form must be born solely
by the index operation, there is not only no saving (in people
time), but an increase in people time and total cost. The last
two years have seen significant decreases in production cost for
computer typesetting that tend to make computer typesetting much
more attractive. Specifically, per page composition costs have
gone down sharply mainly because of the use of improved software
and a growing sophistication in the use of the equipment itself.
At the input end, the use of optical character recognition
devices (OCR) has increased rather spectacularly during the same
period, again with significant savings of production costs. Just
how fast these developments will signal a substantial shift
towards the use of computer typesetting for books remains to be
seen. However, it seems =safe to say that significant progress

is now being made in this direction after several years of
relative stagnation.

Let us assume that our objective is to derive a suitable set of
potential index entries from a machine readable text which will
be presented to the author in page proof form aleong with the
page proof of the text itself. But let us also assume that this
is to be done under realistic economic conditions; i.e. we must
minimize computer time in the process.

Formally, we can look at the problem from the computing point

of view as follows: the text will enter the computer z. one
long linear string; i.e. one character after the next from the
beginning to the end. The problem is, in essence, a recognition
problem: we must recognize those sequences which should appear
in the index, either as they appear in the text, or in some
grammatically modified form. Although there are many variations
on the theme of how to do this, most reasonable approaches
involve one or the other of the following:

1. A direct attack on the problem wherein every possible
sequence is tested either through algorithm, or against
a large authority list of "admissible" sequences, oOr
some combination of these two procedures.
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2. A two pass system wherein the original linear string
is decomposed into a set of (disjoint) substrings
which are then tested individually for appropriateness.

The first alternative is inherently uneconomic because it leads
to too many string comparisons and hence to too great a computing
cost.

The second alternative can also lead to considerable cost unless
great care is exercised in the choice of the segmentation rule.
Certain "natural" segmentation markers exist in any machine
readable text string. Most important amongst these is the end

of paragraph symbol, generally a special symbol introduced into

the machine readable text at input to explicitly delineate para-
graphs for photocomposition. Further refinement of the segmenta-
tion following traditional grammatical lines, i.e. through sentence
and phrase to word, is possible. However, the available explicitly
demarcated symbolic structure is essentially limited to interword
spaces and marks of punctuation and there is no thoroughly agreed
on efficient algorithmic "parse" of the sentence that we can lean
on.

Moreover, a sentence parse provides more information than is
required; it generates, for each sentence of text, a transforma-
tional or tree structure corresponding to the corresponding
grammar that is assumed to underlie the language. Segmentation
corresponds to some appropriate horizontal section of the tree
structure; the remainder is irrelevant for our purposes.

We have studied simpler procedures with the limited goal of pro-
ducing sentence segments adequate for indexing and inexpensive
enough to compete with human indexing practice. Following a
suggestion of Tukey (20), we look to the structure of permuted
title indexes. There we find that each word in the title is
tested against a (relatively) short "stop list" to determine if
the word should appear at the gutter, or center, of the permuted
title list, or whether it should be "stopped" from so appearing.
Let us call all words (or sequences of characters between spaces)
that are not "stopped," "go" words. This procedure segments

the text into sequences of consecutive "stop" words, followed

by sequences of consecutive "go" words. The utility of the pro-
cedure is its computational simplicity: the list of "stop"
words is relatively short, consisting, as it does, of the
frequently occurring structure words of the language together
with other words that carry meaning but are not generally included
as index entries. Hence it is only necessary to check each con-
secutive word to determine if it is contained in the "stop" '
list in order to determine whether the current sequence of
consecutive "stop" words should be continued (if that is the
case) or whether the current 1list of "go" words should be termi-
nated.

e
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This simple procedure can then be modified step by step until

a minimal segmentation rule is obtained. Obviously, one will
wish to make use of punctuation other than end-of-paragraph
mackers. There is a certain utility to extension of the "stop"
list by "algorithmic stopping," e.g. by systematic removal of

all short words (say, less than four letters) and systematic
removal of all words with certain terminal strings such as

"ly." One can also provide a more sophisticated structure by
providing overrides so that, for example, "of" is only consider~d
a stop word when it occurs at the end of a sequence of "go"
words, the latter defined by all those rules not involving

of."

The form we have chosen for implementation is discussed in detail
in Chapter V. However, except for the fact that we are able to
demonstrate that usable segmentation can be obtained from high
speed production programs, the actual form is not particularly
important. What is important, with regard to this problem as w.ail
as to all other problems of linguistic computation, is the way the
algorithmic portion of the solution is to be structured. To
obtain economic production, there are two essential ground rules.
First, it is the nature of natural languageé text that a few
simple rules can be constructed for the solution of almost any
problem which will successfully treat a large proportion (say,
80%) of the text to be processed. Each rule that is added to the
system after this "easy" fraction has been dealt with will tend
to be more difficult to derive and implement and will also suc-
cessfully process a smaller proportion of the remaining available
unprocessed material. In short, the problem solver is faced with
a classic problem of marginal utility: at what point does he
cease to implement new rules on the grounds that the increase in
processing cost is greater than the alternative cost of not
implementing the rule. (The latter may be expressed either in
terms of increased cost to the user if the "errors" are left in
the processed material, or in terms of the cost of removing the
errors through a manual editing operation.) The cutoff point
will, of course, vary from one problem to the next, but in all
problems it will be absolutely necessary to make a careful
determination of it if the final product is to be economically
viable.

In a sense it almost seems redundant to cobserve that there is a
rule of marginal utility operating in computer programming.
However, it needs saying, for there is a particular hazard in
this relatively new area that might not be completely obvious.
Today, a competent programmer can readily obtain the linguistic
information needed so that he can program the steps necessary
to accomplish subtle linguistic tasks well beyond the point of
marginal utility. He may just find this part of the job the most
exciting and be loathe to let the program fall short of including
all the refinements that he can think of. Or he may think that
his professional reputation is at stake and that he cannot afford
to allow a job out the door until it displays his full range of
knowledge of transformational grammar or some other important
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but always costly and often unnecessary advanced linguistic
model.

Any professional who studies the simple segmentation algorithm
we provide in Chapter V will immediately see improvements that
he could make. So do we. But that is not the point, for
improvements must be made only when it is clear that they are
cost effective. It will not be easy for the reader to £find
such additions to the algorithm offered in Chapter V.

Perhaps a specific example will help to bring the problem into

perspective. In running text, it 1s natural to use both singular
and plural forms. In indexing, all forms are usually converted
into the singular. A naive approach to the problem would be to
institute a detailed study of the way plurals are formed in
English (and other languages, if it is a malti—lingual data
base) and then to construct and program a "complete" plural-to-
singular algorithm that would be used on every text word. A
less naive approach to the problem is to ignore it until the
rest of the system is operative and one has a substantial amount
of test material accumulated and put in final form. Examination
of such test material will quickly show that the only proglems
the plural forms introduce is that they inhibkit the agglomera-
tion of entries that are identical except for number. With

rare exceptions this will happen only when the last word of the
segment (or entry) appears in both plural and singular form.

It is wasteful to test every word in the text for number if only
the last word of the segment is important. Thus the singular-
plural logic should be brought into play at the entry agglomera-
tion stage, not at the text stage. Further, when one studies
the problem in detail it becomes clear that it is only necessary
to use a final-s rule to resolve 80% of the problems. Further
simple improvements such as translating "ies" to "y" and
deleting "es" conditionally clean up the problem adeguately for
almost all actual examples. It would be a rare case where it
would be worthwhile to adjust the program to convert irregular
plurals such as "men" to "man."

Before leaving this aspect of the problem it might be well to
note that these same considerations apply with equal force to
another well-known library automation problem: the problem of
designing and implementing computerized filing rules. The
economic solution.to the filing rule problem reguires a judi-
cious mixture of a knowledge of library practice in this area
together with detailed statistical information concerning how
often each of the potentially useful rules actually occurs in a
data base of a given size. Testing every name in the file to
determine if it is prefixed by "sir" may be an expensive way to
handle three cases in a million.

There is a second basic principle of programming strategy that

is of nearly equal importance to the one that requires the
observation of economic dictums concerning marginal utility.
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This rule is also obvious, but its range of applicability is
much wider than is normally expected. The rule, guite simply,
is this: whenever the set of cobjects under consideration can
be decomposed into two sets one of which must be stored in the
computer for matching purposes, always use the smaller set.

For example as we have already ocbserved, in permuted tltlé

work the title words are decomposed into "stop" words and "go"
words. The number of "stop" words is very small (generally
about 100 to 200) whereas the number of "go" words consists of
all other character sequences used in the data base. Obviously,
the proper strategy is to store the “"stop" words and then define
any seguence not found in the "stop" 1list as "go." This pro-
cedure is advantageous and meaningful because not all words are
exhausted by these two classes in practical application.

This procedure has several advantages. It reduces the programnirlg
effort as fewer words need to be inserted (and corrected) during
programming and it reduces the size of the required store so

that the program can be implemented on smaller (and cheaper)
machines. However, the greatest gain comes through the reduction
of the number of character matches necessary during operation of
the program. In any non-~trivial linguistic program (i.e. a
program that is not bound by the speed of the input and output
devices), the operating cost is primarily determined by the number
of character matches. Hence any procedure that reduces character
matches is of the greatest importance.

The principle, as we have said, is obvious. Indeed, we know of
no permuted title program that attempts to match against the
longer "go" list. The problem, then, is to f£ind ingenious ways
- of using the principle repeatedly to obtain increased gains in
program speed. For instance, there are relatively few short
words in the English language; most of them appear on most "stop"
lists. As the machine must "know" the length of the word as

a result of the procedures necessary to determine its boundary
points, it is a simple matter to "stop" all words less than a
certain length. 1In the mathematical texts we have studied, the
"go" list for words of fewer than 4 letters is one-~tenth the
size of the stop list. Similarly, in our automatic indexing
routine we found that the number of one-word index entries was
very small compared to the number of one word segments produced
by the rest of the algorithm. Thus we stop one-word entries
(with exceptions) with considerable gain in program speed.

With these operational questions in hand, let us now assume that
we have a segmentation algorithm in operation with reasonable
economic pror-=arties (whether it be a variant of the algorithm

we have derived, or some entirely different approach to the
problem). Let us further assume that the segments have been
(machine) sorted into alphabetical order, page locations have
been accumulated under each distinct segment, and dupliicate page
locations have been eliminated. The question then remains: 1is
the resulting organized list sufficiently close to what is needed



to permit the author (or professional indexer) to edit the list
to produce a final index at a cost that is not only lower than
the cost of manual production but also sufflclently lower to
offset the computer costs of produc1ng the list in the first

place.

Part of the answer to this question is subjective: the author,
or publisher, must determine whether the product is the

"proper" kind of index to go with this book. The procedure will
be viable only if most of the time the answer is "yes" so that
the initial programming cost can be written off against a

number of jobs.

Part of the answer lies in the subsequent degree of refinement
possible in the automatic generation of inverted entries,
insertion of see and see also entries, and use of authority lists
for comparison in machine readable form. The mechanical gquestions
involved will be discussed in the fallOW1ng section devoted to

the agglomeration of indexes from various books concerned with

the same general subject matter.

Nevertheless as we have now come to expect, a good deal of use-
ful 1nformatlon about the suitability of the automatic 1ndex1ng
procedure can be obtained in terms of the size of the index it
produces, and cother size related distributions. We know that a
first order index should be approxlmately 1/30th the size of the
book it indexes. Although it is somewhat less time consuming to
delete from a provisional index entries that are not wanted than
to insert entries that were missed, there is an upper limit to
the amount of deletion activity that an author will tolerate and
this constraint must be met. But note that some of the entries
in the algcr;thm;cally obtained index will appear because of
errors in the text itself. Thus, study of the provisional index
will, incidentally, reward the author by drawing his attention
to certain kinds of text errors that might not otherwise be
caught. We have no way of estimating the potential utility of
this by-product of automatic index construction.

In addition to the gross size of an index, we can check its page
reference distribution to determine if it is compatible with
manually constructed indexes and/or with theo:etlcally predicted
distributions of the general form derived in the preceding
section. Mean entry length and the entry length distribution
can be similarly examined. Presumably, if all of these measures
coincide with, or at least approximate, the measure derived for
manually aerlved indexes, we can be assured that the index has
the proper statistical "shape," thus providing necessary,
although not sufficient, measure of performance if the average
manually produced index is used as a standard.

We have applied the automatic segmentatlcn algorithm to one book
length text (3) and found that it does in fact closely approximate
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the statistical shape defined by manually created indexes, thus
demonstrating that even the simple procedures outlined in
Chapter V are sufficient to provide an index which is statisti-
cally similar in structure to usual indexes.
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CUMULATIVE BOOK INDEXES

We observed earlier that a book is three powers of K ™~ 30 larger
than the subject heading that provides access to it. The book
index is only one power of K smaller than the book itself.
Thus the user is faced with a third order access device (the
subject heading) when he wishes to gain access to the collection,
and a first order access device (the index) when he wishes to
gain specific access to the book. To improve subject access to
the collection we must move up to a second order access device.
A complete cumulation of the indexes to all books in the collec-
tion would be one level larger. Therefore, the next logical
step is to obtain a selection of books from the collection,
either by random sampling, or by seeking the guidance of a
specialist in each field to select the most useful {(or perhaps
most widely used) books and then cumulate their index entries.
Table 4 shows the size relationships measured in characters of
typical systems for book access.

TABLE 4
Size of Subject Access
Mechanisms
Average Number of

Mechanism Characters pet Book
Book 762,483
Complete Index 25,803
Selected Index 873
Subject Heading 29.55

When considering index cumulation the gquestion naturally arises
whether it is feasible to consolidate the various styles of
indexing that will naturally occur in a large number of books.

To test the difficulty of this problem we selected some 75 books
in statistics--a field wherein we could exercise some gqualitative
judgements as to the utility of the cumulative product index,
keyed the indexes into machine readable form and constructed a
cumulative index to the set. From a study of the materials prior
to input, it was detwrmined that three major problems of format
variation regquired further study:

1. Variations in the citation of personal names;

2. Variations in decisions regarding forward and inverted
entries;

3. Variations in the use of sSee and see also references.

4. Variations of singular and plural forms.

Personal name variations is, of course, a familiar and solwvable
problem. Reduction of all forms to surname-plus—-first-initial
form by algorithm leads to a high accuracy solution that leaves
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for manual correction only those cases where only the last name
is given and those where two or more people have the same
surname and first initial. In this particular corpus the only
cases spotted of the latter situation involved the Bernoulli's.
Variations in the surname that occurred with sufficient fre-
gquency to make algorithmic adjustment useful were restricted to
the simple procedure necessary to identify De Moivre and
Demoivre, and to remove hyphens. (Hyphens always present a
special problem in the determination of whether it is better to
leave them alone, delete, or delete—and-close. Simple deletiomn
proved most effective here.) Finally, "of,” and "off" in
terminal position of a proper name entry were systematically
converted to "ov." Other variations and counter variations werw
handled by manual correction. It might be well to note that
invocation of the algorithmic procedures before any manual
editing is done permits the shortcomings of the algorithms to
be treated right along with the shortcomings of the keying,
operation so that the added cost of correction is strictly’'a
function of the number of entries requiring correction.

The problem of treating forward and inverted entries (e.g. "nor-
mal distribution" and "distribution, normal") was studied prior
to input (21) and the following simple procedure was adopted:

at input all inverted entries were converted to forward form by
the keypuncher; inverted forms were systematically machine gener-
ated using the following rule:

1. All entries including the word "of" were maintained in
forward position (except those treated by rule 3) and
repeated in inverted order; e.g. "analysis of variance"
occurs as an entry as does "variance, analysis of."

2. A frequency list of last words of each entry was con-
structed and certain of these were used to generate
inverted entries; e.g. "normal distribution" and
"distribution, normal."

3. A frequency list of initial entry words was also con-
structed and from this certain words were used to
suppress the normal, or forward form of the entry;
e.g. "least squares, method of" occurs as an entry but
"method of least sguares" does not.

in the original data only five percent of the entries occurred in
identical form both as forward and inverted entries. Thus the
simple rule, although not ideal from the professional indexer's
point of view, generates increased access to the information in

a systematic fashion.

Reversion of inverted entries by the keypuncher did present some
problems as not all entries in the material were of "correct
grammatical form" and the reversion occasionally led to unfor-
tunate segquences. However, the proportion of such entries was
small and easily taken care of at the final proofreading stage.

56



The use of references did not post a significant problem. If

one indexer included a see also reference, it may be argued that
it should then be included for the whole set. If a see reference
is provided in one book, it is only necessary to make an obvious
test to determine if this should be converted to a see also
reference for the list as a whole. At this writing, no attempt
has been made to determine if any of the see also references lead
to blind points either through omission of the source material

or errors 1in keying. Nor has any attempt been made to insure
that all see also references are inverted; e.g. "Gaussian distri-
bution, see also Normal Distribution™ and "Normal Distribution,
see also Gaussian Distribution."

Restriction of the reference entries to those provided by the
individual indexers does not insure that certain, potentially
useful, reference entries will be missed entirely. However, the
union of the efforts of 76 individual indexers should at least
provide a good first approximation to a thorough system.

The singular and plural form problem is surprisingly persistent.
Although we had anticipated a substantial application for
singular-plural conversion rules in entries derived from running
text, we thought that "reduce almost all forms to the singular"
would have been the rule in a cumulation of indexes. However, a
check of the first few pages of sorted output shows that approxi-
mately half of the entries that occur in more than one book occur
both as singular and plural forms. Thus the inclusion of the
singular-plural conversion rules derived for the indexing
algorithm is mandatory for the cumulative index as well.

Finally, a word is in order about entry length. Indexers obvi-
ously vary in their practice of entry concatenation with the
result that some entries are guite long. As a simple expedient
to "force" conformity on the collection, we instructed the key-
puncher to truncate all records at 80 characters (the length of

a standard punched card); truncated records were deleted from

the sample (unless the truncation occurred in the page location
field). The number of entries so deleted was small and the
number of page locations lost in the entries left in was insigni-
ficant.
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THE CUMULATIVE INDEX DISTRIBUTION

The utility of a cumulative index to selected books in specific
subject fields can only be determined by making a number of
these indexes and distributing them to ultimate users. However,
a few remarks are in order on the statistical properties of

the one sample we have studied. '

Table 5 lists the 50 most frequently occurring entries in the

76 books, where frequency of occurrence is measured in terms of
number of books rather than total number of page references over
all books.* BAnyone familiar with the field of statistics will
recognize that all of the entries are, in fact, important con-
cepts or persons in the field. The nine distributions listed--
binomial, normal, Poisson, F, chi square, multinomial, bivariat=
normal, hypergeometric, and exponential--do in fact dominate the
the field in terms of utility. ("Conditional distribution" is

a generic term rather than the name of a specific distribution.)

Fisher, Bartlett, Neyman, "Student," Yates, Ccchran, Egon
Pearson, Wald, and Cramer are all names to be reckoned with by
any scholar in the field. (We, of course, explicitly refrain

from trying to draw any conclusions about the relative worth of
the work of a man whose name appears somewhat further down the
list. A slightly different choice of books might present a
different ocrdering.) Similarly, the most widely used statistics~-—
standard deviation, variance, etc.--and the most widely used
procedures~-analysis of variance, least squares, etc.—-also

appear in the list. In short, the high frequency index entries

do provide a reasonable picture cf what "statistics" is all

about, as one would hope. T
Originally, 31,232 index entries were keyed and read onto tape.
Elimination of duplicate entries introduced by error or through
the convention of "reinverting" inverted entries, overly long
entries, and the reference entries {(which are not included in
the counts here) reduced the data base to 27,471 entries. The
total numbzr of reference entries was 1,195, including duplicate
entries from he various book indexes. Of the 27,471 non-
reference entries, 20,388 were unique and 7,083 represented

entries occurring in more than one index. The frequency distri-

bution and graph thereof are shown in Table 6 and Figure 5,
respectively.

Figure 5 is drawn on log-log paper and, except for the first
point (number of entries occurring in only one book), the
straight line approximation is very good, as we would expect for
a sample of this size. In other words, with 20~odd thousand
distinct entries, one should expect the Zipf-Mandelbrot approxi-
mation to be quite good, and it is.

* These counts do not reflect the fact that some terms appeir in
different forms in the list (e.g. normal and gaussian distributions) .



TABLE 5

Most Frequently Occurring Entries

Cumulative Index to 76 Books on Statistics

Index Term

Number of Books h

BINOMIAL DISTRIBUTION 46 -
NORMAL DISTRIBUTION 43
CONDITIONAL PROBABILITY 42
STANDARD DEVIATION 39
FISHER; R 37
POISSON DISTRIBUTION 37
CHI SQUARE DISTRIBUTION 35
VARIANCE 34
RANDOM VARIABLE 33
F DISTRIBUTION 32
CENTRAL LIMIT THEOREM 31
ANALYSIS OF VARIANCE 30
DEGREES OF FREEDOM 28
MOMENT : 28
STATISTIC 28
COVARIANCE 27
CORRELATION COEFFICIENT 25
MULTINOMIAL DISTRIBUTION 25
T DISTRIBUTION 25
MEDIAN 24
BARTLETT; M 23
" NEYMAN; J 23
NULL HYPOTHESIS 23
STUDENT 23
BIVARIATE NORMAL DISTRIBUTION 22
YATES; F 22
EVENT 21
MEAN 21
PARAMETER 21
PROBABILITY 21
SIGN TEST 21
HYPERGEOMETRIC DISTRIBUTION 20
LEAST SQUARES 20
CHARACTERISTIC FUNCTION 19
COCHRAN; W .19
CONDITIONAL DISTRIBUTION 19
CONFIDENCE LIMIT 19
PEARSON; E 19
PERMUTATION 19
POPULATION 19
RANGE 19
WALD; A 19
COMBINATION 18
. CORRELATION 18
. CRAMER; H 18
EXPONENTIAL DISTRIBUTION 18
" HISTOGRAM 18
INDEPENDENT EVENT . 18
MOMENT GENERATING FUNCTION 18
18

NORMAL EQUATION
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TABLE 6

USAGE DISTRIBUTION OF CUMULATIVE INDEX TERMS
- CUMULATIVE INDEX TO STATISTICAL LITERATURE

Number of Times Used Number of Terms with that Usage

46 1
43 1
42 1
39 1
37 2
35 1
34 1
33 1
32 1
31 ' 1
30 1
28 3
27 1
25 3
24 1
23 4
22 2
21 5
20 2
19 9
18 10
17 10
16 8
15 17
14 12
13 12
12 18
11 21
10 i5
9 32
8 44
7 55
6 88
5 126
4 199
3 402
2 1,246
1 18,039
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The apparently excessive number of singly occurring entries

can be explained in part. The counts given here are based on
the machine edited sample and thus cUntain machine corrections
but no manual editing. Keying errors almost invariably lead to
entries that occur.only once in the sample. After correction,
some of these entries will continue o be unigque. However,

with errors removed, some will correspond to other singly oxr
multiply occurring entries, which will slightly decrease the
frequency of singly occurring entries and increase the frequency
of some ©f the multiply occurring entries. The result will be a
slight increase in the' slope and hence a slightly better overall
fit of the data by the line.

The slope of the line in Figure 5 is approximately -2.5, almost
exactly the average of the Fondren Index sample discussed
earlier. Thus, although we have increased the size of the index
by almost a factor of KV30, when compared with the size of the
average book index we have done so in such a way that the infor-
mation per unit effort has been maintained at the same level we
can expect for individual book indexes. If the books constituting
this sample were too redundant, i.e. if all discussed the same
few basic ideas, the slope would be reduced and the user would
be better off to use any one of the indexes rather than the cumu-
lation.

On the other hand, if the books were totally disjoint, that is,
if no entry occurring in one book occurred in any other book, as
might happen if we cumulated indexes from a book on American
history, a book on statistics, and another on education, the
resulting consclidated index would have an infinite slope (every
entry occurring just once in the sample). Although this would
maximize the information per unit effort ratio, the user would
only discover that "analysis of variance" was to be found in a
statistics book. "American Revolution" in a history bock, and
so forth. In other words, such an accumulation would act more
as a dictionary than as an access device to the collection of
books. :

One other comment. The number of entries in the cumulative index
is 20,388, which is 5,415 fewer entries than the 25,803 pre-
scribed by the level structured model. It is of interest to
learn how many more books would be necessary to bring the collec-
tion up to the 25,803 distinct entries representing the mean size
of level 3 of the model. This problem is discussed by Good (10);
since we already have. nearly the desired number of entries we

can use the first term of his expansion to estimate the number of
additional books required to obtain a full 25,803 distinct entries
in the consolidated index. This reduces to *the following simple
formula: divide the number of new distinct terms needed (5,415)
by the number of singly occurring entries in the collection at
this point (18,038) and multiply by the number of bocks in the
present collection (76). This yields a result of 23 books which
should be added to the collection to reach the desired size.
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THE USAGE OF LIBRARY MATERIALS

Up to this point we have been primarily concerned with the
structure. of the information store and the attendent access
system. - Now we must turn to the gquestion of how present
systems are-—-and could be--used. There have been many studies
of library usage over the years, but two recent studies in

The Library Quarterly illustrate certain aspects that we wish
to stress.

In the first of these studies (22), Lipetz reports on the usage
of the Yale University Library card catalogue. His Table 3
shows that no less than 73% of the catalogue searches had, as
an immediate objective, the location of a document. Only 16%
were subject searches while 6% were searches for information on
authnrs and the remaining 5% for bibliographic information.
Although these results apply only to the circumstances existing
at the Yale library--their collection, their catalogue, and
their community of users-—-at a particular interval in time, we
think that document searching is the primary activity in the
catalogue room of most libraries.

Lipetz's further investigations show that nearly one-third of
the users were in fact looking for subject information, even
though only half that number actually searched the subject head-
ing list. There are several possible explanations for this
apparent anomoly. Perhaps the most obvious is that if the user
knows, or has strong reason to believe, that the information he
is seeklng is in a book that he can find 1n, say, the author
Iist, it will be wasteful to look for it in the subject heading
list. Moreover, as we mentioned earlier, a user does have some
interest in the authoritativeness of the source; if he knows of

one whose authority he does not question, he will obviously head
for that document first.

Even if the user is not sure that the document he has in mind
will contain the required information, he can usually use that
document as a surrogate for the classification system outline:
If it is the right kind of document, location of it will place
him in the vicinity of a set of books that are very likely to
contain the information he wants. Further, examination of the
citations in these books may provide a key to the journal liter-
ature that is not provided by the card catalogue.

Further insight into the utility of the subject organization of
books on shelves is given by Morse (23). In a study made at

the MIT library, Morse notes that mathematicians typically visit
the card catalogue once each time they visit the library; that
they typically consult two books per visit, and that 40% of the
time they end up borrowing a kook for further use. The pattern
for chemists is different, with less emphasis on the use of the
card catalogue (only 30% of the time), greater emphasis on book
consultation while in the stacks (typically consulting four books

rather than two), and a lower book borrowing rate (20% in place
of 40%).

55, .
raXs Sk



¢
!
L
!
{

These figures tend to emphasize the utility of "subject" infor-
mation. The mathematician looks at two books for every
catalogue visit; the chemist, nearly 14. Regardless of what
this tells us about the differences between mathematicians and
chemists (or mathematics and chemistry), it strongly suggests
that both are interested in the information that can be gleaned
from a "consultation" of a document, or at least willing to
take some given that they are already in the library. Both are
willing to leave the library without a book in hand more often
than not.

Based on these studies and the recent proliferation of subject
oriented access tools, we claim that the subject heading serves
only a small proportion of the catalogue lookups and even a
smaller proportion of the monograph subject searches in a
library. This does not imply that maintenance of the subject
heading lists should be reduced or eliminated: Lipetz's Yale
Library data shows that nearly one percent of the campus library
users use the subject portion of the catalogue daily and it 2
performs a significant service function for the users. Rather,
it emphasizes what might have been stated from first principles:
the subject heading list is not a primary (=order 1) subject
access device but a tertiary (=order 3) device designed mainly
to mediate the shelf list subject organization which is con-
strained by the physical limitation that books (of which there
are single copies) can only be stored in a linear file.

Earlier in this report we made a case for the creation of cumula-
tive indexes to increase subject access based on the contention
that the subject heading list is "too small" according to our
measure of size. The Lipetz and Morse data suggest that such

an "explosion" of subject access would find use in their libraries.
The MIT chemist, according to Morse, consults 22 books for each
book he borrows. No doubt some of these consultations are suc-
cessful, indeed so successful that the consultation itself removes
the need to borrow the book for further study. However, one
cannot help but suspect that many of these consultations result

in a quick look in a book index that is sufficient to show that
that book does not contain the required information--at least
insofar as its index indicates. A single lookup in a cumulative
index, both preferably located on the shelf as well as near the
catalogue, would reduce look-up time, and also increase the
probability that the information would be found.

Morse also comments on the utility of the Zipf-Mandelbrot-Bradford
distribution in analyzing usage distributions. As we have noted
earlier, this model is a good approximation for collections of

the proper size and a useful one for most collections. For very
large collections and very small collections, it is generally not
adequate. As a demonstration of this we have studied the circu-
lation of the Widener Library for the period 1965-69, as given

to us by Foster Palmer in a private communication. The data is
shown in Table 7 with the accompanying graph (drawn on lognormal
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probability graph paper) in Figure 6. The excellence of this
model is evidenced by the straight line fit in Figure 6 and by
the fact that using this approximation we can compute the

number of books "used" zero times and hence the size of the
whole collection to within approximately 10% of its reported
value from data referring only to the 6% of the follection
actually used during the intexrwval. See Chapter 3 for a detailed
analysis.

Where the Morse and Lipetz data provide information on a "usage-
per—-user basis," the Widerer data allows one to examine the
usage of the whole collection. We see, for example, that conly
6% of the books were "used," i.e. borrowed, over the five year
period. This is consistent with Morse's data; recall that the
chemist "consults" 22 books for every book he borrows although
the mathematician consults 5 books for every book he borrows.
However, this is not really the point. Almost any organization
of usage distributions, including the one we suggest here, will
imply that the larger the collection, the larger the number of
items which will be "unused" in any particular time interval,
and, as we show in Chapter 3, is consistent with optimal use of
the library's . resources when effectiveness is measured by infor-
mation per unit effort. :

The deeper questions involve how large a large collection "should"

be and whether some libraries should attempt to collect "every-

thing," and if so, how many such ambitious libraries we should

have. As we stated at the beginning, we shall not attempt to

answer such questions here. However, we do claim that the level
structured model presented above can be used to analyze these

larger problems. For instance, the gquestion whether a set of

libraries in a particular geographical region should integrate

into some sort of network is closely akin to the question of
accumulating indexes and can be modeled the same way. It is

possible to analyze the holdings of the various libraries to

determine if the proposed usage distributions for the network

provide an improvement of the distributions for each of the indi- )
vidual libraries. To the extent that these questions will be of
importance in the next decade, libraries should be encouraged to
accumulate usage information by class and by book so that it will

be possible to compare individual and cumulative distributions in
considering proposed mergers through networks or other organiza- !
tional means.

S.w57
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Teble 7

Harvard University Library
Circulation Distribution

1965-9
Times Number of Books
Circulated Circulated this Frequently
1 260,878
2 72,911
3 36,022
4 21,179
5 13,560
6 9,409
7 6,666
8 5,136
9 3,752
10 2,886
11 ‘ 2,255
12 1,700
13 1,322
14 1,086
15 765
le 631
17 479
18 382
19 303
20 189
21 162
22 95
23 81
24 66
25 32
26 34
27 17
28 11
29 11
30 5
31 4
32 3
33 2
34 1
35 4
36 3
40 1
47 1
58
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THE IMPACT OF DEVELOPMENTS IN THE COMPUTER WORLD

Elsewhere (3) we have noted the long term downwards trend
in the cost of computing hardware. From the desktop calcu-
lator to the largest computer, hardware cost per operation
continues to fall at a rather spectacular rate. Improved
peripheral devices, particularly in computer output micro-
£ilm (coM), are now commonly available at attractive prices.
Mini-computers now exist with speed and capacity that rival
the much more costly low end of the big computer line of
five years ago. Although there have been minimal advances
in computer typesetiing hardware other than COM in the last
five years, increased usage enhanced by an increasing soph-
istication in the software area connected with computer
typesetting have led to significantly lower prices which in
many cases are unrestrictedly competitive with traditional
typesetting and page composition methods. Optical character
recognition (OCR) has apparently turned the corner at last
and there are now a sufficient number of these devices in
operation that OCR must be considered a viable competitox
to the keypunch for the input of linguistic materials.

Not every library is in a position to take advantage of the
most recent gains. Many university and public libraries are
secondary computer users, totally dependent on the main com-
puter shop of the parent ocrganization. As such they may not
he able to exert significant influence on the choice of equip-
ment. Further, those that are necessarily small users of

large equipment may find that they pay #@ ’ -~ rice for the
complex operating system that enables machine to
handle a plethora of operations in sc st .. time sharing

or multi-programming mode. The fact tha. Lueg library's jobs
might be handled on a smaller machine at lower cost is immat-
erial if the organizational ground rules forbid it to use

such equipment in the general interest. The notion that a
user should use the smallest library that is likely to provide

) §§ igwmf”*anfanswer makes sense to any librarian or library user. The
£th Lh ,‘..-wp/

corresponding rule applies with equal force in the computing
field, but is freguently much more difficult to implement
within larger organizational structures. Nevertheless, the
library community as a whole must continue to monitor computer
cost structure as time passes in order to keep close track of
when various interesting and useful computer-based access
mechanisms pass over the cost margin and become cost effective.

Time sharing is one area that has long fascinated both librarians
and library users — particularly that aspect devoted to on-line
interrogation of large files. Many such systems have been de-
signed, implemented, and made available to the public during

the last five years. The various problems that plagued the
pioneers in this field have now largely been resolved. Several
on-line systems are now in routine use on very large data bases.
However, the economic¢ viability of such systems, except where
substantial government support is available or .a high premium
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is justified for continuous update and instant information
return, still is an unresolved guestion.

Some light can be shed on this situation by considering, at
least in a simple fashion, how an on-line system works. Al-
though details of implementation vary in important ways, all
such systems have two basic data structures: the main data
base consisting of a set of data elements (say, abstracts of
technical papers and reports) and a unique identification
number for each element; and associated with this main data
base an inverted file which is a set of bibliographic tags
each paired with every indentification number that-has that
tag. In other words, we have a collection of items and an
access system for that collection. As new items are added
to the main data base each is given its unique identification
and the inverted file is completely revised to reflect the
additional material.

In use, the potential user is instructed in the use of the
"query" language that connects him to the data base by way

of the inverted file. Having mastered this, he then uses a
typewriter device connected by phone lines to the computer
in order to request all documents containing certain infor-
mation, that is, having certain tags in the inverted file.

It is, of course, possible to generate by machine methods

a "tag" for every word in the abstract, possibly skipping a
list of "stop" words, so that the system is only limited by
the size of the tagging system. Most of the more sohpisti-
cated systems provide a semi-automatic cross reference facility
that "corrects" spelling errors (through word compression
schemes) , and some -even maintain cr~ss reference files. Hav-
ing entered the request and navigated past the Scylla of
error correction and the Charybdics J»f inquiry reformation, the
user is presented with a count of the number of items in the
file satisfying his requirements. (The computer "replies"
either by taking control of the typewriter and typing out a
message or by displaying the information on a cathode ray
tube.) If the resulting count is not too large, the user

can insert a command that will cause each of the documents

" (or items) in the main data base to be brought forth to the

viewing area for direct inspection. Once the problem of mas-
tering the query language is solved, the whole 'system is
rather appealing. o : :

There remains, however, the question of cost. Let us consider
an alternative to the usual on-line implementation. Suppose
we construct the inverted file (which we shall now call an
"jndex") exactly as before and maintain it and the main data
base in machine readable form also as before. . However; in-
stead of connecting a set of typewriters (or "terminals") to
the computer let us process the inverted file and the data
base through a COM device and distribute microfilm capies of
both to the users. In this mode, a microfilm reader replaces
the terminal and the user scans the index to the section of
the file of interest. Having found the  item numbers corresponding
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to his request in the index, he then scans the microfilm
data base to get a look at the items themselves.

If the number of item lookups is not large, the two systems
are closely competitive. A microfilm reader and a terminal
generally cost about the same. Each regquires some investment
in time for the user to become effective in its use. The
on-line procedure will generally provide faster response,

but if the number of items is small, this is not important.

For the microfilm system, problems arise when the response

to a request yields a large number of items. In the on-line
system, the user can immediately devise a strategy to shorten
the list by adding further constraints to his request. As

the microfilm user cannot physically rearrange the entries

on the film, some extra arrangement must be provided for him
in the organization of the data base itself. This could be
‘done quite simply by extracting all tags with more than a
"reasonable" number of identifications and generating double
(or even triple) tags wherein the popular tag is paired with
every other word, or tag, in each of the documents contain-

ing that tag. If this had to be done for the whole file, it
would lead to a prohibitively large index. But it only has

to be done the tags with many identification numbers and these,
as we know from our study of the structure of information dis-
tributions, are infrequent. Thus an index of perhaps twice

the size of the on-line inverted file would provide essentially
the same access capability for almost every case.

By structuring the problem is this rather peculiar way, a very
' simple cost comparison can be made. Both systems require the
same data “ase preparation cost and the same cost for genera-
ting thr verted file. At the other end, the device necessary.
for tlL.: us is of about the same cost and both devices have the
property i.:at they can be used for other things. The cost dif-
‘ference then narrows to comparison of phone-line-plus-computer
charges for the on-line user versus the cost of preparing and
distributing the microfilm for the microfilm user. If there

are not many uses per month, on-line wins out because the com-
puter bill would then be less than the production of the master
copy of the microfilm. However, as the nunmber of uses increases,
the microfilm approach becomes increasingly attractive and it
inevitably becomes more attractive financially. The exact
breakeven point depends not only on the current cost of compu- -
tation, but also on the level of usage, the utility of weeklw
updates of the file versus monthly or longer cumulations, the
options exercised with respect to-a single master microfilm -n-
dex versus a =ive-year index with more recent mafterial camulz-ed
‘manthly since +he last five-wear period, and on si¥milar c msicé=r-—
ations. Howev r, in most c=ses involving more than perl ups 25
us=r centers wizere instant mpdating is not required, it seems
likely that the microfilm form will be more cost effective and
ne=rly as effective without :regard to cost.
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Indeed, if the user body is widely dispersed geographically,
phone-line charges will accumulate with sufficient rapidity

to make the on-line system a loser even when computer time

is free. EXxperts predict major decreases in telecommunications
costs as well as in computing cost, so the economic potential
for on-line information access will gradually expand during

the next decade, even though some of these 1mprovements will
also tend to reduce the cost of COM output.
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CONCLUSIONS AND RECOMMENDATIONS

Whereas the authors have attempted to maintain a high
standard of objectivity in the presentation and analysis
of data and theories in the body of this monograph, this
summary of our conclusions and recommendations necessarily
reflects our personal interpretation of their reliability
and significance as well as our undoubtedly biased but
strongly held views about the practical applicability of
conclusions derived from the theoretical development. The
reader undoubtedly will not need to be reminded of this in
what follows. Our recommendations follow naturally from
our conclusions; we have therefore thought it simplest to
intertwine the two in the order of their natural occurrence.

1. Information stored in large data bases primarily for

use in information access systems (such as libraries) is
structured so that it approximates the optimal configuration
described by the level structured access model. In this
model a set of access stores is associated with each primary
data store, and each access store is approximately 1/30 the
size (measured in characters) of the next larger store. At
any fixed time, the distribution of size of the data objects
(e.g. books) constituting one access level in the model is
lognormal; the lognormal standard deviations are constant
for the size distributions corresponding to the various access
levels constituting one access system.

R1.1 We recommend that every access system
include an access subsystem for every noacihle
level in order to maximize the cost effectiveness
of the access system. If the size of the primary
data store is N characters, there should be
just log,N levels (more precisely, the nearest
integer &6 that number), Zncluding the level of
the primary store, where K = 28.54 = 30 is the
level stxructure constant determined from observa-
tions.

2. - The cost of construction (including acquisition) and
maintenance of each level of am amccess system should bear
appruximately the same ratio £o the cost of construction

and mzintenance of the primarv information store as the size
of the access level store does to the size of the primary
store in order to maximize cost =ffectiveness. Thus, a first
order access subsystem (the larg=st proper subsystem) should
cost about 1/30 the cost of the primary store. Moreover, the
cost of the total access system, including levels of access
of all possible oiders greater than zero, should be approx-—
imately 1/K +1/K* + 1/K3 + ... = 3,5% the cost of the
primary system.



R2.1 We recommend that existing information
access systems be analyzed for cost effectiveness
by comparing their cost of construction and main-
tenance with that of the primary data base they
access. Excluding special situations wherein the
value of the accessed information or of its timely
acquisition is exceptionally great (as is the case for
+ certain medical, national security, and other real
time applications), access subsystems of order m
whose maintenance cost is significantly greater than
1/K  +he cost of the primary data base should be
eliminated. Conversely, organizations which spend
significantly less than 3.5% of the acquisition and
maintenance cost of their primary information store
on access system construction and maintenance should
increase their expenditures. If they cannot, they
should consider eliminating their information
facility and purchasing information services else-
where since it is unlikely that their system can
be either cost effective or effective.

R2.2 Large information systems frequently maintain
several access subsystems which function at the same
level. When more than K = 5 such subsystems

: operate at the same level, they have a cumulative

. size closer to that of an accsss subsystenr ' 2longing
to the next highcxz level, but they do not normally
provide access equivalent to a higher level system.
We therefore recommend ‘that organizations monitor
the proliferation of access subsystems belonging to
one level; more than 5 should not be permitted to
operate at one level (with special exceptions related
to the time value of information, as noted above). If
more than 5 subsystems operating at level n appear
necessary, it is likely that one new system of level
(n+1) should be constructed to replace all but one.
of the existing level n systems.

3. The size of a classification system.should vary as the
logarithm of the size of the collection it classifies. 1In
normal periods of historical duration, collection growth will
be exponential, which implies that the classification system
should be expanded linearly with time. As analysis of the
American History subcollection of the Widener Library shows,
one new subclass is introduced every 14 years (average).

R3.1 A study should be undertaken to determine

whether the Widener American History classification
dynamics is typical of other subject areas and libraries.
Moreover, the optimal number of classification cate-—
gories should be determined, where optimality is de-—
termined by search cost effectiveness.
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4. Collection size is the principal barrier to access.
Consequently, users should be encouraged to go to the smallest
collection that is likely to provide the needed information.

R4.1 We recommend that libraries enhance and

extend their efforts to describe their collections

to routine and periodic activities which adhere to

a national standard for the statistical description

of information holdings. Moreover, holdings statistics
should be published periodically in a standard format
and made broadly available to user populations.

5. Traditional means of providing subject access to library

monograph collections require supplementation. Publication of

amalgamated indexes to selected books in each subject area with
periodic and partially cumulative updating provides one method
of accomplishing an expansionr ©f monograph subject access.

6. Algorithmic indexing of full text and abstracts is now
cost effective for all documents which have been put into

machine readable form for other purposes. Increasingly, pub-—

1ishers of books nd abstract journals routinely commit the
o~f their pub rations tC machine readable form in the pro-
:sz ~f typesettiu,. They should be encouraged to put indexes
in machine readable form (whether the indexes were machine
derived or not) to simplify the task of amalgamating indexes
from various sources for use: in access subsystems.

R6. 1 We recommend the establishment of a standarc
national format for index material for both books

and journal literature. Moreover, there should be

a central national @uthority charged with the respomns-
ibility of collectimy, standardizing, and distribut-—
ing index information, and statistical measurements

of information valme therefrom derived.

7. Progress in linguistic computation has now reached the

state where it is usually posssible to accomplish more by machdine
than is necessary. Increased z=ttention should be directed toward
the accumulation of operatinmg statistics of the frequency of
occurrence of various linguimtic structures and entities in tlkze
processing of titles, specia&l characters, author variants, trans-
literation variants, etc., to simplify sound planning of future
systems and to provide obfeci-ive means for the evaluatiovn of

the cost effectiveness of existing systems.

8. Library networks and other cooperative methods for increas-
ing access to library materZ=ls can be assessed by using the
level structured access mcdel, and are subject to the general
restraints imposed by it. Because of the large capital invest-
ment represented by such ctooverative arrangements, careful stat-
istical analysis of both the user population and the library
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holdings should be made in order to insure that the resulting
agglomerations are cost effective in the sense of the information
theoretic measures introduced above as well as in the more usual
financial measures.

9. As the operating costs of on-line information systems
decrease per unit ingquiry, increasing attention should be
directed to their potential economic utiiity. Proposed
applications in this area must be compared with other access
systems utilizing the same information store that may provide

a non—interactive output using microform or traditional printing
technigues. Comparable measures of delivered information per

unit inguiry cost -- including user education and skill maintenance

costs —-- should be used to evaluate competing systems.

10. Finally, although the level structured access model intro-
duced in this monograph is derived from theoretical considerations
of a fundamental character, and in substantial agreement with a
large collection of observational data collected from widely
varying sources, we cannot assert and do not believe that it has
received sufficient analysis or comparison with existing infor-

mation systems to be uncriticlly accepted as the natural stand-

ard for the design and evaluation of information systems. On the
other hand, its full range of applicability has not yet been
plumbed. We know, for instance, that it successfully describes
the distribution of batch turn—around time in a medium size
university computing center, and deviations from its predictions
in that case have turned out to be of importance to management

in the task of detecting and controlling deviations from opti-
mal effectiveness. But even this application remains untested
for other computing centers with other equipment and a different
mix of users, procedures and financial constraints.’

R10.1 We therefore recommend that the level structured
model of access systems be studied to determine what
modifications may be necessary to enable it to describe
a broader range of information systems, and that the
"limits of its applicability be established, in part by
comparing its predictions with statistical observations
representing various types and sizes of libraries not
included in the present study.
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LEVELS OF

INFORMATION STORAGE AND ACCESS

In the previous chapter we have stressed the view that
the problem of insufficient access is primarily a
problem of the great size of the -archive to which access
is desired. This study is directed toward problems of
library archives and in this context it is access to

the content of books and collections of books that is of
immediate concern although libraries are increasingly
becoming archival depositories of other types of
information bearing records.

There are technical reasons that make it desirable to
restrict attention--at least in a preliminary study
such as the piesent one--to the monograph collection;
we will have some useful remarks to make about serials
and can also exhibit data supporting the extension of
the model that will be proposed to describe the serial
collectlon.

‘The book is a natural halfway house in the,hierarchy

of means for storing written information in libraries.
Within the book are usuaily to be found certain standard
apparatus which aid in directing the user to the internal
location of information with which the book is concerned;
these include, in descending order of size, the index,
the table of contents, and the title. The library
itself is of course a collection of books but it too
contains certain apparatus for directing the user to
those amongst the many books held that contain information
concernlng some partlcular matter; these include, in
increasing order of size, the classification system,

the reference section, and the card catalog. There

are also other types of. traditional access means that

aid in locating books which contain certain information,
including special bibliographies and, too often overlooked,
the reference librarians. If indeed size is the pre-
deminant factor determining the need for access, then

a study of the size of the various natural bibliographic
-units named above may shed light on the structure, if
any, of the traditional access systems and thereby

also provide guidelines for those who study the p0551b1e
ways for increasing and automating the means of access.

78



We will proceed up the scale of size of the naturally
occurring access means associated with books and collec-—
tions of books, with the intent of determining the
statistical distribution of size of each such

system; this information will lead in a natural way to
the level structured model of access systems briefly
described in Chapter I.

Initially limiting our attention to he book itself,
there are four systems of interest: :

1. Title
2. Table of Contents
3. Index

4. Book Text .

In each case we wish to know the mean (average) size
of the item in question, measured, let us say, by the
number of characters (including the interword space)
contained in the item. Moreover, it will turn out to
be important to know the distribution of size for each
case so that it will be possible to say to what the
extent the mean is characteristic of the distribution
and also because the distributions will turn out to
have an intrinsic connection with the access problem
via the intervention of the mathematical discipline
known as information theoxy; this latter aspect of our
study will be describéd in Chapter IIX. :

It is not easy %0 obtain reliable statistics about the
size of bibliographic units; it is especially difficult
if general samples that are not restricted to one or

a few fields of interest are desired. We have based
our pbook studies on the Fondren Sample, a random sample
of 1926 cards drawn from the shelf list catalog of the
Fondren Library at Rice University in 1968; it has been
described in some detail in Ref.. (1). Associated with
each shelf list card 'is one or more monographs; these
monographs constitute the sample on which our study is
based. Tt is appropriate to refer to it as a random
sample of books from a medium sized university library.

. Because we are interested in studying the interaction
of the various traditional access systems used in books
we have extracted from the Fondren Sample all those
books that contain an index (here and throughout all
that follows, index will of course mean back of the
book index), thus yvielding what we have called the

Fondren Index Sample, which may reasonably be called a
random sampie of Iindexes. There are of course certain




unavoidable biasses present in this index sample: the
Fondren Library does not have an adequate collection
in medicine or law, for instance; it has an exceptionally
fine ¢collection in other areas. But, to the best of
. our knowledge, these samples are the closest in existence
) to truly random samples of books and of books with indexes

belonging to the complete populatlon of all books ever
_publlshed.

With these preliminaries in mind we can now turn to study
the structure of book titles. Figure 2.1 displays the
distribution of the number of characters per book title
for books from the Fondren Index Sample drawn on lognormal

probablllty graph- paper. The mean number of characters
per. tltle is 28.15. . :

Next cons1der the s1ze of a table of contents measured
by the number of charac¢ters it contains.

Although the "structure" of a book title is relatively
standardized, the same cannot be said of the table of
contents. Some books include phrases such as "Chapter 1",
others simply record "1" to designate the first chapter,
and others do not bother to indicate the chapter ordinal
at all. There are tables of contents which include,

in addition to a chapter .title, relatively extensive
‘descriptions of the text content of a narrative nature;
others include section titles. Despite the rather exces-
sive degree of variation that does occur, there are
certain components of a table of contents which appear’

to be nearly invariable in their presence, including

the chapter titles and page number designating the
. beginning of each chapter. We have chosen to define

the tablevof contents as that portion of the material
contained in what is normally termed the table of con-
tents that corresponds to the chapter title, excluding
from consideration all headings, chapter ordinals,
appendices, tables of figures, etc., and page number
referents to the location of chapter initial pages. With
this conventlon, a random subsample of 161 tables of
contents was selected from the Fondren Index Sample and
the number of characters (1ncluding interword space
characters) was counted for each selected table of
contents. . It turns out_that‘the mean size of a table

of contents defined in this way js %0F characters.

Flgure 2.2 displays the distribus: . ..i table of contents
. gize for thls subsample.
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The reader can hardly help but notice that the data
exhibited in each of Figures 2.1 and 2.2 fall nearly
along a line, and moreover that the two limes have
similar slope. The graph paper is so designed that
straight lines indicate that the data are drawn from =a
logrormal distribution, whose properties will be dis-
cussed later on in this chapter and extensively in
Chapter III; it suffices heres to stress that thus far
the data indicates that the two lowest levels of distri-
bution of size of book access systems belong to some
well knows family of statistical distributions and
indeed to The same family. We will want to look for
this possitility when examining data referring to other
access syst=ms.

The index %= the next largest access tool traditionally
found in bewmiks, =nd from many points of view it is the
most impors amt amd respon51we to the detailed demands
of the user. It therefore deserves extensive examinatioz..

The Fondr=n Index Sample consists of 706 indexes.
Chapter IV investigates the r=lationship of indexed
books to the unindexed books in the Fondren Sample and
studies such properties of the indexed bocks as their
distribution among the Library of Congress classifica-
tion categories. Here we are only interested in
considerations of size. The mean number of index
entries per index is 836.

Figure 2.3 contains the distribution of the number of
index entries per book, again on lognormal probability
graph paper. It is evident that the data can be accur-
ately approximated by a line and furthermore that the
line has a slope which once again is similar to the slope
of the lines occurring in the previous two figures.

One word of caution: here only the number of index
entries is exhibited. Ideally one would wish to

measure the size of an index by the number of characters
it contains, but it would not be feasible to count the
characters in more than half a million index entries.
Furthermore, once again the questiOn of which characters
to count can not be resolved in a completely unambiguous
way. For instance, it is easy to agree whether page
reference numbers should be counted, and what to do about
consecutive spaces used as separators, but format problems
relateé to multiple entries grouped under a common
initial phrase, and inverted order entries demand opera-
tional decisions that are not often guided by a clear

¢t pmrpose. These problems exist when entries alons

a.e counted, but they a2re magnified when characters zré
counted. We have agreed, when counting entrzes, to cound
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cach group of page reference numbers: this Jdefines
the index =ntries, at least as far as their cardimnal
nunber is —oncerned, and provides a relatively ciear
cut procedmre reguiring a minimum amount of swuriective
decision by the persons performing the countirw.s. IX _
order to obtain an approximation to the number >f char-
. acters contained in an index, a2 rather indir=c : procedure
was used. We have in a conwenient form all <% the index
entries contained in 80 books zn the field o statistics,
all printed in a fixed typefont whose charactizrs azre of
constant width, and printed a Fixed number of lines toc
the page. These characteristizs make it possible &0
count the number of characters in an =ntxry by measuring
the length o»f the entry. This was done for a uniform
subsample {(comprising about 1.75% of the tota: Statis-—
tical Index Sample of 31,232 index entries). Takls 2.1
lists the mumber of entries consisting of from 1 ==
76 characters, and, opposite 77 characters, thes mombeTr
of entries ‘that had at least 77 characters. THie mean
number of characters per entry, exclusive of maEge
reference numbers but inclusive of interword smpaces, is
25.47. Figure 2.4 displays the distribution oI
size of the entries in the Statistical Index Sample.
If we assume that the distribution of size of Index
entries is independent of the distribution of =h= number
. of entries per imdex, then the average number of charac-
_ ters per index will be the product of ‘the average mnumber
of entries by the average number of cimaracters per
entry. Using the number for the Statistical Index
Sample for the latter, we find that the =verage number
of characters per index (exclusive of page references)
is 836 x 25.47 = 21,293. If it be assumed that there
are typically three digits amd an interword space
required to provide the page reference lacation informa-
tion, then augmenting the average mumber of characters
-per entry by 4 leads to 24,560 character=s per index
(inclusive of page reference apprqoximatiom).

The distribution of index emiry length for the Statistical
Index Sample is, again, lognomxrmal to a high degr=e of
approximation.
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Table 2.1

STATISZTICAL INDEX SAMPLE

Distr- sutdiomwr poT Entry Ler swhh in Characters
(exxluding page refsrences)

No. of - Hdo0., =of . No. of No. of

Char. Entr ias . ' _Char. Entries
1 C 41 3
2 C 42 3
3 L 43 6
4 z . 44 3
5 4 - : 45 5
6 7 46 5
7 8 47 3
8 c 48 4
9 o 20 49 4
10 22 : 50 2
11 l9 51 4
12 . 18 .. 52 4
13 14 53 3
14 23 . 54 6
15 11 . 55 4
16 - 28 ' 56 3

17 16 - . 57 2

18 . . 8. -

19 g 14 62 1

20 2 . 63 1
21 i7 v 64 1
22 i7 : . 65 1

23 19 -

24 ' 19 67. 1

25 ' 14 -

26 B8 69 1
27 1 -

28 9 72 1
29 il 73 1
3 O 7.7 - - 4

31 18 75 1
32 B 76 2
33 o >77 °
34 =

35 =

g6 4

37 5

8 10

9 10

42 G
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The last of the four natural access tools for monographs
is the monograph text itself. It will be even more
difficult to estimate the size of a book measured by

the number of characters it contains because of the
variability of type font and pzge layout supplemented

by the presence of tabular =nd figured material. Al-
though numerous different amd Sjustifiable procedures

of making such a size estimate are conceivable, we have
once again attempted to choose a method that would be
simple and insensitive to subjective judgements of the
personnel performing the task in order to improve
accuracy but more importantly to make it possible for
other workers to reproduce (at least nearly) our
results. Regarding book text, there are several levels
of analysis that require an increasing amount of
extranecus and unstandardized information. The simplest
measure, and one that it easily reproduced, is simply

to transcribe the arabic number shown on the catalog
card designating the number of non-front matter

pages. It is difficult to say precisely which pages

are represented by that number in each case, but it is
unnecessary to do so; we simple agree that this number
defines the length of the book in pages. The distri-
bution of book length measured in pages was determined
in Ref. (1) for the complet= Fondren Sample. The mean
number of pages per book is 276.6; the distribution

of pages is however not lognormal as is readily seen

in Figure 2.5. If the corresponding distribution is
plotted just for those books that do have indexes (i.e.,
for the Fomdrem Index Sample), the graph in Figure 2.6
results, which shows that the distribution of size of
these books is lognormal. This suggests that there

may be some Imtrinsic structural difference between
books which contain zn iandex and those that do not.

If attention is restricted to the Fondren Index Sample,
it turns ouwt that the meanm number of pages per book

is significantly greater, namely 341.5. The next step
in determining the number of characters per book is to
find the number of lines per page and their length;

this has been studied by Dolby and Jones (Ref. (2)),

who found 38 lines of 24 picas as the mean. The final
step in obtaining an estimate of book size in characters
is to approximate the number of characters per 24

pica line of print; we have analyzed a sample of printed
matter and find 63 char=mcters per 24 pica line as the '
mean. . These estimates together imply that an average page
of printed text contaimns 2394 characters, including
interword and ‘end - of line spaces. Hereafter it will

be assumed that there are 2400 characters per page. We
have no idea what the effect of tabular and figured
material as well as other formatting conventions is on
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the estimate of book length in characters; nevertheless,
excluding these matters from consideration, we find
that the average book in the Fondren Index Sample is
341.5 x 2400 = 819,600 characters in size.

Turning now to collections of books, let us first consider
the university library. Here it is essential that the
notion "university" be specified in some way soO as to
enable one to distinguish university libraries from
libraries of colleges in a manner consistent with that
used for other purposes by governmental agencies and

the educationail institutions themselwes. We implicitly
use the definition used by the Office of Education of the
Department of Health, Education and Welfare because we
use their statistical data book Reference (3) as our
source of information about the holdings of college and
university libraries.

Unfortunately the data presented in Reference (3)

is incomplete; notable ommissions arxre the University of

Chicago and Yale University. Although these ommissions

undoubtedly will have some influence on the statistical

parameters of the distributions of interest to us, these
"will most likely be guite minor and in no event can

they be expected to change the form of the distribution

nor substantially affect its mean or variance. '

There is one other defect of the data presented in
Reference (3) which is more critical for our concerns.
Most state university systems have had their statistics
amalgamated; thus it is impossible to determine (from
this source) the size of the library of the University
of California at Berkeley--only the total number of
volumes held in the entire California university system
is presented. This unfortunate state of affairs holds
for most of the other state systems also and tends

both to depress the number of distinct university libraries
and inflate the size of those that remain. Two factors
permit us to extract useful information from this
tabulation despite its amalgamated nature: first, it 1is
‘easy to obtain lists of all units belonging to a state
system (and also for the few private systems that operate
more than one campus) and thereby estimate the total
number of libraries whose structure must be studied.
‘Second, within state systems there is usually one 'giant'
library and a number of much smaller ones; this has

the consequence that the departure of the distribution

. from lognormality, as is shown in Figure 2.7 which we
will shortly consider, is diminished when the separate
system units are accounted for, and, in view of the
smallness of the possible effect, it is not necessary

for us to study this difference in detail. Furthermore,
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we can easily obtain the mean size from the revised
.estimate of the number of libraries. By adjusting the
number of libraries represented in Reference (3)
through deletion of the special dental and medical,
school branches and addition of all general campuses,

a total of 201 university libraries is attained.

. The total number of volumes held in these institutions
is 152,230,163 (nearly cone for every inhabitant of the
United States, and nearly as many as are held by all
public libraries), so the mean number of volumes per
university library is 757,364.  The range in size may
appear remarkable to the reader, ranging as it does from
some 100 ,000 wvolumes to more than 8 million. Figure 2.7
exhibits the size dlstrlbution, which, as we have by
now come’ to expect, is' lognormal. .

Knowing that the average book contains 819,600 characters
and assuming that the distribution of book size is
independent of the distribution of university library
size, we rfidily find that there are some 620,735,534,400
= 6.2 x 10 , Or approximately 620 billion characters
stored in the average university library.

At this point we have estaklished the mean size and
distribution of size for book based bibliographic enti-
ties ranging in average size from about 30 characters
up to 620 billion characters, entities which differ

in size by a factor of 20 billion. Our immediate task
is to demonstrate that there is a simple and reasonable
model which encompasses the entire range of biblio-
graphic entities in a systematic way, relating those of
one size to those of another in a.uniform and un-
varying manner.

In order to proceed, recall that the book title, table

of contents, index, and text are four bibliographic

units of increasing average size; let us say that

they belong to levels 1,2,3,4 respectively. Let Y

stand for the base 10 1ogar1thm of the average

size of the units belonging to level n; Figure 2.8
displays the points whose coordinates are (n, Y,) for
n=1,2,3,4, and also the point (8,Y;) where Y, is the
base 10 1ogar1thm of the mean size og a univerglty library,
"and the point (7,Y¥.,) where Y., is the base 10 logarithm

of the mean size oz a two-year college library, obtained
by analyzlng the first 206 two-year college libraries:
listed in Reference (3); this procedure is, biassed,

leading to a slightly hlgh estimate of the mean size of
two-year college libraries because the State of California
dominates the initial part of the list both in number

of two vear colleges and in the size of their libraries,

.
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FIGURE |2.7

DIETRIBUTION OF |SIZH

FOR
3P0 LARGEST UNIVERSITY LIBRARIES
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but analysis of the complete list in Reference (3),
which is presently underway, will undcubtedly lower the
mean size insignificantly from. the value 29,912

volumes used to determine the corresponding point in
Figure 2.8. "

Figure 2.9 confirms that the size distribution of two
. year college libraries is lognormal and that the slope
of the line representing the data on that graph is once
again comparable with the slope of lognormal distri-
butions presented in previous figures in this Chapter.

Inspection of Figure 2.8 may lead the reader to wonder
~whether levels 5 and § correspond to naturally occurring
collections of books: we think that level 5 corresponds

to general encyclopedias and level 6 to personal libraries,
but we have not ventured to include calculations based

on these hypotheses because of the difficulty of
amassing.reliable and comprehensive statistical
information in their support.

; . The points in Figure 2.8 evidently lie very nearly on
: . . a straight line. This means that the mean size, s(n),
! of the bibliographic units comprising the n-th level
is related to n by an eguation of the form

s(n) = alcP® | (2.1)

where a and b are constants. It is natural to suppose
that a = 1 so that level 0 corresponds to the single
character; we will examine the data given in Figure 2.8
and Table 2.2 which corresponds to it to see if it is
consistent with this desirable and simplifying
hypot@esis. By a standard application of the
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Table 2.2

SIZE IN CHARACTERS

OF VARIOUS BIBLIGGRAPHIC UNITS

Unit - : Level - N . ' size Loglo of Size
Title R ~ 28.15 1.44948
Table of X
Contents 2 505. ©2.70329
Index 3 ' 21293- 4.32710
Text of Book 4 ' 819600. 5.91360
- Two Year - '
College Library 7.  24528169200. 10.38966
University ! i A . ,
Library : 8 620735534400. 11.79291

"statistical I"'-test, as described for instance in
"Ref. (4), it is easily shown that the data does not
contradict the hypothesis that a = 1 in eq. (2.1)

at the 5% confidence level; this means that the least
squares best fitting line for the points in Figure 2.8
does . not differ significantly from that line which is
constrained to pass through the origin of the coordinate
system and also minimizes the sum of the squares of

the deviations from the data peints. This latter line
corresponds to a relation of the form

s(n) = 10°"

(2.2)
relating the mean size of bibliographic units to their
level. Carrying out the least squares minimization for
a function ©f this form on the logarithms of the data
leads to wha Lime drawn in Figure 2.8 which corresponds
to the egunatiion A

n1l.47247n

s(n) = 10 = (29.68)". (3.3)
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Th e ~onstant 29.32 is an estir ate of the fundamenial
cons.tant determining the level structure of the biblio-
graz-t.iz units consifiered abowve. More extensive data
will 2o doubt result in the moclification of this wvalue,
but :—~ can be szid with certairnty that the fundamental
conszuint is approximately 30, nd perhaps may be
iderti:fiable w1th (’3e)2 = 29.,5&£,.., where e = 2.718...
is the mathematical constant denoting the base of the
naturai logarithm system

This is our first main result:

The awerage size of the bibliographic units
title, table of contents, index, monograph, two
year college library, and university 1ibrapx are
powers of a fixed constant K whose value 1is
nearly (2e)?2

If it could be shown that the mean size of an encyclo-
pedia is approximately K and that of a personal (or
perhaps a library r=ference sublibrary) is about X6,

then it could be asserted that the natmral bibliographic
units are equispaced when measured by the logarithm

0of their size; the zurrent state of knowledge only permits
us to assert that this is so for levels 1 through 4

and also for the separation of levels 7 and 8.

The previous argument suggests that the notion of level
be introduced more generally. Therefore define the

level of a given information base to be the integer
closest to the logarithm of its size (the latter measured
as usual in characters) to the base K; moreover, if

a system of level K provides access to an 1nformatlon
store of level n, then define the order of access
provided by the access system as (n-k). Thus an index
provides access of order 1 (=4-3) to the monograph .
it accompanies, and similarly the table of contents

and title provide access of order 2 and 3 respectively

to the book with which they are associated.  We will
later find that a library card catalog. provides access

of order 2 to the library archive but unfortunately it
occupies a physical volume which could provide order 1
access to the collection.

Thus far we have pr1n01pa11y concerned ourselveq with
the mean value of the various size distributions that
have been examined, and have thereby shown that there

is a simple and uniform relationship which connects

the smallest of the natural units to the largest. We
“must now take up the gquestion of the extent to which the
mean characterizes the distributions that occur.

The figures displaying the various distributions at

the same time' provide powerful evidence that all of the




distributions are lognormal. The elementary form of

the lognormal function, which is what occurs here,
depends on two parameters-—the lognormal mean and the
lognormal standard deviation; if these parameters are
known, then the usual mean value of the distribution

can be determined and conversely, if the lognormal
standard deviation and the usual mean are known, the
lognormal mean and hence the lognormal function itself
are completely determined (cp.Chapter ITI). . From this
it follows that if the lognormal standard deviation of
the warious distributioms of interest aze all essentially,
equal, then the associated lognormal functions are

in reality determined by the mean value, that is, by -
the level, of the distribution. We shall show that this
is indeed the case. Table 2.3 lists the lognormal
standard deviation of the six . distributions that have
been described’ thus far. .

Table 2.3

LOGNCRMAL STANDARD DEVIATION

_HEEE; _Level Lognormal S.D.
‘Title : | B! : '~ 0.19
Table of Contents * 2 0.30
Tndex | 3 0.44
Monograph | 4 ‘ 0.23.
Two Year College Library 7 0.29
.Univeréity.Library ' 8 0.36

"There is evidently not much. variation of the lognormal

standard deviation as the level changes from a distri-
bution whose typical size is about 30 characters to one
whose typical size is about 600 billion characters and
in particular what variation there is does not seem to
have a trend. Based on the data contained in Table. 2.3

" we assert that the lognormal standard deviation is

cssentially constant throughout the entire range of
bibliographic interest, and consequently the distributions

of size of the various bibliographic units are determined
by the level of the unit. ‘ ' .
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The lognormal standard deviatics corresponds to the
slope of the line Gefining the l.ogmormal function for
figures- drawn on lognormal probasnility graph paper such
as Figures 2.1-2.7 and 2.9 are. The underlined state-
ment in the previous parazgraph i= the analytical version
of the geometrical asserticom thax the lines representing
all of the distributions zre nearly parallel. We show
to what extent this is so im Figure 2.10 which displays
the distributions for all six levels; the variation of
slope is indeed mot great. 7The mean value of: the stan-
dard deviations Iisted in Table 2.3 is 0.30, which may
be conweniently adopted as an estimate of the level- .
independent lognormal standard deviation.

The assertion that the distribution of a variable x is
lognormal is equivalent to stating that the distribution

of log x is the normal (Gamssian) distribution. Here

'log*' denotes the logarithm with respect to any con-
veniently chosenh base. The graph of a normal distribution
is the well khown 'bell-shapsd curve'. The level-structured
lognormal distribution model of access systems described
above can be equivalently viewed as a level-structured
model for the logayrithm of the size of bibliographic

units .such that the mean of the logarithms of the various
‘levels are ‘equally spaced and the associated distributions
are normal, as shown in Figure 2.1l1 for levels 1-3.

From that figure one also sees that the several bell

curves have little overlap; this corresponds to the
relative horizontality of the lines in the previous

Figure 2.10 which is another way of stating that the
lognormal standard deviation is a small number. The
converse possibility, which fortunately does not occur,

is that the lognormal standard deviation be relatively
large with the consequence that the normal distributions
like those illustrated in Figure 2.11 would possess

a large degree of overlap with the overall appearance

of gentlé waves uniformly spread over a sea rather the
sharply defined and separated peaks and valleys that

Figure 2.11 so clearly exhibits. What this means is that
the notion of level for bibliographic units makes

sens; almost all units of some given type are of a

size that is closer. to the level of that. type than to

any other level. TIor instance, from Figure 2.10 we can
read that fewer than 0.05% (sic!) of the Tables of :
Contents are so large as to lie (in logarithmic measure)
closer to level 3 (Indexes) than to level 2 (Tables

of Contents); similarly, fewer than 0.2% of the Two

Year College Libraries are so large that they lie closer f
(in logarithmic measure) to the average size of a
university library than to the average size of a
two-year college library.
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These cbservations suggest that the notion of boundary
separating two adjacent levels should be introduced as
that size corresponding to half integer values of the
level. More precisely, with level n and size s(n)
related as in eq. (2.2), we say that the size s(n+l/2)
is the boundary size between s(n) and s(n+l), and that
(n+1/2) is the boundary between level n and level (n+1) .

With this notion in hand it becomes possible to analyze
a bibliographic item in order to determine if its size
coincides reasonably with its 'proper' size, i.e.,

with the level of that type of bibliographic unit;

from its size s compute log,s and compare this number
with the appropriate bibliographic unit level n to see
whether logkgs lies within + 1/2 of n; if it does not,
then we may assert that the item of size s is either too
large or too small. There will of course be specific
exceptional instance for which the size of the unit is
indeed 'proper' although not consistent with the statis-
tically typical behavior for items of its bibliographic
type, but the designer or evaluator of information
access systems and/or information bearing data bases
should, we think, warily approach the question of the
size of a system from this point of view.

.The access model presented in this chapter is not
restricted to the book and its subsystems and super-
systems. There is considerable evidence that it
reflects universal properties of information stored in
written English form, and, in a slightly generalized
version, may be still more broadly applicable to the
analysis and modeling of other types of information
systems such as those associated with the modalities

of sensory perception. These wide ranging and difficult
‘issues cannot be examined her2 in a serious way; more-
over, we do not yet have sufficient data upcn which a
‘definitive report can be based. Some of the intriguing
vignettes that are most directly related to information
presented in forms analogous to, if superficially
distinct from, the book information system hierarchy

.explored above may nevertheless prove helpful for
the reader.

IF'irst consider the size relationships of component

units of the serial publication archive. We have
studied the mathematics journal subarchive with the
following results. For 7445 papers reviewed in volume
.36 of.Mathematical Reviews {(published in 1968), the mean
length of an abstracted paper is 13.8 'pages'; here
'‘page' refers to the myriad distinct page sizes and
formats used by the 800-odd distinct journals reviewed
by Mathematical Reviews. Bearing this in mind, and




noting that we have not attempted to directly determine
the mean number of characters per page of mathematics
text nor the effect of the numerous special symbols
which extend the normal type font, use of our previous
estimate of 2400 characters per page of text yields

the estimate of 33,120 characters per mathematics paper:;
hence such a paper is of level 3. The mean length

of an abstract in Mathematical Reviews is easily
estimated to be about 1081 characters. Therefore the
size of the average mathematics paper is 30.6 times the
size of the average abstract. Division of the esti-
mated size of an abstract by K = 29.54 gives 36.59
characters, which is about the size of the average
mathematics journal paper title and is of course quite
close to the level 1 mean of 29.54 characters. We
conclude that journal papers in mathematics are
structured in a manner which is consistent with the
general model proposed for books.

Next consider a more complex example which refers
directly to the access problem. It is usual to find
so-called "subject headings" at the foot of library
catalog cards which are intended to provide cross
reference access to subject areas other than those
associated with the class number of the item corresponding
to the catalog card. There are nearly 93,000 subject
headings in the Library of Congress Subject Headings,
seventh edition (1966). A uniform 1/66 sample drawn
from an alphabetized list of these headings cehows that
the mean number of characters per subject heading is
22.3, which is not remarkably close to K = 29.54.
However, the distribution of subject headings per catalog
card as determined from an analysis of the Fondren
Sample has a mean of 1.2 headings per card; if the
distribution of subject headings per card is independent
of the distribution of characters per subject heading,
then the mean number of subject heading characters per
catalog card, including the associated ordinals and
interword space characters, will be the product of the
means of the component distributions, which is 29.16.
Hence the collection of subiect headings per card
provides abaut the game level of discrimination above
the one~letier Library of Congress class in the mean
that is provided by the title. . Considering the dis-
tributions of characters per subject heading and subject
headings per card leads to the lognormal functions shown
in Figure 2.12; we conclude that the subject heading
access mechanism is consistent with the level structured

model and it belongs to level 1.
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The phenomenon that the mean value of the size of adjacent
access levels are in the ratio of about 30 to 1 is :
not confined to access systems associated with written
natural language archives. Consider ALTEXT, a contemporary
text-processing higher level (macro expander) computer
language [5]. Such a language consists of computer
instructions which have two parts: a generic instruction
such as the GOTO of FORTRAN which specifies the general
function of the instruction, and certain other more
particular components which contain the details of data
location and transfers of control. The implementation

of a higher level computer language instruction consists

of a seguence of one or more "machine language" or
"assembly language" instructions; the advantage of the
higher level language is that it freés the programmer

from the burden of keeping track of numerous housekeeping
details concerning the location and manipulation of the
data at the cost of lower (local) efficiencies of execution.
This is another way of stating that the higher level
language instructions act as an access system for the
sequences of assembly language 1nstructlons that are

their implementation.

With this preamble in mind, one can examine the number
of assembly language instructions required to implement
each of the distinct generic higher’ level language
instructions. For the generic instructicuas o ALTEXT,
the mean number of assembly language instrugstions per
ALTEXT "macro" is 30.32 (including implementation of the
"ALTEXT macro" which provides the interface with the
operating system of the implementing computer) for
implementation on the IBM 360/30 computer. Figure 2.13°
confirms in a rather startlimg way that the distribution
of implementation size is loynormal; hence we conjecture
that the level structured access model will probably
find signlflcant application in the design of computer
languages.

That the structuf; of many types of linguistic units

is lognormal has’ long been known and abundantly verified.
The lognormality of word length statistics was discovered
at least as early as 1887 by Mendenhall [6] and was
subszquently studied, along with sentence length distri- .
butions, inter alia, by Yule [7], Williams [8], and
Herdan [ 97, Yule computed the sentence length distri-
butions for a number of samples of written English and
although he did not notice "their 1ognorma11ty himself,
Williams did test this hypothesis on Yule's data and on
more he gathered himself. More extensive data has been
collected by Kucera and Francis [10] but care must be
exercized to insure that it is partitioned into homo-
geneous subject and/or author classes before attempting
to study the lognormallty of the StatlstICSr the problem




of describing the structure of inhomogeneous data, which
amounts to studying how distinct lognormal distributions
combine, is relatively complex. Moreover, much of the
Kucera and Francis data refers to printed materials that
arc unlikely to form an active part of an archival
library collection; it is heavily weighted with fiction
and press covcrage.

llerdan |19 analyzed 80,000 words of telephone conversa-
tions collected by French, Carter and Koenig of the
Bell Telephone Laboratories and concluded that (phonetic)
word length is lognormally distributed. An indication
that the parameters of these linguistic distributions
are relatively insensitive to variations in language
.vocabulary and to whether the written or spoken form is
uscd is provided by Figure 2.14 which shows nearly
parallel lines representing the Herdan telephone
conversations and Mendenhall's analysis of 1000 words
from Shakespeare's works (as represented by Williams) .

These examples and others too numerous to report

here prompt us to speculate that the occurrence of the
lognormal distribution is fundamental to all human
information processing activities. In thas regard we
distinguish two types of activities: those that process
direct sensory impressions that are received through the
sensory organs, and those that process coded information
such as is represented by linguistic codes. In the
latter instance the directly perceived data arrives

'via the sensory organs but the essential content is
unrelated to the particular code used for its transmission.
Although there may be important differences between the
internal mechanisms that process these two types of
information, there are at least two characteristics that
the two types of input information share: the quantity
of information that passes through the processing system
is very large and the system must be capable of responding
to inputs whose 'size vary greatly. The first condition
requires that the information processing system be

able to compress (with information loss) the vast amount
of data passing through it so as to be enabled to retain
for future use a much smaller but characteristic subset
of it; in other words, the processing system must
function as an access system to the information passing
through it. The second condition suggests that some
functional transformation must be applied to the input
sensory information in order to reduce its extended
.range to a smaller one more conveniently handled by

the necural network; for example, there has long been
cvidence (which is reflected by the 'decibel' scale

of measurement) that the subjective response to the
stimulus provided the ear by acoustic energy varies

as the logarithm of the input energy-
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Generally, there are three reasons for making a scale
transformation in analyzing data (e.g., see Tukey [11]):

1. To linearize the relation between two variables.

2. To normalize the underlying probability
distribution.

3. To stabilize the wvariarnce.

Although in most applications any one of these results
would provide sufficient reason for introducing a
particular transformation, it is not uncommon to encounter
situations where the transformation is originally
introduced for one reason and subsequent analysis shows
one or both of the remaining desiderata have also been
achieved.

In this context it is illuminating to study the work

of the nineteenth century experimental psychologist

G. Fechner [12]. He made the important observation

that the ability of the human to respond a stimulus

is proportional to the mean level of the stimulus.

That is, if an individual can just sense a difference
of, say, one unit when the mean level of stimulation is
10 units, then he will also just be able to detect a
difference of 2 units when the mean level is 20 units.
This multiplicative property of the just noticeable
difference led him to introduce the logarithm function
in order to stabilize the variance, i.e., make it
constant throughout the range of perception. He then
conjectured that the function relating subjective
response to the transformed variable--the logarithm of
the stimulus--is a linear function, thus arriving at

the celebrated (and once again hotly debated) 'Law’

of Weber and Fechner. The reader will observe that the
logarithm of the size of bibliographic units stabilizes
the variance of the distributions of these units through-
out the entire range of 'bibliographic perception'

This certainly makes it tempting to inquire whether the
Weber-rechner 'Law” might not be merely an approximation
to some more accurate descrlptlon of the underlying
functional transformation governing sensory perceptlon.
This question has received considerable attention in
recent years and notable contributions have been made,
principally by Stevens (e.g., [13]), who has generalized
the logarithmic Weber-Fechner transformation so that
response is some power of stimulus; that this change
actually constitutes a generalization becomes clear when
it is noted that the integral of 1/x is log x whereas
the integral of any other powexr of x is again a power

of x; in this sense the lodarithm is the limit of power
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functions (see Dolby [141). The relationship between
linguistic and hence bibliographic units and these
psychophysical questions has been remarked by several
workers, most notably perhaps by Fairthorne [151;

Zipf's 'Law' [16] in its integrated form is just the
Weber-Fechner logarithmic relation, and Mandelbrot's

[17] generalization of 2ipf's function corresponds--
indeed, it is identical to--Steven's power function.
These gquestions will be taken up from a more mathematical
standpoint in the next chapter with the intent of

showing how they can be derived, following an argument
essentially due to Mandelbrot, from elementary
considerations from information theory, and, of

more importance for our purposes, that a slight exten-
sicn of this argument generalizes the Weber-Fechner-
Zipf-Stevens-Mandelbrot functions to the lognormal
distribution. For as the extensive bibliographic

data assembled in the earlier parts of this chapter

show, it is the lognormal function that in fact describes
reality.
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MATHEMATICS OF

INFORMATION DISTRIBUTIONS

This chapter is devoted to the mathematical study of
some of the distributions that arise naturally in the
study of information systems. It will be necessarily
more demanding of the reader's mathematical knowledge
than the remainder of the book and has therefore been
written in a manner which we hope will permit the reader
to pass immediately to Chapter IV without loss of con-—
tinuity. We believe, however, that the significance and
implications of the level structured model of .access
systems presented in Chapter II cannot be fully under-—
stood unless the relationship of that model to other
competing models, extant and potential, is made clear.
Moreover, the most powerful theoretical arguments for
the appearance of the lognormal distribution in the model
structure comes from information theory and its mathe-
matical apparatus, while those for the multiplicative
level structure come from a certain extremal problem

in calculus, so there is really no way to avoid these
technical considerations.

Chapter II presented empirical evidence which show that R

the access systems normally associated with books and
collections of books form a multiplicatively structured
system of levels wherein the distribution of size of in-—
formation structures belonging to any one level is -log-—-
normal, and the spacing between adjacent levels, that
is, the ratio K of the mean size of one level to the
mean Size of the next smallest level, is independent of
the choice of level and approximately equal to 30 .

In this chapter we will show that the lognormal distri-
bution is the solution to a certain problem of maximiz-
ation of information per unit cost and that the multi-
plicative level structure minimizes search time in a
sense which will be more precisely defined below. It
therefore remains to obtain the multiplicative spacing
constant K from theoretical considerations.

We will show that an extension of the notion of search
time minimization leads to a well defined value of K

as a function of the file size and a ratio which measures
the cost of system maintenance per unit system use (both
costs measured by time). In the limiting case where

13
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maintenance costs are 0 , it follows that the level spacing
which maximizes efficiency, i.e., minimizes search time; is
given by K = 2.78... = e . Further treatmeat of the more
realistic case of non zero maintenance costs will require
data measuring actual search and maintenance costs for the
various access subsystems involved.

This chapter alsc studies the relationship of the Zipf-
Mandelbrot (hereafter Z-M) distribution to the lognormal.

The former is the best known and most widely used function

for describing rank and frequency distributions of linguistic,
psychophysical, and socio-economic observations.

We will show that the rank distribution is 2-M if and only

if the corresponding freguency distribution is Z-M. This
coincidence is responsible for some confusion in interpreting
observed distributions. More important to this study is the
relaticnship of the 2Z-M distribution to the lognormal. As

we show, the Z-M is a limiting case of the lognormal and can
also be interpreted as a first approximation to it. This
implies a relation between the corresponding rank distributions
which we describe. Our discussion elucidates certain here-
tofore unexplained systematic departures from the Z-M rank
distribution exhibited by data drawn from information bases.

The best known mathematical function which describes natur-
ally occurring information distributions is the power function,

. x=cr° , s>0. (3.1)
These applications were discovered by Estoup <7>, Bradford
<2>, and others, and rediscovered by Zipf <28> who popular-
ized the observation that the ranked frequency distribution
of word tokens in natural text corpora is esseirtially of the
form (3.1) where r denotes the rank, x the frequency of
occurrence of the word of rank r , and ¢ and s are con-
stants chosen to provide the best possible agreement with
data. 2Zipf concluded that s = 1 for English; Figure 3.1,
taken from Zipf <28>, exhibits such a distribution.

The total number of word tokens N is evidently given by

o

N=czr?>° ; (3.2)

r=1

this series converges only if s> 1 , which means that Zipf's
original choice s = 1 cannot be strictly correct. If the
series does converge, then it represents the well known
Riemann Zeta function <25>,
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z (s) = Zr_s , S > 1 . (3.3)
r=1 ’

The constant ¢ in (3.1) must therefore be N/ (s) . It
is not easy tco calculate ¢ (s) for s near 1 , but a

reasonable approximation is afforded by approximating the
infinite sum in (3.3) by an integral:

oo

/ r %dr = 1/(s-1) . (3.4)
1

Then, with increasing wvalidity as s approaches 1 , the
distribution (3.1) can be written

x = (s=1)Nr ° ; (3.5)
the exact form is -

-s
x = Nr /z(s) . ; (3.6)

Many different types of observational data drawn from

human related activities seem to admit description by this func-
tion and therefore the names of many famous men are attached
to it. In librarianship it is Bradford, in linguistics Zipf,

in economics Pareto <17>, in what might be termed "socio-
logical mathematics", Lotka <14>. who showed that the distri-
bution of productivity of researchers appears to follow the
power law (cp. Price <20>), and in psychophysics Stevens <24>.

A striking example of a power law description is displayed

in Figure 3.2 which exhibits the size of cities in the United-
States as a function of their rank for several different times.
Drawn as it is on log-log graph paper, each power function

is represented by a line. One notes that all of the lines

are essentially parallel, which means that the exponent s
does not depend on which line is considered: s is indepen-
dent of time. Moreover, the lines appear to march across

the graph paper uniformly with increasing time. Since the
log-log graph of eg(3.1l) is just the ordinary graph of the
eguation

log x = logc - s logr , (3.7)

it immediately follows from the steady parallel motion of
the line described by (3.7) that the intercept 1log c

must vary linearly with time. That is, there are constants
a , b such that logc = at + b ; then, from c = N/g{s) ,
at+b
N = N(t) = g (s)e :
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if we put N(0) = c(s)eb , this takes the convenient form

N(t) = N(0)e2t . (3.8)

N (0) is the total population at time t = 0 , and N(t)
is the population at time t ; (3.8) shows that population
grows exponentially with time, while (3.6) states that at
any one time, population is distributed amongst cities ac-
cording to the power function.

The interplay betweer: the distribution at one time and the
time variation of the guantity <f interest will be important
for our consideration of the dynamics of information distri-
butions in what follows.

The power function is often used to represent two gquite Aiff-
erent types of distributions with, we think, confusing conse-
gquences. As introduced above, it describes the rank-frequency
distribution of a variable. Suppose that £(x) is the fre-
gquency distribution of some wvariable x . In any finite sample
of x there will be a largest occurring observation, say
a next largest x., , and so forth. If some observation x
occurs more than &nce, consider the wvarious occurrences as dis-
tinct and label them consecutively. The resulting distribution
of pairs (1,%4), (2,X,),: «s- is just the rank-frequency dis-
tribution for %he sampie drawn from the population with fre-
gquency distribution £ . The rank-frequency distribution can

easily be expressed in terms of £ . Let r denote a rank.
Then

Xl,

oo

r(x) = f £(t)dt ; ) (3.9)
x
indeed, that x ranked first, x, , is just that wvalue .x
such that the occurrence of x i% 1, i.e.,

oo

1 = f £f(t)yadt ;
x

i
similarly, X, is defined by
oo
2 =S £(t)dt ,
b4
2 th
and in general, xr r the =x ranked x , is defined by
ke
o
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o _
r = 5 f£(t)yat ;
X
r

but this is just equation (3.9).

Eg(3.9) shows that it is more convenient to consider rank

as a function of frequency X rather than frequency as a
function of rank although the latter is of course more natu-
ral. ’

Differentiation of (3.9) yields

dr/dx = ;f(x) ; (3.10)

given the rank~fregquency relation, this formula provides
the underlying frequency distribution.

If the rank function is given by (3.1), then, solving for
r as a function of x , we find '
~-1l/s
r = c'x ¢ (3.11)
. . 1/s . .
with ¢' = ¢ , So r is a power function of x . The
corresponding frequency function is, by (3.10),

dr/dx = -(c'/s)x‘(1+1/s) , (3.12)

again a power function. Conversely, if £ is a power
function, say -

f(x) = kx ° , kK constant and s # 1 , (3.13a)
then

; E(eydt = (k/(s=1))x>"S , (3.13b)
X

again a power function. We have shown that the rank-~fregquency
distribution is a power function if and only if the underlying
frequency distribution also is. This has the unfortunate con-
sequence that it is not always easy to determine whether the
rank interpretation is the most appropriate one for data which
appears to approximate a power function but for which a more
refined approximation is desired.

There is s.me question whether the power function actually
provides as good an approximation to observed data as at first
sight appears to be the case. Numerous researchers have devoted
great effort to improving agreement between data and represent-
ing function, and have been led in curious ways to a variety of
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complicated and often unnatural functions. Belonogov <1>
found that the distributioca

X = exp(—c(r—l)k) - exp(—crk) ' (3.14)

(we abbreviate exp a = ea) describes the rank-fredquency
distribution of printed commercial Russian, a form congenial
neither for calculation nor analysis. Good <9> is led to

—s(1 + bx~1
% = cir. - a) 5 ) (3.15)

with b a small constant; this function has x = (r - a) °
as a first approximation (because b is small) but, although
derived by an information theoretic argument which attempts
to account for the effort required to incorporate words of
large rank in the inventory, (3.15) is unfortunately a com-
plicated expression and Good's accomodation of the presumed
additional effort is . in no way uniquely determined by_any
general principle.

Mandelbrot <15>,<16> presented a derivation of the power
function distribution using information theoretic arguments
and therewith slightly generalized the functional form (3.1).
It will be important for us to understand the essence of his
argument . which we give in a modified form.

Consider an inw:ntory S1 ’ 82 s ves 4 S .o of informa-
tion states and let Xn Le a“measure ofnthe size of S

For instance, the S might be the set of titles assocgated
with a random sample of monographs and the corresponding x
the number of characters in S , or, in the application to®
word token occurrence in samples of text corpora, S might

‘stand for a specified word type and x for the fredquency of
occurrence of S in the sample. Denote the probability of

occurrence of siZe x by p(x) ; p((x) therefore represents
the probability of occurrence of any state of size x . Then,
according te information theory (cp. e.g. Shannon <22>, Good
<9>), the information associated with the system of states
{Sn} is proportional to

I = - 3% p(x)log p(x) . (3.16)

It would seem to be desirable to secure an information system
that maximizes information. Since p 1is a probability func-
cion, (3.16) is subject to the constraint Z p(x) =1 , so,
using the method of Lagrange multipliers, we find that (3.16)
1s extremal just when

- % p{x)log p(x) + al p(x)

7o

‘"'5;1%0.
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is, for a constant a to be determined from the constraint.
Differentiation with respect to p(x) Yyields the extremal
condition

log p{x) = -1 + a ,
so p(x) 1is constant. The condition I p(x) = 1 therefore
insures that p(x) = 1/N where N is the total number of
states; consequently a = 1 - log N .

This uniform distribution of sitate utilization is in fact
not what is observed, for reasons which are easy to understand.
There is clearly an inequity in the effort required to use
different states; in general, the greater the measure of size
x oOof state S , the correspondingly greater will be the 'effort’
or 'cost' c(x) required to utilize S . This inequality of
effort will result in a corresponding inequality of the probabil-
ity of usage. Expressed in a somewhat different way, a distri-
bution of probabilities p(x) which does not quite maximize

I in (3.16) but which nevertheless 'costs' substantially
less to use than the maximizing probability distribution will
provide a more efficient return of informztion for the effort
expended; it will be more 'cost effective’. This suggests
that in place of I some measure of infcrmation per unit cost
should be maximized. '

Before turning to the determi..ation of p(x) as a function

of c(x) , we must comment on Zunde and Dexter's <29> argu-
ment which shows that p(x) is the normal distribution. They
" maximize I subject to the constraints

2
Zp(X)=1.ZXP(X)=u5_.pr(x)=ué
where uy' 1is the kt*h moment of p about 0 , and obserxrve
that if ¥ne higher moments u' are known then the distribu-

tion p can be determined byKmaximizing I subject to the
constraints

k
I x p(x) = ui , k =0,1,2,... .

Indeed, in the former case the normal distribution results
and in general there are constants Sy determined by the con-
straints such that p(x) maximizes '
(0]
Z

c, Z xkp(x) .
k=‘:) EA N

- I p(x)log p(x) +

Differentiating this expression and setting the result equal
to zero yields

Az



log p(x) = -1 + = ckx y
k=0

so loy p({x) is determined as a power series in x . It

is not an essential restriction to suppose that p(x) > 0

if x> 0 so log p(x) exists. On the other hand, it is
only a minor technical mathematical restriction to suppose
that log p(x) has a power series expansion. It can there-
fore be concluded that the procedure of Zunde and Dexter does
not distinguish or select a family of distributions relazted
to the structure of information systems; it merely procyvides

an interesting procedure for fitting a power series to obser-
ved data in a way which insures a posteriori that the function
maximizes information for the particular observations in hand.

We may examine this procedure from another vantage point. In
order to determine the distribution or parametized family of
distributions which maximizes information, it is clear that

as few restrictions as possible should be imposed. The re-
moval of restrictions increases the population of distribu-
tions amongst which that one corresponding to maximal infor-
mation is to be found, and thereby makes posgible a larger
value of the maximum information (relative, of course, to the
larger set of functions). The constraint I p{x) = 1 is in-
herent in the definition of probability and does noat imply
special knowledge about a particular information distribution;
therefore this single condition is the only non removable
constraint, and has been shown above, to it corresponds the
uniform distribution of p , which does not agree with obser-
vation. Now suppose that we know the value of certain sample
moments ' . The form of the universal distribution which
maximizes ¥nformaiion cannot depend on our admission of knowl-
edge of these quantities, for by claiming to know less, i.e.,
by ignoring the value of but one moment, the argument of

Zunde and Dexter implies that the form of the probability func-

tion is restricted, that is, we know more about it. In the
case where no observations whatever are made, we find the
exact form of ‘the distribution -~- the uniform one. This con-

clusion is typical of curve fitting methods, which rely on
observed data to determine the form of the function, which
must of course be restricted and ultimately guite simple in
the absence of sufficient data to define a more complex func-
tion.

The structure of optimal information distributions which
maximize a function of information and some other naturally
occurring quantity (such as cost) should relate the maximiz-
ing distribution p tc¢ the other guantity, and sh»uld depend
on that quantity and their mutual relation for its complexity
rather than on obserwvational rsasurements.




Let us return to the investigation of information per unit
cost. There are two such measures which come readily to
mind. Following Good's presentation <9> of Mandelbrot's
argument, first consider the average infermation per average
cost, that is,

H* = - ¥ pi{x)log p(x) / Z p(x)c(x) ’ (3.17)
subject te the constraints I p(x) =1 and I c(x) = C
(= total cost). Maximization of (3.17) subject to these

constraints is eq.ivalent to maximization of
- Z p(x)log p(x) + (l+a;)Z p(x)
- azz p (x) c (x)

with constants aj , a determined by the constraints.
Differentiation with ré&spect to p((x) leads to the con-
dition

log p(x) = a; - a2c(x) . (3.18)

It remains, therefore, to fix the cost function and then
determine the a. from the auxiliary constraints. Mandel-
brot argued that™ c(x) is proportional to log(x-a) for
some (small) constant a ; we may absorb the factor of pro-
portionality in a; and a, and then write

c(x) = log(x-a) : " (3.19)
insertion of this functien in (3.18) yields

p(x) = e l(x-a)~22
the power function relative to the displaced origin -a .

We must diverge momentarily from our main theme to justify
(3.19) as an approximation to the cost of utilizing a state
of size x . Information states may be considered, for our
purposes, to consist of an ordered seguence of symbols --
mostly alphabetic characters and symbols of punctuation —--
selected from a finite symbol inventory. It is easy to see
how such symbol strings could be encoded as integers; if x
is a measure of the size of state S in charxacters, then
the integer encoding state S can be made approximately
prroportional to X, » SO we muist estimate the cost of using
the integer x%x_. . Let x be expressed in the base b
number system; then :

x = b b «..b.b (3.20)
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wherxe the bi are integers satisfying O0<b.,<b and b _#0 .
The right hand side of (3.20) is shorthand fiotation fo¥ the
sum

. 5. N N- L .
x = byb + by b + ... +b.b + b

1 G 7

then, approximately,
1ogbx = N + 1ogbbN .
In fact, it is easy to check that
N < log,x < N+l

so (N+1) is approximately 1log x . Now the cost of using

x 1in base Pk 1is the cost of wr?ting its representation (3.20);
since there are just b different values that can be assumed
by each of the b, ., and (N+1) placas, a total inventory of
b(N+1l) ~ blog.x ymbols must be examined. Since log x =

log x/ log b , we see that the most of representation ®n any
base is proportional to 1log x , which justifies Mandelbrot's
use of (3.19) with a = 0 ; incorporation of a can be viewed
either as a purely formal generalization or as an attempt to
account for system overhead and/or specially efficient processes
for small x .

Maximization of (3.17) is not the only reasonable method of
including the effect on p of the cost of usage. W. E.
Houchin pointed out to the authors (in a priveate communica-
tion) . "at the information per unit cost of x 1is log p(x)/c(X)
=1}

- L p(x)log p(x) / c(x) (3.21)

is the average .nformaiion per unit cost, which is different
in general from {3.17), the average information per average
unit cost. Proceeding to maximize (3.21) subject to the
constraints T p(x) =1 and I c(x) = C , we differentiate

- Z p(x)log p(x) / c(x) + alZ p (x)

- asr p(x)c(x)

to find the condition, apart from a constant multiplicative
ractor of p :

log p(x) = -1 + alc(x) - azc(x)2 (3.22)
in place of (3.18). If, as before, c(x) is taken propor-
tional to log x , or more generally, to log(x—a) with some
constant a , then (3.22) is equivalent to




2
_ N {log(x-a) ~ m}
. PX) = —oym o exp kT g | (3.23)
with
s = 1/2a, , (3.24)

2 X
N/N,= ¢n7a2 exp(%(al+l) /2a2 - 1) » Ng constant ,

the lognormal distribution with lognormal mean m and
lognormal standard deviation s .

Scolving for a, and a in (3.24), we find that

2
a; = m/s2 - 1 ’ :
e 5 (3.25)
a, = 1/2s

It is well known that the lognormal mean m and standard
deviation s can be calculated from the first four moments
of the distribution (3.23) and therefore can be estimated
from the first four sample moments of an observed random
samrple. We shall see how this can be accomplished below.

The lognormal appears to have nothing in common with the
pc r function distribution (3.13) which is so commonly
used to describe observations of information systems, but
this superficial view is misleading. The power function
is a limiting case of the lognormal. Suppose that m _and
s approach infinity in such a way that the ratio m/s?2
apprcaches some constant, say k . Rewrite (3.23) as

2 2 m 1
-m</2s —2—-l-5-9log(x-a)
p(x) = N?/z_ . (x - a)S 2s (3.26)
S m

As m and s approach infinity, the exponent approaches
k-1 . The normalizing coefficient is -No/e so the lognormal
distribution has the power function

p(x) = (Ny/e) (x - ay*7t (3.27)

k -

. -
lim m/s .
m, S-*o




as a limit. Observe that the exponent in (3.27) will be

less than -1 only if k is less than zero, that is, only
if the lognormal mean is negative. Zipf's formulation corres-
ponds to k = -1 (recall that the rank—-frequency function is

the integral of p(x) ).

The same results can be more directly obtained by using (3.22).

~Suppose, as usual, that c¢(x) = log(x—a) . If = 0 , then

the solution of (3 22) is the power function (we ﬁave intro-
duced the constant normalizing multiplier Ng )

p(x) = (y/e) (x - a)®l ; (3.28)

frog (3.25) ay is expressed in terms of m and s as

m/s“ - 1 , and™ a is l/Zs . Hence a, = 0 requires that
s approach infinity, and finite demands that m alsa
approach infinity but in sucﬁ a manner that the ratio m/s

is finite, so {(3.28) coincide=s with (3.27).

These arguments show that the power function is a special

case of the lognormal distribution. Consequently any data
which is approximated by a power function must necessarily

be at least equally well approximated by a lognormal function.
Moreover, there can be no debate whether the power function

is the ‘'correct' mode for describing the distribution of in-
formation states in our context. Rather, one should hold the
view that a power function description is moure economical

than a lognormal one because the latter involves one more
parameter Therefore, if m and s are large in such a way
that m/s2 is relatively small, then the limiting power func-
tion form of the lognormal may prove more convenient and equal-
ly accurate within the restrictions imposed by the finiteness
of the data sample and its other inherent imperfections.

It is instructive to examine the graph of the power function
limit of the lognormal. If 1lim (m/s2) < 1 , then the log-
normal approximants-: - - of the limiting power function have
graphs qualitativelg like that displayed as Figure 3.3; if

s+ such that .m/s remains constant and less than 1 , the
peak P of the lognormal distribution moves toward the vertical
axis and upwards. Precisely stated, if the coordinates of P
are (x,y) » then x*0 and y*~ . The resulting power function

has a graph like that shown in Figure 3.4 .
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If m/s2 approaches a finite limit greater than 1 , then

the approximating lognormal function have graphs qualitatively
like that shown in Figure 3.5 and passage to the limit power
function through lognormal distributions having a fixed wvalue
of m/s?2 which is greater than 1 moves the peak P to the
right and upward, that is, the coordinates (x,y) of P Dboth
approach infinity. The graph of the resulting power function
is increasing, as shown in Figure 3.6 , and corresponds to
certain types of power functions occurring in psycbophysical
theory; cp. <24>.
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Finally, if m/s2 = 1 and s approaches infinity, then
the corresponding lognormal functions have as a limit the
constant distribution p(x) = No/e . Figure 3.7 suggests
how this occurs.

A

Figure 3.7
Mandelbrot's derivation of the power function and the deriv-
ation of the lognormal function given above have in common
the maximization of a quantity that can be interpreted as
information per unit cost. Xnowledge of the functional forms
that maximize this quantity make it in principle possible
to calculate the maximum wvalue of the information per unit
cost as a function of the paraméters of the distribution and
thereby obtain a measure of performance of information systems
which are described by these distributions. Unfortunately,
a convenient explicit expression in the case of the lognormal
distribution seems out of the question, but it is not hard to
evaluate "“the maximum information per unit cost H* for the
power function by using {3.17) with c¢(x) = log x . In order
to be able to compare the maximum information per unit cost
corresponding to differant pow=r functions, i.e., to differ-
ent collections of data approximated by power functions, they
will be normalized to ra=fer to the same total number of items,
whisii we take to be 1 . Then the power functions can be
written in the form

p(x) = x °/z(s) © (3.29)

(cp. eg(3.6); s should not be confused with a lognormal
standard deviation). Substitution in (3.17) with c(x) =
log x vyields

RO PR NI

Z x 8{-log £ - s log x}
H* = -~ (3&?0)
I x"Slog x

From z(s) = L x5 we deduce
dz/ds = § x “log x

so (3.30). can be simplified to

iiﬁ@ﬂii




H* = g — &109 & (3.31)

dg/ds *
For large s , Z(s) = 1 ; 27°% + 378 & (.. implies
logz = 2% + ...
and
dz/ds = - (log 2)2°° + ...
so v
H¥* = s + 1/log 2 + ... , S 1arge; ' (3.32)

We can rephrase this result as follows: for larxrge 5
the maximal average information per average cost is re-
lated to the exponent s of the power function describing
the information distribution by eq(3.32). The larger s ,
the more information per unit cost is conveyed by the in-
formation system. If ti.a power function is represented
graphically using the usual log-log graph paper so that
the graph of the power function is a straight line, the
exponent S corresponds to the negative of the slope of
the line, and our result has the simple interpretation
that the steeper the line, the greater the information per,
unit cost of the information system. This result will be
applied to study the information content per unit effort
for back of the book indexes in Chapter IV.

If s is close to 1 (but still greater than 1 ), then
z(s) = 1/(s=-1) + 0.577... + terms with a factor of (s-1) ;
in this case, H* . can be approximated by

‘H* = s - (s-l)log(s—-1l) + ... : (3.33)
the second term is positive because s-1 is greater than
0. and 1log(s-1l) < 0 for s near 1 . It follows that
H* decreases as s approaches 1 ; this can be shown by
writing t = 1/(s-1) and expressing -(s-1l)log(s-1l) in
terms of t to find log t /t . As s approaches 1,
t approaches infinity and, using the properties of the
logarithm, log t /t approaches 0 . The conclusion that
can be drawn from these remarks is that the possible values
of H* are all greater than 1 but they approach 1 as
a lower bound as s apprecaches 1 , in a steadily decreasing
way. ‘




Thus far in this Chapter we have derived the relation be-

-tween a frequency distribution and its corresponding rank

distribution, the functional form of information freguency
distributions satisfying certain simple and sensible max-
imization conditions connected with the information per unit
cost carried by and information system, and the maximum
information per cost of a power function system as a function
of its characteristic exponent. Now we will turn to the
problem of determining the form of the rank-freguency dis-
tribution which corresponds to the lognormal frequency func-
tion.

Earlier we showed that the rank distribution corresponding
to a given frequency distribution is a power function if

and only if the frequency distribution is a power function.
We therefore conclude that the rank distribution correspond-
ing to a lognormal frequency distribution cannot be a power
function, but, since power functions are limits of lognormal
functions, they will also turn out to be limits of the rank
distribution of lognormal functions.

Suppose the lognormal function is given by (3.23). From
(3.9) one finds for the corresponding rank distribution the
equation

r(x) = { (N/s/fﬁ(x~a))exp~%[log(x—a) - m]zdx.
x L )

Introduce the new wariable u = (log(x—a) - m)/s and put
R{u) = r{x) . Then (3.34) becones

R(u}) = (N//f?)f exp-%uzdu : {3.35)
®

this funciion, the cumulative normal distribution, has

been tabulated, for instance in Sheppard <23>; 1its graph is
shown in Figure 3.8 with N = 1 . From its definition it

is clear that wu is large if and only if x 1is large. The

(3.34)

behaviour of the rank funchtion r(x) can be studied for large

values of x by studying the corresponding behaviour of R{u)

for large values of wu . As shown in reference <23> -,

s exp-tu’du = exp-yu’f 1 1 2 3 n
u 2u u+ ut+ ut+ u+ ...+ ut ...j (3.36)

where the expression in parentheses is a continued fraction
expansion. For large u this can be condensed to the ap-
proximation ' '
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' 2
log r(x) = log R(u) = log(N/V2w) - %u
- log(2u)

which is adequate to show that log R varies essentially
quadratically with u . Since 1log(x-a) = su +m , the
same holds true for 1log(x-a) . Compare this conclusion
with that corresponding to the rank-frequency distribution
for the power function: we may take the latter to be of
the form

rx) = k(x—a)—s

SO
log r(x) = leg k = s log(x-a) ,

which is linear in log(x-a) . When drawn on log-ling graph-
paper, the graph of the rank-frequency distribution of the
power function is a straight line whereas that of the log-
normal distribution tends to the form of a2 parabola for
large values of x . The characteristic curvature often
apparent in the tail of rank-frequency graphs can sometimes
be attributed to an underlying lognormal frequency distribu-
tion rather than to observational deficiencies and a power
function distribution.

"At this point the reader may find some examples helpful.
We will first study book usage data kindly provided by
Harvard Universiy's Widener Library.

Table 3.1 lists the outside usage distribution for a period
of approximately five years encompassed in the interval
1965-1969. Several mnatural guestions come to mind: is this
distribution conveniently described by some well-known func-
tion of statistical theory? Is it optimal in some informa-
+ion theoretic sense? 1Is there a relationship between the
size of the collection and the usage distribution? How do
the parameters that determine the usage distribution depend
on the dynamic variation of collection size with time?

In order to respond to the first question, display the data
of Table 3.1 on iog~log graph paper. If the distribution can
be represented by a power function, i.e., by a Bradford-Zipf-
Mandelbrot distribution, the sample points will tend to fall
along a straight line. It is evident from Figure 3.9 that
this is not the case. If, however, the distribution is log-
normal, then extraction of the logarithm of eq(3.23) shows
that 1log p(x) is a quadratic function of log(x-a) , which
implies that the corresponding sample data points will fall
close to a parabola; conversely, should the sample points
fall along a parabola, the corresponding distribution will
be lognormal (and a = 0 unless the sample data values are

132
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Table 3.1

Harvard University Widener Library
Distribution of Outside Usage

1965-1969

. U B loglog_ Least Squares lqglog
1 260878 0.0000 -0.0163
2 72911 0.3010 0.3150
3 36022 0.4771 0.4808
4 21179 0.6021 0.5978
5. 13560 0.6990 ' 0.6903
6 9409 0.7782 0.7628
7 6666 0.8451 0.8282
8 5136 0.9031 0.8755
9 3752 0.9542 0.9302
10 2886 1.0009 0.9742
11 2255 1.0414 1.0140
12 1700 1.0792 1.0579
13 - 1322 1.1139 1.0951
14 ’ 1086 1l.1461 1.1234
15 765 1.1761 1.1710
16 631 1.2041 1.1957
17 479 1.2305 1.2299
18 382 1.2553 1.2564
19 303 1.2788 1.2824
20 189 1.3010 : 1.3310
21 162 1.3222 1.3458
22 95 1.3424 1.3922
23 . 81 1.3617 1.4046
24 66 : 1.3802 1.4198
25 .32 1.3979 1.4650
26 34 1.4150 1.4617
© 27 17 " 1.4314 1.4939
28 11 1.4472 1.5081
29 11 1.4624 1.5081
30 5 1.4771 1.5220
31 : 4 1.4914 ' 1.5231
32 3 1.5052 1.5228
33 2 1.5185 1.5188
34 1 1.5315 1.5027
35 4 1.5441 1.5231
36 3 1.5563 1.5228
40 1 1.6021 1.5027
47 1 1.6721 1.5027

442044
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shifted by -a before the data is plotted). Figure 3.9
suggests that the number of uses U may be a lognormal
function of the corresponding number of books B Dbecause
log U ‘appears to be of the form

log U = a 1og2B + b log B + cC (3.37)

for some constants a , b , ¢ . It is important to observe
that if log U is a quadratic function of log B , then
log B cannot be a quadratic function of log U ; only one
of U and B can be a lognormal function of the other, in
contradistinction to the power function situation for which
U is a power function cf B if and orly if B 1is a power
function of U .

L.et us suppose that 1log B could be approximated by a gquad-
ratic function of 1log U , thus

log,,B = a'logf U + b'log U + c'.(3.38)

From Table 3.1 cne finds the following association of values:

B U
260,878 1
2,886 10
1 40 H
substitution in (3.38) leads to
T \
a' = -2.367 ,
b* = 0.411 ,
c' = 5.416

as approximations of the coefficients of the best fitting
parabola of the form (3.38). Graphing the parabola corres-—
ponding to these values leads to a curve which is a poor ap-
proximation of the data in Table 3.1. On the other hand, (3.37)
approximates the sample observations rather accurately. for
appropriate values of a , b , ¢ . Least squares curve fit-
ting with respect to the logarithms 1ogloU and 1oglOB

yields the equation

R 5
logloU 0.0653logloB + 0.073219g10B
+ 1.5027 ; (3.39)

Converted to natural logarithms, this becomes

e 125
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log U = -0.0284110g%B + 0.0732log B
+ 3.4601 . (3.40)

If U is a lognormal function of B of the form (3.23)
with a=0 , then extraction of the logarithm implies

log U = (-1/25%)10og®B + (m/s? - 1)log B
+ {log N/svV2m) - (m2/252)}
with m and s the lognormal mean and variance respective-
ly. Substitution from (3.40) shows that the parameters of

the lognormal distribution corresponding to the Widener usage
data have the wvalues

m= 18.92 r
S = 4.20 ' 5 (3.41)
‘N = 8.6 x 10 .

At first sight it is surprising to find U considered as

a function of B because this does not have a natural in-
terpretation as the inverse function, B as a function of U ,
does. Nevertheless there is strong evidence that it is more
effective to consider U as a function of B . For instance,
Figure 3.10 (on three pages) displays U as a lognormal func-
tion of B . It is clear that there is remarkable agreement
through the 99th percentile.

The reader must be warned that, despite the unusual evidence
of lognormality provided by Figure 3.10 and the equations

m = log XSO% ’

gas’ %508’

relating the lognormal parameters to the value of the inde-
pendent variable x at the 50% and 84% (more accurately, the
one standard deviation from the mean) point on the lognormal
function, m and s cannot be accurately estimated this i
way unless the sample data represents the entire effective 1
range of X . :

s = log.(x

There is good reason to suspect this is not true for the
Widener usage data. From Table 3.1 we see that only 443,044
books participated in outside usage in the five year sample
period, less than 6% of the volumes held by the Widener on i
1 July 1967 (the approximate midpoint of the sampling period).
The column labelled "least squares log,,.U" in Table 3.1 tab-
uvlates the value of log, .U correspon&gng to log_ B for
points lying on the 1easlosquares parabola definedlgy eqg(3.39);

N
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comparisor. with the column labelled "log U" shiows generally
good agreement, which imples that the valfles of m , s , N
given in (3.41) represent the corresponding lognormal para-
meters with reasonable accuracy. Were more data points ad-
joined to the data of Table 3.1 (by extending the Widener
sampling project for another 5 years, for instance), the
newly acquired points would fall close to the same parabola
if the distribution is actually lognormal, but the distribu-
tion corresponding to the cumulative function presented on
lognormal probability graph paper in Figure 3.10 would not
fzll close to the present curve: both the lognormal mean

m and the lognormal variance s will increase with increas-
ing sample size when plotted on lognormal probability graph
paper. The reader will do well to compare Carroll<3> and
especially the subsample graphs therein exhibited with regard
to this point.

With these preliminary observations in mind, notice that the
estimate of N from data displayed on lognormal probability
graph paper should be expected to return a value close to the
number of sample values of the independent variable; in this
case, the number 442,044 of books used, but the same N
estimated from the parameters of the parabola which best fits
the set of points (log B , log U ) should yvield an estimate
of the size of the total population from which the sample was
drawn.

For book usage data it is evident that the number of books
used, as determined by the sampling process, will increase
with increasing duration of the sampling project; that any
book F 4 in the collection is a candidate for usage and
hen < 1. inclusion in the sample data if the sampling project
is of = _Ficient duration; and therefore that the size of the
sampling population must be understood as the size of the col-
lection itself.

This provides a means of estimating collection size from the
usually much smaller subcollection constituted by the books
~actually used in some period. In fact, for the Widener usage
data, the sample of 442,044 |usages accounted for less than

6% of the estimated 7,791,538 volumes constituting the col- 6
lection on 1 July 1967, but yields the estimate N = 8.6 x 10 ’
ten percent high. Note that there were about 8.2 x 106 volumes
in the collection at the end of the sampling period, compared
with which the estimate of N is but five percent high.

It appears r=markable that the lognormal distribution, deter-
mined from => small a samole of actually used books, ™ akes it
possible to measure the mumber of unused books in the archiwve.
Rut the infermation theor=tic interpretation of the lognormal
function shows why this should be so, and relates the informa-
tion access role of the books used to those not used in the

sampling period in a way which demonstrates the futility of
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any attempt to partition an archival collection into useful
and non useful components.

These remarks have obvious implications for the "weeding”
problem. and, more significantly, for the problems posed

by various governmental procedures for evaluating the ade-
gquacy of an archival collection in terms of its size, pro-
cedures which determine to some extent whether federal funds
will be available to particular libraries.

Before turning to the information theoretic aspects of the
book usage distribution we must respond to the wary reader
who may wonder whether B as a function of U might not
be well approximated by the Poisson distribution, a one
parameter distribution determined by its mean. The sample
mean of B for the data in Table 3.1 is 2.2856 . From
a standard handbook of mathematical functions we take the
values of the cumulative Poisson distribution with mean
2.2 and 2.3 and compare these with the corresponding
cumulative values determined from Table 3.1. The results,
tabulated in Table 3.2 below, show that the Poisson is a
poor approximation to B as a function of U .

Table 3.2

Cumulative Book Usage and Poisson Distributions

U Observed Cumulative Poisson Cumulative

Fraction Mean = 2.2 2.3
1 0.5902 ' 0.345¢6 , 0.3309
2 0.7551 ) 0.6227 " 0.5960
3 0.8366 0.8194 0.7924
4 0.8845 0.9275 0.9163
5 0.9152 0.9751 0.9700
6 0.9365 0.9925 0.9906
7 0.9515 0.9980 0.9967
8 0.9632 0.9995 0.9993

Now we will show how the lognormal distribution of usage
as a function c¢f number of books maximizes a certain in-

farmation accer:; functiom. Supposs that a usage distribu-
tion is given, st “h as that exhibited in Table 3.1. Amal-
gam=te the set o! -.00ks corresponding *to a fixed usage U ;
the number B o- 11ch books is a measare of information

size in the sens that B is proporiicnal to the total
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number of characters contained in the books used U times
if the sample is large enough, for in this instance the
total number of characters will be approximately egual to
the average number of characters per book for all books mul-
tiplied by the number B of books. We will take B itself
as the measure of size of this information base, that it, we
will measure size relative to the unit of measurement pro-
vided by the size of the average book.

The number of times each of these books is used, U , can be
interpreted as propcrticnal to the information per wunit cost
associated with using a book used U times, from which it
follows that UB is proportional to the information per

unit cost associated with the information collection of

size B . Indeed, if the set of B Dbooks under consideration
were less (more) informative for fixed cost, or effort, of
use, then usage would presumably decrease (increase); and if
the effort, or cost, required to examine these books were
decreased (increased), there would presumably be more (less)
usage, for fixed information return. Recall that our general
arguments presented at the beginning of this chapter show that
maximum information UB per unit cost will be returned if

UB is a lognormal function of the size B . It remains to
make the simple observation that UB is a lcgnormal function
of B if and only if U is a lognormal fgnction of B .

Even more is true: for any number t , UB is a lognormal
function of . B tif and only if U is a lognormal function of
B , for log(UB") = log U + t log B is a qguadratic function

of log B if and only if 1log U is a quadratic function of
log B , which is equivalent to the preceding assertion (cp.
eg(3.23)).

Since the Widener usage data U are accurately fit by a
lognormal function of B , as shown above, we can conclude
that Widener usage maximizes information per. unit cost. The
same result most likely holds generally, for public as well
as university libraries, and perhaps in more general infor-
mation situations as well. This area of study certainly de-
_serves more extensive investigation.

The reader will have noticed that Figure 3.10 was constructed
using cumulative fractions of the distribution summed over
wvaTues of the variable strictly greater than the corresponding

" ordinate value of B . Were the distribution continuous, cum-
Liz=—ive fractions constructed by summing over values of the

- wariwble > B would lead to the same results but because the
abse. ved sample data is discrete, there will inevitably be
some -difference. The difference will be negligible where the
va ues of B are closely spaced, but can be significant if
th=y are not. We have displayed the difference for the ‘Widener
é=ra by including Figure 3.11 constructed using cumulation
smmmed for values > the ordinate value. The reader should
compare the resulting curve with that in Figure 3.10, especially
noting the presence in the latter of the point corresponding

ERi(f tc the ordinate 260,878 , which point is not represented at

all in Figure 3.11 due to the method of cumulation.
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~Jocate an element of B

In Chapter I we briefly mentioned the problem of determining
the optimal number of file guides per drawer in a library
catalog. This problem, solved by Lipetz and Song (13) (cp.
Shoffner (30)), is a special case of the general problem of
determining the optimal size of each access subsystem to an
information base. Here we extend the method of Lipetz and
Song to solve this more general problem. It will appear that
the optimal size relationships amongst the components of an
access system hold when the various levels have sizes which
are equally spaced when measured by the lcgarithm of their
size. This is in agreement with observations for an important
variety of access systems, as was shown in Chapters I and II.

Suppose given an information base B of size s measured,
say, in characters. Let B, be a'sgquence of in%ormation
bases, with i = 1,2,...,n lsuch that the base B. is an
access system for B -1 7 and let s denote the'size of By
For example, we may %hlnk of B as %he text of a book, Bl

as the index to B ;s B as %he table of contents to B

or as an "abstract index2 to Bl r and B as the title 8f

B, ; or we may think of B as~the colleétion of information
coOntained on the catalog cgrds in one drawer of a card catalog
and B, as the information on the corresponding file guide
cards.

We wish to determine the relationship amongst the access sub-—
system sizes s, which minimizes search time, which we take

as an appropria%e measure of search cost or search effort, sub-
ject to certain hypotheses about the nature of the search pro~
cess which will be made clear in the development of *he argu
ment.

Following Lipetz and Song, let the reciprocal rate of search

in information base B, be 2r., seconds per character. Then
the expected mean search time throizgh access subsystem B to
locate a desired element of subsysizem B, _q will be ‘xS
seconds. The size of the portion of B__ remaining to Be
searched to locate information in BO mo¥e precisely is
s _1/s sc the expected mean search time to locate a desired
e&emen% of B,_» ‘will be

rn,sSn + (rn_lsn_l/sn) ;

similarly, the total expected m=an search time required to

by proceeding through the level

structured access syste& constiiuted by the Bi‘s will be
n—-1 '

T = r.Snh 4+

r.s./s. .
j=g = 1 i+l
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Fix the sizes s and s , that is, the size of the infor--
mation base to bg accessell and the size of the smallest access
subsystem, and minimize the total expected mean search time T
as a function of the the S; l<i<n . We find the equations

3T/3s; = ri/$i+1 - rj_3sj-1/(sj)2 , 0<i<n ,

so an extremum of T 1is obtained if

Sj+1/S; = (£385)/(ry9s; 1) . 0<i<n .
This chain of equgtions is equivalent to the formula

s; = solj-I:i:-‘rj/ro) (sl/so)i , O<ic<n . (3.42)
If all search rates are equal, thén ri = r say, So

s, = so(sl/so)i , o<i<n ; ‘ (3.43)

when measured by the logarithm of their size, the access
levels B, are therefore equally spaced, i.e.,

log Sy -~ log Sj_1 = log (sl/so) = constant ,
0<i<n ,

which is what is in fact observed for large traditional natural
access systems.

It remains to verify that the extremum attained is indeed a
minimum. This is egquivalent to proving that the matrix of
second derivatives -{BZT/BsiBS-) is positive definite. We
will not include the rather tedhnical proof here.

It may be worth stressing that only the mean search time is

_ minimized by the equally spaced level structured access system.
If certain types of search inguiry have a greater value than
other types, and if the more important inquiries have a search
time distribution which is different from the general distribu-
tion, other strategies for structuring the level stxuctured
access system may be more efficient. However, in the absence
of criteria concerning the utility or importance of information
base inquiries, our hypotheses seem sensible.

Now suppose that the n levels of a level structured access
system are spaced so that their size distribution minimizes

the mean search time T . Let the size of the largest level
be s as before, and that of the smallest level be s .
In eq?3.43) set .

K = so-/sl >.1 ;
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then eq(3.43) expresses the size of the ith access level

in terms of the size of the information base itself, the
integer which specifies the level, and the constant K as:

= -i
s, sk '
and X is connected with the number cf levels by
= -n
s, = sgK . (3.44)

In terms of these quantities T has the expression (with =1
for convenience; this is just a redefinition of the units wi%h
which we choose to work) '

= = - r,
T = s + nK = s (log sn/so)K/log K . (3.45)
For this structure let us determine the number of levels
which minimizes the expected mean search time T . It is in—
tuitively clear that access systems do aid in searching by re—
ducing search time, but it is just as evident that the number
of access subsystems cannot be large and still allow search
efficiency. Thit Y ~uristic argument suggests that there must
ome optimum nv ber of equally spaced access levels that

nimizes T ; it .s this number that we now want to determine.
Recal.ing that Sy and s are fixed numbers, we see that
eq(3.44) expresses n in Berms of the constant level multi-—
plier K , and that therefore eq(3.45) expresses T as a
function of K alone; all other terms are fixed. Therefore,
in order to minimize T with respect to the number of levels
of the access system, it will do to minimize T as a functiom
of XK. Then T will be minimal as a function of K if

0 = dr/dK = 1/log E — 1/(log K)2 '
from which we conclude that
K= 2.718... = e ,

.the base of the system of natmr=l 1ogarithms. If the more
general eq(3.42) is used as &= starting point in place of eq(3.43),
the result is the same.

In the previous chapters we have shown that traditional acces=
systems do have the level structure which minimizes search time
T as a function of the size ©vf the access subsystems, but the
data there presented convincingly shows that the constant K
which determines the relative size of adjacent levels is nearly
equal to 30 , certainly not &qual to e . This discrepancy
appears to be due to our failmure to account for the cost of
acquisition and maintenancse of the access system.
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The access system for Bj ., including the data basss Bl ’
..., B, has a certain cost of maintenance in addition~to
the coBt of original acquisition. 1In what follows we will
ignore the one~time acquisition cost which is essentially
independent of the number of system uses (but which certainly
is taken into account by the private purchaser of a book, and,
perhaps less directly, by major libre—ies). Moreover, we will

assume that maintenance requires a certain time T for each
use of the system, and that T is proportional tB the size
of the total access system, thus
n n .
T = ¢ s. = cs r K1
m i=0 0 i=o0
- (n+1)
= CSO 1 - K
1 -k %
(log So/sn)/log K
= cso(K - K )/ (K - 1) .

If no resources are made available for maintenance of the access
system, i.e., then ¢ = 0 , and the system will inevitably de-
teriorate and the mean time to the successful completion of a
search will increase; on the other hand, it might appear that
increasing the availability of maintenance resources will reduce
search time. . but we already know that "infinite" maintenance
corresponds to the case where maintenance considerations are
‘negligible when compared with search considerations, so the search
time will apprcach the minimum derived above. Practical consider—
ations therefore dispose one to consider the minimization not of
Ty the user search time, but rather of T_+ T . Now T is.
infinite if K = 1 and is a steadily decrea8ing Punction of " K

as K increases from 1 , whereas T has (as we showed above) !
a minimum at K = e , and it steadily increases for values of |
K greater than e . It follows that the minimum of ™ Tg + T
must occur for that value of K (greater than e ) where the
graph of T crosses the graph of T_ . An exact determination
of this wvalile of K which would testMour model of level opti-—
mization with maintenance included would require detailed in-
formation about the time equivalent cost of file maintenance
relative to the cost of file search. Moreover, the initial
cost of the access system would also have to find its place in
the analysis. In the absence of the necessary data we can say j
no more on this important subject.
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THE STRUCTURE OF

BACK OF THE BOOK INDEXES

Book indexes are among the most common and most
ancient access mechanisms, although they have not

always been loved. Glanville, in Vanity of Dogmatizing,
said: :

Methinks 'tis a pitiful piece of knowledge

that can be learnt from an index, and a poor
ambition to be rich in the inventory of another's
treasure, '

and morc recently T. E. Lawrence wrote:

...half-way through the labor of an index !
to this book I recalled the practice of my
ten years' study of history: and realized

I had never used the index of a book fit
to read. '

However, as an unnamed contributor to a recent edition
of the Encyclopedia Britannica put it,

(It has) become almost a sine gua non that any
good book must have its own index.

Indeed, as we shall see below, more: than one-third of
all non-serial items in the shelf list of a medium
size university library do contain an index, and it
seems as if the back of the book index is not only
here to stay but is in the process of spawning a genus
of related tools for indicating "the position of
irformation on any given subject". '

The object of this chapter is to study indexes to :
books in order to determine what structure, if any, they
possess. It is not surprising that indexes* exhibit
great variability in.size, content, and utility, which
makes it difficult to asse - - th-'r nature . in general from
an examination of ore o7 - aral uxemplars. We have
elected to study inuexcs in three ways.

*Throughout this chapter 'index' will only refer to
back—of—the-book indexes. '
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The first and most reliable way is based on the selection
¢ a random sample of book indexes. Such a sample has
be-an assembled by extraction of the indexes from all
mw: ~graphs represented in a random sample of the shelf
1 ‘sc of a medium size university library; it consists
~° =pproximately six .hundred thousand index terms
~ead throughout some 700 books, and will be described
what follows:

. second means of studying indexes is concerr il with
e structure exhibited by each index separzt=1lx.
-2ormation of this sort cannot be obtained Fxcm stati—i-
+ al agglomerations; rather it demands that 1 de¥es
. considered in detail and the resulting s¥zuwx "ures,
; ‘ny are found, compared for a sample of indexs.s.

sok index directs the user to the locatior ®:
_.zcified information in the book to which it ret'ers.
nould the book in question not contain any imadsswed
formation about the subject of interest, the Imguirer
left to continue his search in the indexes o other
specified books. There are, of course, sever: . indirect
thods for deciding how the next bool in the se=arch
_~5cess should be selected, utilizing informa=ion con—
-asned in the bibliographies or the linear s=helf list
-.lder determined by a subject classification scheme
+yzh as that of the Library of Congress, buz none of
. wese have the virtue of immediacy nor of completeness.
wur third means of studying indexes is based om a
~swmuiative index to 80 books in the field of statisties.

e

F1_ appears to offer attractive efficiencies iw the
: nformation search process while it provides a view of
tt:e overall structure of the field itself.

The Fondren Index Sample is a random sample oX 668
monograph shelf list cards corresponding to Imidexed
books. Multiple volumes catalogued on one sim=if list
card increase the sample somewhat so that a t=al of
706 indexes are represented.

The Fondren Index Sample is a subsample of the Fondre=n
Sample, which is a random sample of cards drauwm from
the shelf list of the Fondren Library at Rice niversity.
The Fondren Sample is described in some detail in
Reference [1]. Analyses of the sample may be expected
+0 accurately reflect the structure of library <colletc-—
‘ons to the extent that they are similar to the
sndren collection; in particulaxr the =rchival
collections of medium size university librarias are
probably generally similar although certazn special ¢ =z1lds



may be more or less well represented. For instance,
the Fondren collection is particularly weak in law,
medicine, and Russian language and literature, and strong
in chemistry. These differences are unlikely to play

a significant role in determiming the reliability of
the sample for studying index structure since indexes
are relatively insensitive to the nature of the subject
material to which they refer; the gross category
differences, as ketween science amd fine arts, are,

as will be shown below, substantial, but the Fondren
coliection encocmpasses adequate representation in

each of such brwad categories.

m™here are specizi problems associated with the analysis
- complex dat: <rawn from any sampling pProcess. The
index sample iz o exception. Some of the sample indexes
hawe a format s unusual as to make them incomparable
with the average index; a small mumber were written

in non-Roman alphabets so we were unable to correctly
identify the siructural features of interest. 3ecause
—he fraction of amomolous indexes was small, it was
Aecided to delete them from the index sample for this
initial study.

This decision was bolstered by another complication;

not all of the books represented by the original random
sample could be located for the present study, which
took place about two years after the original selection
of shelf list cards. The number of unlocatable items
was 33, approximately 1.7% of the Fondren Sample; this

is the effective rate of loss for the two year period

in the sense that the usual mechanisms for tracking

items not present on the shelf in their proper location
were applied without success for these items, noting
that just prior to the selection of the sample the

shelf list had been checked.against the shelf and weeded.
This suggests that slightly less than 1% of the monograph
archive is lost each year. ‘ .

If all 33 unlocatable items had had indexes, they would
have constituted nearly 4% of the index sample; items
excluded for special reasons such as language oOr format
incompatibility totalled 22. Therefore, not more than
7.5% and more likely not more than 4.5% of the indexed
volumes in *he  Fondren Sample have been excluded from

1= index sa=mple. With this preliminary in mind we can
now turn to the consideration of the index sample.

Firs:t _osserve that not all monographs are candidates

for indexing; we have found nc Library of Congress
class "A" itemms in the sample which contain an index.




and thereZore class "A" is excluded from all further
con=siderations. Similarly, neither maps nor musical
sccres are indexible in the "back of the book" sense,
so they too are excluded. Excluding these items and
all serial publications, one finds that there are 1,830
relevant items in the Fondren sample. Of these, 668
have ' ndexes; thus we find that 37% of the monographs
in the Fondren sample contain indexes.

As previously noted, the 668 LC cards lead to a total
of 706 volumes with indexes. The distribution of these
70 volumes by ILC class is shown in Table 4.1 together
witi. the fr=ction #hat is indexed for each class.

This fraction runs Trom a low of 0.18 for N (Fine Arts)
and P (Languag=} *o a high of 0.61 for Q (Science)

and 0.67 for N=z=al Science.

Tabie 4.1 zlso prowvides the mean number of index

eni——ies per boci: Iimdexed. The grand mean for the collec-
tion is 836 indeex entries per book, with the class means
vaET w-vn.ng from atiigh of 1,391 entries per book for class F
(U 3. Local History) to a low of 614 for class J
(tolitical Science). .

Tne product of {-hese two measures provides an average
meazsure of the zmount of access per book in the collec~
tion and in each of its subsets. This distribution is
siwown separateily in Table 4.2, This list breaks

r=r_her naturally into three subsets of nearly the same
s=-ze. The first seven categories (classes F, G, V,
X. D, BE, and Q) womld seem to share the property that
thwey are all primarily concerned with careful descrip-
tion of the world as it is and as it has been. The
mifddle group (ckasses H, C, R, T, 2Z, L, and J) is
primarily dewot=d to man's effort to cope with the
errvironment described so carefully in the first group.
The lowest group appears a bit anomolous in that it
contains the coxe of the arts: music, philosophy,
religion, language, literature, and the fine arts as
well as the more mundane but ever present categories
of war amand agriculture. Although we should not like
to make too much of this particular arrangement of
the LC classes, Table 4.2 does provide an interesting
example of the insight one gains into the use of the system
of literary stores by rather elementary counting procedures.

) e 1

The index sampie consists of a total of 590,329 index
entries spread acro=s the 706 indexes. Table 4.3 lists
the rumber of indexas as a function of the number of
entries they contain, grouped by hundreds of index
entries. Figure 4.1 exhibits the lognormality by showing
the data of Takle 4.3 plotted on lognormal paper. The
stamdard deviation on the log scale is 0.442 which is at
; the upper end of the range for 1og—1ength distributions
ERiC‘ givern in Chapter 1II.
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Table 4.1

" FONDREN SAMPLE: FRACTION OF SAMPLE ITEMS
CONTAINING AN INDEX, BY LC L=TTER CLASS

Mean Number Fraction Fraction Class

of Entries Indexed is of
Class _ per Index (rounded) Fondrern Sample Short Class Name
B 667 .31 .100 Philosonity-Religion
C 690 .53 . G History—3auxiliary
Sciencss
D 1,102 .51 .095 History & Tomography
(except Am=—ica)
E 1,062 .49 .040 American (G=neral)
& U.S. {Gemeral)
F 1,391 .46 .027 United States (Local)
' & America (ex. U.S.)
G 1,264 .50 .01l1 Geography-Zmthropology
13 697 -54 .104 Social Sciences
J 614 .46 .023 Political Science
K 1,375 .43 .004 Taw
L 620 .49 .038 Eduxration
M 915 .25 .015 . Music
N 615 .18 .033 Fins Arts
P 714 .18 .300 Language & Literature
Q 850 .61 «093 Science
R 716 .50 «010 Medicine
s 638 .20 ~006 Agriculture—Piant &
Animal Husoandry
T 707 .47 ~-832 Technology
8] 840 .22 .E10 Milttary Sciemce
v 934 .67 .05 Naval Sciemce
1,328 .24 ' <323 Bibliographiy & Library
Science

Total relevant items in Fondren Sample = 1823

Number of these items indexed = 668
Fraction indexed = 668/1830 = 0.37
145
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Table 4.7

ITHDEX ACCESS BY Wl CLASS
Mean No.
LC Indey Ent—ies
Class per B Short Class Name
F 6440 O. S. Local distory
G 632 Fevography
v 626 Na val Science
K 581 Lasw
D 562 Weorld Histor—
B 520 U. S. Historv
Q 518 Sciisnce
H 376 Social Scienc=
C 366 Anxiliary Sciemces (History)
R 358 M=aicine
T 332 Tecihinology
z 319 Library Science
L 304 Tducatian
J 282 Politiczl Sciexxzme
M Z29 Music
B oL Philosophy—-Religion
v +85 Wilitary Scienrce
jod 129 Language Literature
5 128 Agriculimre
N 111 Fine Arts
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Tabrle 4.3

FREQUENCY OF INDEX ENTRIES FOR ITEMS
IN THE FTONDRE® INDEX SAMPLE

Numbexr of Number Tumulative Cumulative

Indrex of Number TFraction

Ent—ies Indexes of Indexes af Indexes
0 — 93 16 16 .023
100 - 199 77 93 .132
200 - 299 83 176 .249
300 - 399 80 256 ' .362
400 - 499 70 326 .462
500 - 599 62 388 .549
600 — 699 46 434 .615
700 - 799 37 47% : .667
800 - 892 39 510 .722
800 - 999 30 540 .765
10600 - 1099 17 557 .789
31100 - 1199 24 581 .823
1206 - 1299 13 594 .841
1300 - 1399 14 608 .-B62
1400 ~ 1499 8 616 -872
1500 — 1599 2 618 -875
1600 — 1699 L3 631 -893
1700 — 1799 K} 638 ' - .903
1800 — 1899 7 645 .913
1900 - 1999 7 652 .923
2000 - 2099 7 659 .933
210t - 2199 3 662 937
2200 -~ 2299 5 667 .944
230% - 2353 1 668 . 946
2400 - Z499 1 669 . 947
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Table 4.3
(Continued)

671
674
677
678

681
683
684
685
687
690
692
693
694
697
700
701
702
704
705
706

.950
.955
.959
.960

.964
.967
.969
.970
.973
.977
.980
.981
.983
.987
.991
.993
.994
.997
.998
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A distinction should be made between the number of index
entries in an index and the number of locations to which
these contries refer. The former quantity is the number
of distinct word sequences appearing in an index,

and is an absolute measure of index size which is
independent of the details of format and page composition;
the latter is usually the number of page locations re-
ferred to in an index, which clearly depends on the size
of the page. In the Fondren sample of indexed books
there are, on the average, 1.8 page locations per index
entry. Thus, the 836 (average) distinct entries refer,
on the average to 1,505 text locations. As there are

on the average 341.5 pages per indexed book, there are
4.4 indexed text locations per page. Roughly speaking,
this means that there is one index page location for each
five sentences of text.

The aggregate size of the index as printed can be determined

by estimating the average number of characters per

_entry and multiplying by the average number of entries.

A preliminary estimate of the average number of characters
was obtained by counting the entries in the cumulative
index to.statistical books (discussed at greater length

in Chapter VI) as the format of the material is in partic-
ularly nice form for counting purposes. This estimate
shows that the entries are about 25.47 characters in
length exclusive of page location information. If, as

in Chapter I, this is augmented by 4 characters per entry
to include the typical page location reference information,
then the average index of 836 entries consists of 24,637
characters and therefore the ratio of indexed book size

to index size is about 33.27 to 1.

These global statistics provide a direct measure of the
proportion of the monograph collection that is devoted
to what might be called "self access”. The aggreement
of the access ratio (of about 30 to 1) with other access
ratios developed in Chapter II helps to solidify the
foundations of the level structured access model. Given
the difficulty of assessing the quality of indexing

(sece (2) and the references therein) these statistics
also provide the foundation of a basis for comparing
various indexing procedures, particularly for comparing
algorithmically derived indexes to manual indexes. The
fundamental regularities of the length measures discussed
here suggest that an algorithmically prepared index

must at least be of the correct overall size to be of
any use at all. :
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The find structure of the individual indexes can presum-
ably shed more light on the situation. For these purposes,
we have selected a random sub-sample of 28 indexes from

the main Fondren Index Sample. For each of these indexes
we have determined the distribution of the number of
entries with one, two, three...page locations per entry.
This distribution is comparable to the "frequency of
frequencies" problem discussed extensively by Zipf, Bradford,
Mandelbrot, et al (see Chapter III). Were the index an
extractive index (i.e., one that is derived by extracting
sequences of words from the text and inserting these
sequences without change in the index) and were the page
locations explicitly tied to the position on the page so
that multiple occurrences of the entry on a single page
would occur multiply im the index, then it might be antici-
pated that the text location distribution of index entries
would be Zipf-Mandelbrot distributiom which would arise
from the phrases which are the index entries in the same

way as the usual Zipf distribution arises from text worqd
occurrences.

However, indexing practice normally requires a ‘set of
sophisticated transformations from the running text to the
index and also reduces multiple entries on a page to a
single page location. Further, not all "phrases" are
i indexed and it would appear that those which are left out
i are among both the most frequently occurring and least
frequently occurring. Nevertheless, it seems reasonable
to approach the problem at the first order of approximation
by assuming a model of the Zipf-Bradford-Mandelbrot type;
! i.e., by examining the form of the distributiom on log-
; ' log graph paper. This has been done for all 35 of the sam-
ple indexes, all 28 of which are presented here (Figures 4.2).
(The remaining graphs appear in Appendix II.) The plots
are given in the converse form to that used by Zipf in
order to provide the converse form to that used by Zipf
in order to provide stability (see Kendall (3)). Thus the
largest point on the graph represents the number of index
entries with single page references rather than the

number of page references for the most frequently
referenced item. '

Two graphs shown are typical for the sample as a whole.
In almost every case a straight line provides a reasonable
approximation, with slopes ranging from roughly -1l.1
to 05.5. Thus the Zipf-Mandelbrot approximation holds
well for index location frequency distributions. The

' importance of the slope as a parameter of index measurement
; : can be seen by recalling the Mandelbrot formulation
which maximized the expected information per unit effort;
the reader may find it useful to compare e.g. (3.5) £f:
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= -2 p(x) log n 4.1
I . p(x) log x ( )

The function that maximizes this ratio is the Zipf-
Mandelbrot distribution:

p{x) = c x S (4.2)

Substitution of (4.2) into (4.1l) yields

1 = - L (logc - s log x) cx”® _ £x ° log Ex~°

Z ex 2 log x £x ° log x

(4.3)

where all logarithms are to the base e and the summations
extend from 1 to the maximum number of page references
per index entries.

For s greater than one, the summations all converge to
functions of the Riemann zeta function as the maximum
number of page references per index entry increases.
Hlence , with the sums running overall positive intecgers,

,(s) log t(s)
r.'(s) (4.4)

An s increases, the ratio on the right, in turn, converges

to (log 2) "l - 1.443 so that a first order approximation

to Mandelbrot 1nformat10n for the Zipf-Mandelbrot form
is given by

I = s 4 1.443

For s greater than or equal to 3, the erroxr is less than
10%. In other words, to a first order approxlmatlon,
Mandelbrot's measure of information per effort is
dlrectlygproportlonal to s, the negatlve value of the
slope of the apgroxlmatlngAstrawggt line on log-log paper.

For data that. perfectly fits the Zipf-Mandelbrot model,
the parameter s can be determined from the relation:
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log (number of references with single page locations)
Iog (number of page locations of most popular index entry)

clearly, the greater the number of single page location
index entries and the fewer the number of multiple

page location index entries, the greater the estimate
of s and hence the greater the amount of information
per effort under Mandelbrot's definition. In the extreme
case, where each index entry refers to one, and only
one, page location, Mandelbrot information is infinite.
Although we have found so such indexes in the Fondren
sample, it is well to note that dictionaries take this
form: each main entry occurs once and the referent
information is conveniently packaged with the main

entry itself rather than through a page location to some
other source.

The values of s for each index in the subsample are
listed in Table 4.4 in decreasing order of s. Earlier

in this chapter we organized the various monographs

by LC class and then by total number of entries per
monograph. Under this measure the LC classes fell into
three disjoint sets corresponding roughly to the descrip-
tive materials, the technique materials, and the arts.
The average slope for each of these three groups are
respectively, 2.83, 2.37, and 2.79. The differences
between the means are not only insignificant statistically:;
they do not even provide a corresponding ordering, were
they significant. Thus the slope (and hence Mandelbrot's
measure of average information per average effort)
provides an independent measure of the index.

The 28 values of s are plotted in Figure 4.3 on log-
normal paper. The distribution of values is reasonably
approximated by a straight line as might be expected
since as we have now shown, s is a normalized measure
of information. :

However, except for specialized indexes such as diction-
aries, multiply occuring entries do occur, thus depressing
the information ratio. For the sample plotted in Figure
4.3, the average value of s is 2.66, quite close to the
natural constant, e, which is 2.718. As these multiply
occurring entries do reduce the information ratio by
increasing the effort required, it is appropriate to
inquire as to what role they play in the index.

Some hint as to the nature of this phenomenon can be
obtained by examining the role of the multiply occurring
entries in the context that 2Zipf first studied them;
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FOR INDEX LOCATION DISTRIBUTTON

LC Number ' s
PT7244 5.47
Qb9 4.43
HB199 4.33
BV2532 3.81
DA690 3.54
TK153 3.53
E741 3.39
Q391 3.20

" QA303 3.06
E178 2.81
QL703 2.71
RM721 2.71
BIF181 2.69
DI521 2.64
25782 2.49
ND553 2.26
HM6 6 2.15
F864 . 2.08
PR2831 1.96
LB875 1.94
LCl91 1.93
HF2046 1.86
D443 . 1.81
HD20 1.71
PR5588 1.69
PN2598 1.67
DS423 1.43
JA84 1.09-
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in natural language itself. Even a cursory examination
of a frequency ordered word list such as those prepared
by Thorndike and Lorge (4) and Rwcera, et al, (5)

is sufficient to show that the most frequently occurring
entries are the structure words {i.e. words with parts
of speech other than noun, verb, adjective, and =zdverb).
Such words provide the structure in which the information
is embedded, but do not, at iIeast in the broad s=zase,
contain information themselves. Except for the rare
case (e.g. in the use of certain prepositions in mathe-
matical treatises) such words almost never occur in
first position in an index entry.

In this context, it seems natural to suggest that the
index entries that occur with many page locations play
a fundamentally different role from those that refer
only to one or a few page locations. Roughly speaking,
we might say that the multiply occurring entries carry
the semantic structure in much the same way that the
multiply occurring words carry the syntactic structure.
Suppose, for instance, that the term California appears
in an index with, say, 15 page locations. It would
scem reasonable to conclude, even with no other informa-
tion about the accompanying text, that the text is

very much concerned with California in a global manner.
Reference to each of ‘the various page locations would
presumably uncover a variety of bits of information about
‘California 'and in this particular sense, we could say
that California was one of the "subjects" discussed

“in the book. If on the other hand, we were to find
another book, say on population statistics, whose index
contained a single page location for California, it
would seem appropriate to conclude that California was
one of many items discussed in the text rather than a
main subject of the text.

In short, if one is interested in "population statistics
for the state of California" one can either go to a book
on population statistics and look in the index for
California, or one can go to a book on California and
look in the index for population statistics. For obvious
reasons both types of information packaging exist and access
to the packaged information is generally, though not
always, provided both ways: by subject to allow the

user to get to the proper book, and by index entry to
.allow the user to obtain the specific fact once he

has gotten to the proper book.

The multiply owculri ﬁg sntries thus provide a sort of
‘transition fron » “niecific fact" aspect of the problem
to the "general suhisct" aspect of the problem. They
provide the basix ¥uw an algorithmic identification of
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the =emantic structure in the same way that the structure
wor« = providz a basis for the algorithmic identification
of -.:2 author's syntactic styil 2. (See Mostellor and
Wal_z.ce (6))

For mswth the word frequency distribution and the index
pags location distributions, +here is no clear break
betweer the set of freguently occurring items and the
set of mon-freguently occurring items. However, the
previouslw developed arguments on the access level
structure provide a technique for establishing break
points #n the distribution: the set of most freguently
occurring entries —an be defined as 1/900th of the whele
set of entries. This has been done for the subsample
of indexes from the Fondren sample. The results are
tabulated together with the LC class, the LC subiject
headings, and the title in Table 4.5.

Looking first at the subject heading and title information
in Table 4.5, it is clear that approximately two—-thirds

of the subject headings are direct transformations (through
the subject heading authority list) of the title
information. This observation, of course, sheds con-
siderable insight into the discussion of the utility

of permuted title indexes: anything as cheap as a permuted
title listing that can supply in the order of two-thirds

of the subject heading information automatically is

clecarly useful. At the same =ime a device that misses

one—third of the potential irformation is clearly not
sufficient.

Tn this context the role of the multiply occurring index
entries becomes more obvious: most of LC subject headings
that are not derivable from the title information .

are derivable from the multiply occurring index entries
either directly (e.g. Andalusite, U.S.A. Vs. Andalusite)
or at a higher level of synthesis (e.g. gaseous discharge
tube + ultra violet light + reaction, reactors vs.
electrical apparatus and appliances). At this stage it is
not necessary to re-open the much discussed question of
whether classification of documents can be obtained
economically through purely algorithmic processes;

other simpler problems must be solved first (e.g. the
automatic derivation of the index itself). However, it
is essential to obtain a clearer understanding of how

the various access devices already in operation interact
with one another. The preliminary results derived from
Table 4.5 make it clear that there is a direct relation
between the LC subject headings, the monograph titles,
and the multiply occurring index entries. The utility

of title derived indexes is manifest by their present use
and persistence. It remains to determine the utility of
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index entries, over and above their obvious utility in
providing access to a book's contents., once the book is in
hand. This guestion will underlie much of the discussion
in the next two chapters. '

Before turning to this question, however, it is useful to
shed some light on how the indexer controls the multiplici-
ties in the index and hence the value of s and the shape

of the particular entries that will receive the highest
numbers of page locations. Obviously, this can be done

in several ways involving such delicate questions as the
determination of how the indexer decides whether a particu-
lar word, or sequence of words, on a particular page should
rate an entry in the index. At a simpler level, the
indexer has the opportunity to reduce multiplicities by
increasing the length of the entry. Thus in a work on
history, the indexer can either provide a single entry for
war, with a large number of multiplicities, or he can

break this same set of entries down into subsets involving
particular wars such as ¢ivil war, world war, etc.

That this mechanism is in fact used is easy to demonstrate.
Table 4.6 provides the freguency distribution for the 27,188
index entries in a uniform random subsample of 35 indexes

in the Fondren sample by word length. As might be expected,
the distribution can be reasonably approximated by a log-
normal distribution as shown in Figure 4.4. The arith-
metic mean of this distribution is 3.68 words per index
entry. Only 13.5% of the entries are one-word entries.

This is somewhat larger than the 9.1% found in & smaller
sample of indexes to statistical books studied by Dolby

(7) but still provides strong support for the hypothesis
advanced in (7) that the great bulk of the entries in
back-of-the-book indexes are multi-word entries.

This observation has considerable significance for the
design of automatic indexing procedures. If one-word
entries constitute only 13.5% of the total index, it

seems unlikely that detailed frequency studies of words
will provide much insight into the problem of deriving
index entries automatically. In some of the earliest

work on this subject, Luhn (8) attempted to derive indcxes
from word frequency counts, with limited success. More
recently, Damerau (9) established a procedure for deriving
coordinate index terms (to be used later via machine
searches) based on word frequency counts. Bloomfield's

(2) study of Damerau's procedure makes it clear that coordin-
ation of the single terms derived by Damerau rarely leads
to an index entry derived by humans for the same material.
As we shall show in the next chapter, there is more O

be gained by deliberately suppressing the one-word entries,

rather than by attempting to emphasize theu.. -

163

S ) o . Lﬁ[?{}




Table 4.6

Distribution of Index Entries by
Word Length - Subsample of
The Fondren Index Sample

: Number.- - Number of Cﬁmulative Cumulative
| of Woxds Entries Number Percentage
{ 1 3673 3673 13.51
g 2 6563 | 10236 37.65 ;
% 3 4817 15053 55.37 %
: 4 3905 18958 . 69 .73 §
i 5 2839 21797 80.17 E
5 6 1969 23766 87.41 §
7 1243 25009 91.99 2
8 801 25810 94.93 i
9 516 26326 96.83 é
§ , 10 - 281 : 26607 97.86 g
>10 581 27188 100.00 %
i
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The observation that index entries are usually one-word

entries also has some impact on a variety of questions

involved with the use of indexes in agglomerated ‘form.
" Phis will be discussed at some length in Chapter VI.
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ALGORITHMIC TEXT INDEXING

An index increases access to a particular corpus of
information. Until recent times most indexes followed
the text material in certain types of books. Although
this may still be true today, the emphasis of research
into the nature of indexing has shifted to indexes

of other types of corpora, such as the permuted title
index and its variants and the citation index,

which index collections of document titles rather than the
text of the documents. Indeed current information
retrieval efforts appear to exclude consideration of
back-of-the-book indexes. For instance, Salton (1)
offers a brief discussion of term-oriented, or derived
indexes, of which the back-of-the-book indexes are '
usually instances, but the applications he describes

are to collections of document titles. The Encyclopedia
of Linguistics, Information and Control (2) mentions
only citation indexing.

This chapter is also exclusively concerned with back-of-the
book indexes; hereafter the term index will be used
in this restricted way.

The principal result presented here is-an algorithm

for the antcomatic construction of an index from running
text in machine readable form. A preliminary version

of the algorithm was implemented by hand and used to
derive the index to Dolby, Forsyth, and Resnikoff (3).

The version presented here has been programmed for the

IBM 360/30 using a set of assembly code macros and

tested on a set of 50 abstracts of statistical papers
published in the Annals of Mathematical Statistics

and a second set of abstracts published in Cancer Research.

The difficult question of determining what is to
constitute an adequate index for a given corpus of
running text is not considered here, although reference
is made to an earlier study (Dolby (4)) that considered
certain obvious statistical characteristics of
published indexes as well as to the previous chapter.

- The cost of deriving the index entries and formatting
them into standard format is approximately 2¢ per line
of input text, based on standard commerical rates (west
coast of the United States). -




Let us assume that an index is an ordered collection
of word sequences (or transformations thereof) from
the running text together with appropriate locator
designations (e.g. page numbers). A reasonable first
step in deriving such an index is to partition the
text into. a set of word sequences using, in this case,
marks of punctuation and structure words to determine
the sequence boundaries.

Each sequence is then examimed to determine whether

it should be deleted from the set. In particular, -
sequences consisting of structure words only are deleted.
For reasons that will become evident later, sequences
consisting of single words and sequences that occur

only once in the entiré corpus are also deleted from

the set.

Of the various possible transfermations it iz obvi-

ously desirable to identify singular and plural forms,

to invert certain word sequences (at least selectively)

so as to provide access to words occurring only at the

end of the word seguences, and to superimpose a "see"

and "see—also" facility to permit more complex transformation.

Implementation of such an algorithm requires repeated
access to various lists of words and morphemes. Computer
time will obviously be strongly influenced by the
strategies employed to accomplish these comparisons.

To cite the most obvious example, it is clearly more
efficient to stora the list of structure words (which

is relatively small but contains many words of high
occurrence frequency) rather than the list of content

. words which has the converse properties.

Where possible, significant gains can be made by

testing for word classes rather than for individual

words. Thus, it is useful to identify all participial
forms as these do not generally appear as index entries.
On the other hand, provision must be made to allow the
override of such rules for cases of particular importance.
(c.g. stratified sampling is an important statistical
entry that should not be suppressed.)

As the function of these various lists is primarily

to delete words from the index, it is convenient

to refer to the lists as "stop" lists and the sets of
override words as "go" lists. Although sufficient testing
on a wide variety of subject matter is not yet available,
it would appear that the stop lists are basically inde-
pendent of subject material and the go liste are subject
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dependent. Thus a careful study of available authority
lists in the subject ficld would be necessary to insure
proper operation of the algorithm. {Such a study would
be necessary in any event to prepare the "sce"” and "see-
also" cntrics.)

Prcliminary scegment boundaries are established by

marks of punctuation (other than the hyphen and apostrophe).
Within the segments thus established, further boundaries
are introduced between seguences of consecutive stop
words (see Table 5.1) and non-stop words. As a simple
cxpedient, all words in the stop list ending in s :
have the s removed and the match between the current word
and the stop list is made after the final s (if any) has
been removed from the current word. More sophisticated
"plural logic" would be justified here only if the

stop list were expanded substantially and in its

expanded form contained a significantly larger number

of "irregular" plurals.

The selection of the words to be used in the stop

list provides an intriguing problem. Clearly, all
structure words (neglecting archaic forms) should be
included. It turns out also to be useful to include
high frequency adjectives and verbs. It is therefore
tempting to simply select the first n words from a
rank ordered word frequency list. Unfortunately,
there is no clear break in such a list in the vicinity
of a reasonable cutoff (see Figure 5.1). Thus the
cutoff must be made simply in terms of finding a :
recasonable trade off between added machine costs in !
testing against large lists, and added editing costs {
at the other end due to failure to suppress words. i
Based on the developments of Chapter II, we would
expect the cutoff to be in the order of 1/30 of the
vocabulary. The word list used here has been purposely
kept short during programming and should probably be
expanded by a factor of two or three in actual use.

The list organization as presently implemented is :
also quite simple: as the word length (in characters)

of the current word is known at the time of the match,
the list is broken down by word length and arranged
alphabetically, within the sets of each length. Matching
is done sequentially with termination on a match or

when the current word is low to the list. Expansion

of the lists would probably make it useful to use a
hashing technique.

The next segmentation stage consists of segmenting the

sequences of non-stop words into consecutive sequences
of words ending in ed, ly, ing, or ful and sequences of
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TABLE 5.1

SHORT LIST OF STOP WORDS
ARRANGED BY WORD LENGTH

an own some three general

at : put such under improve

be see take until include

by she tend usual instead

do the term where operate

go : thi than which present

ha too that while previou

he two them whose provide

hi way then wider require

if who upon would several

it you very yield 'similar

on : well .special

or also were become through

me back what before unknown

my E been when , beiiave without

no both will better

S0 come with cannot consider

to down work change original

up each your chosen possible

wa ' even denote satisfie

we from about depend together
give above derive

all good admit discus arbitrary

and have after either different

any here among extend excellent

are hold begin higher important

but into could implie otherwise

can just drawn little.

did know first . : permit additional

due last found relate elementary

few lead given reduce particular

fo