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Evaluation of Tnformation Retrieval Systems:

A Simulation and Cost Approach

Abstract

Michael David Cooper

This dissertation manines problems of how to evaluate an informa-

tion retrieval system. Two specific approaches are explored. The first

is a mathematical model for use in studying how to minimize the cost of

operating a mechanized retrieval system. Through the use of cost analy-

sis, the model provides a method for comparative evaluation between sys-

tems. The cost model divides the costs of a retrieval system into two

components: system costs and user costs. In addition, it suggests that

a trade off exists between the performance level of the system and the

combination of user and system time that is expended in working with the

system. With this approach it is possible to determine the allocation

of user and system time that minimizes the total cost of operating the

system. This allocation is done for a given performance level and for

a given cost per unit of user and system time.

The second approach to the evaluation of literature searching sys-

tems is the development of a simulation model as a preliminary step to-

ward the creation of a tool for system design and evaluation. The

simulation program creates a well specified collection of documents and

analyzes the effect Of changes in query file characteristics on system

performance. First a thesaurus of term relations is generated. Then,

employing the thesaurus; routines generate pseudo-documents and pseudo-

queries. These pseudo-documents and pseudo-queries are then compared

12
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to see the effect of various query file parameter changes on the quan-

tity of material retrieved.

Evaluation of the simulation output indicates that there are small

differences between the results of the experimental runs. It is con-

cluded that one method for generating pseudo-queries is not clearly

better than another. It is believed, however, that the simulation

model as an approach to the evaluation of retrieval systems provides

a limited but useful framework for the evaluation of information re-

trieval systems.
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1. Introduction.

2

The members of a society have many needs. They require goods such

as food and clothing and services such as medical assistance. Another

requirement that individuals have is for information: information about

things, methods, places, events, and ideas. As the population of the

world increases, there will be more goods and services produced to meet

demands. At the same time, as the technological complexity of the world

increases, more people will require and also generate information.

As more information is required and as more is supplied by individ-

uals, governmental units, businesses, and educational institutions, the

greater will be the requirements for efficient methods of communication.

Better methods for information transfer are needed in an increasingly

complex society.

One possibility for improving the information dissemination process

is to use computers. The rapid growth in computing technology has re-

sulted in the development of very fast computational devices and memory

units having large information storage capacities. The capabilities of

such machines are beginning to be used in the process of information

storage, retrieval, and dissemination. With the growth in mechanized

retrieval systems has come a variety of techniques for vocessing docu-

ments to identify their content and a variety of rules for retrieving

the documents once they are stored in the computer.

An important problem that must be carefully examined is whether

one technique for information retrieval is better or worse than another.

For example, when searching through a large data base to find documents

that satisfy a query, a number of different methods can be employed.

15
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Similarly there are various methods for automatically assigning content

indicators, such as index terms,, to a document. Another problem has to

do with the concept of relevance. What does it mean to say that a docu-

ment is relevant to a user's need, and how can this be measured and pre-

dicted?

This dissertation examines some of these problems as a first step

toward analyzing how best to evaluate an information retrieval system.

Two specific approaches are explored. The first is a model for use in

studying how to minimize the cost of operating a mechanized retrieval

system. Through the use of cost analysis, the model provides a method

for comparative evaluation between systems. The second is a simulation

program which'generates a well defined set of documents and analyzes

the effect of changes in query file characteristics on system perfor-

mance. The application of simulation to the analysis of query and

document files of an'information retrieval system has not been tried

before and it is felt that this approach may prove to be a valuable

evaluative tool.

In Chapter 2 of this dissertation a number of concepts and problems

related to the development of information retrieval systems are presented.

Distinctions are drawn between literature searching systems and question-

answering systems. An overview of the functioning of an information re-

trieval system is also presented. Included in the chapter is an analysis

of the components of an automated information retrieval system.

Chapter 2 shows that there is a large array of alternative components

that can be used to construct information retrieval systems: An impor-

tant question that must be addressed is how to decide among the alterna-

tives. Is System A better than System B, and if so, how much better?
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The question is very important. Unless it is known whether or not one

technique for search and retrieval is, in fact, an improvement over a

prior technique, it will not be possible to determine if improved sys-

tems are really being developed. In Chapter 3, then, a review and dis-

cussion of the 'standard' ways of evaluating information retrieval

systems is presented. The chapter continues by noting that the eval-

uation problems have been largely ignored in the literature except for

a few well tried methods such as the measurement of user satisfaction

with material retrieved. It is suggested that new methods may be in

order. An analysis of a cost approach and a simulation approach to

the problem are presented as possible techniques.

The ideal form of an evaluation technique would be one that has

general applicability, is easy to use and is conclusive. While this

paper does not develop such a technique, it does evaluate the feasibil-

ity of a cost model for system measurement. The model divides the costs

of a retrieval system into two components: system costs and user costs.

In addition, it suggests that a trade off exists between the performance

level of the system and the combination of user and system time that is

expended in working with the system. With this approach, it is possible

to determine the allocation of user and system time that minimizes the

total cost of operating the system. This i done for a given performance

level end for a given cost per unit of user and system time.

In addition to the cost model, a simulation model is developed as

a preliminary step toward the creation of a tool for system design and

evaluation. The simulation program creates a static collection of

pseudo-documents and pseudo-queries. First a thesaurus of term relations

is generated. Then employing the thesaurus, routines generate documents

17
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and queries. These are compared to see the effect of various parameter

changes on the quantity of material retrieved.

In the later part of the dissertation, the simulation model is

evaluated for a set of cases. The simulation output indicates that

there are small differences between the results of the experimental

runs. It is concluded that one method for generating pseudo-queries

is not clearly better than another.

The simulation model is by no means complete. A complete model

would imply that there exists a theory of how information is represented

in the receiver, a theory concerning the meaning of an information need

and an explication of the meaning of information, to name only a few

of the more difficult problems. While these problems have not yet been

solved, it does appear that a simulation model can have a useful, if

more limited, role in evaluation of alternative information retrieval

systems. In particular, the model developed in this paper appears use-

ful in studying the variables connected with the process of query form-

ulation against a well defined document collection.

Thus the major problem that this dissertation examines is that of

evaluating information retrieval systems. More specifically, it examines

analytic models and simulation models as two techniques for limited eval-

uation of retrieval systems.

18
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Chapter 2

An Analysis and Review of Information

Retrieval Concepts
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2. An Analysis and Review of Information Retrieval Concepts.

There exists a wide range of computerized systems that perform

the function of retrieving information from a store of data. At one

end of the spectrum are the so-called 'data providing retrieval systems'

or question-answering systems. [7]. These systems, as the names

imply, provide a specific fact or answer to a question. At the other

end of the continuum are the reference retrieval or literature searching

systems. These systems, in response to a question, provide lists of

references to documents that may answer the question. The most impor-

tant distinction between these two systems is the type of inference

making capability that each system employs. [63]. When a query is

posed to a question-answering system, a body of data is examined in

order to extract one fact from the data file. The desired fact may not

be present in the form needed by the user. In order to gather the re-

quired information, the question-answering system may have to deduce

the answer from a number of related items of information.

In contrast to a question-answering system, a literature searching

system has a very trivial inference making capability. When a query is

compared to a document representation, the literature searching system

infers that the document meets the users needs if the words in the

representation match the words in the query.

The problems connected with developing question-answering systems

are enormous. Those question-answering systems that have been imple-

mented are operating in an experimental environment and use limited

data bases. In addition most of these systems suffer from problems

of high computation times and large memory requirements. (See [41] and

20
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[90] for examples of such systems.) The remainder of this paper will

concentrate on the analysis of literature searching or reference re-

trieval systems.

A model of a reference retrieval system is presented in Figure 1.

The retrieval process involves searching through a file of documents

to determine which, if any, documents will satisfy the user's need.

'Thus one end of the figure shows the initial input to the system in

the form of documents in natural language. At the other side of the

figure is the user with a yet unmanifested requirement for information.

An automated literature searching system processes documents to deter-

mine their subject content. The content indicators are then assigned

to replace the document itself and they become representations of the

document. Once each document representation has been created, the

representation is stored with the previously processed document sur-

rogates in the document file.

When the user establishes his requirement for information, he

expresses it in.the form of a request. The next process that the user

must go through is to convert that request into a form that the retriev-

al system can process. The converted form of the requirement is called

the query. Given the query, and the document representations stored

in the file, the reference retrieval system searches the file, using

a search strategy or a retrieval rule to determine if there are any

document representations that match the query. The bibliographic cita-

tions and/or abstracts to those matching documents are then presented

to the user. Based on the results of the search, the user can decide

to stop or reformulate the query and make another search.
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2.1 Problems in the Development of a Retrieval Theory.

There are a number of fundamental issues that need to be explored

if advances are to be made in the development of improved reference

retrieval systems. One problem has to do with developing in a comput-

erized system the ability to predict what the user probably wants in

the way of information. Another issue centers on designing a system

capable of picking documents that meet user requirements on level of

complexity (e.g. mathematical, non-technical, survey.)

What would be extremely valuable is to understand the process that

the user goes through in determining his needs. If it were possible to

characterize this process, the result might be to gain new insights on

methods of information transfer. In order for the system to predict

what a user wants, it would be necessary to have nformation about the

user's state of knowledge, information processing capabilities and intel-

ligence. And as more information is supplied, the system should be able

to modify its representation of the state of the user's knoviledge. As

the system has more information and better prediction rules, it can make

better inferences. The issues here are extremely complex and no simple

solutions are forseen.

There is also an additional question of whether technology should

be allowed to develop in such a way as to be in a position to predict

what information will satisfy a user based on a previous state of intel-

ligence. If such systems could be developed, unauthorized persons might

use the systems to manipulate individual behavior by providing false

'data to the inquirer. Perhaps the possibility of abuse of such a theory

is too great.

23
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Rather than concentrating on the development of a theory of these

underlying processes, there is a parallel approach that can be used in

the development of information retrieval systems. It is possible to

build systems based on tentative conjectures about retrieval rules that

would lead to effective results. Then through empirical testing, the

performance of such systems can be monitored.

2.2 Formal Techniques for Literature Searching.

Presently there is a lack of adequate explanations for the various

phenomena involved in information acquisition and transfer between a

human being and an information retrieval system. Nevertheless such sys

tems continue to be built on the premise that experimentation will lead

to the design of effective retrieval systems. These systems are devel

oped using procedures and practices that are mechanizable or formal.

Current models of mechanized literature searching systems are

composed of three principal parts. The first component performs the

process of extracting content representations from documents. These

content indicators are used by the systems as a means of identifying the

documents. The second function involved in system operation concerns

the formulation of queries. In order for document references to be

supplied, a formalization of the user's needs is necessary. This takes

place when the user presents a query to the system. Finally, once the

content of the documents in the collection has been identified and the

query formulated, methods must be employed to compare the query with

the document representations. These are termed retrieval rules or a

24



retrieval strategy. Each of the three components will be discussed in

detail.

2.2.1 Identification of Document Content.

In an information retrieval system, content analysis is used as a

technique for identifying what the document is about. The estimates of

the document content then become the basis for the processes of index-

ing, abstracting and classifying of the documents.

It is possible to distinguish at least two methods for content

analysis. Syntactic methods are those that use the structure of word

sequence in a sentence or phrase as a clue to whether certain words are

content bearing. The statistical approach relies on the occurrences or

frequency of words to select content bearing words that are good clues

to document content.

2.2.1,1 Statistical Methods for Automatic Content Analysis.

An early study of the use of statistical methods in language

analysis for information retrieval was conducted by H.P. Luhn. [80].

Luhn hypothesized that "... the frequency of word occurrence in an arti-

cle furnishes a useful measurement of word significance." [80, p. 160].

He proposed a weighting scheme to select the sentence in the document

which is the most representative of the content. He argued that the

significance of words in a document was a function of the frequency with

which the words occurred. This procedure of Luhn's was predicated on

25
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his idea that there are the following three classes of words: those

frequently occurring words that provide little resolving power, a group

of very infrequently occurring words which also are not useful, and

finally a middle frequency group that have the greatest significance for

content analysis purposes.

Edmundson, Oswald and Wyllys have proposed several extensions to

Luhn's work. [38]. In addition to allowing more than a single word to

be used as an index term, they formulate a number of ratios of w9rd

occurrence in a document to give clues to the importance of a particular

berm. Two quantities are computed: The quantity .1.1' is the frequency

of occurrence of a word in a document, calculated by dividing the total

number of occurrences of the word in the document by the total number

of occurrences of all words in the document. The quantity r is the

frequency of occurrence of a word in a class of documents. The authors

suggest four measures that can be used to determine the significance of

a particular word. [38, p. 36].

1. s
1

= f - r

2. s2 = f / r

3. s3 = if / (f 0

4. 54 = log (f / r).

Eight years later, Curtice and Jones reported considerable success

in selecting content words from document abstracts. They hypothesize

that "... words which freely occur in almost any text environment are

less suited to serve as index terms than those whose environment is

detectably constrained." [28, p. 152]. The authors formed the ratio

r
i 1
= N. / f

where N
i
is the number of different words that occurred in the same

26



abstract with the i th word, and fi is the frequency of occurrence of

the i th word in the abstract. A regression line is then fitted to all

(ri,typiiirsforthevocabulary,andthedistancefrcanr.to the line

(Ar.) is calculated. It was found through a subjective analysis that

for a given term i, the sign and magnitude of Ari indicated whether the

word was 'dispersed or 'constrained.' Dispersed words are general

terms such as 'existing,"purpose,' and reduced.' They all had posi-

tive Ar 's. Constrained words are more specific terms such as 'grease,'

'boron,'and'extrusion.'TheyhadnegativeAr.values.

In the preceeding experiment, the statistic ri was developed to

distinguish between 'good' and 'bad' index terms. In a study conducte'd

by Dennis [33], several such measures were developed and compared

empirically. Dennis suggested that 'non-informing' words have a fre-

quency distribution different than 'informing' words. Eight statistics

were developed and tested for their effectiveness in discriminating

between content and non-content words. [33, p. 65-661. These include

the absolute frequency of occurrence of a word in a text as well as the

relative frequency. Subject specialists were enlisted to judge which

of the distributions was best able to make the discrimination. It was

found that one of the members of the Erlang family of curves induced

a word ranking that coincided most closely with the judges' rankings.

Experiments of a similar nature have been conducted by Damerau [32]

and Stone [127]. They both have found that the Poisson distribution i

a good ordering device for discriminating between_content and non-content

words.

Recently Edmmndson has suggested that the simple statistical

approach to content analysis can be extended by using various clues in

27
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the document. [37]. His approach attempts to isolate sentences that

are most informative. Four basic methods are used:

1. The cue method of analysis relies on three dictionaries to

determine if words in a sentence are relevant or not. The first diction-

ary contains words that would be useful content indicators, the second

contains words that would definitely not be useful as content indicators,

and the third contains words having neutral content value.

2. The key method uses word frequencies to identify content words.

3. The title method uses a dictionary to isolate content words

from the title and headings and weights them as to their content.

4. The location method is most similar to the ideas of Baxendale in

that the placement of a sentence in the text gives clues as to its

importance. [8]. These methods were used in combination with one

another to pick high content bearing sentences.

The statistical methods for automatic content analysis that have

been presented in this section by definition all use the frequency with

which words occur in text to give clues as to the extent to which the

words are content bearing. In the next section an alternate approach

using syntactic methods to analyze document content will be discussed.

2.2.1.2 Syntactic Methods for Automatic Content Analysis.

It is possible to observe in the information retrieval literature

a peaking of interest in the use of statistical models for content

analysis. This is perhaps due to a feeling that a limit has been

reached with the performance of these models. Attention seems to be
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focusing on the syntactic methods of language analysis. Syntactic

methods take advantage of the structure of word sequence in a sentence

to determine which words are content bearing.

In an excellent review article, Simmons [118] synthesizes the major

tracks that have been followed in natural language research. He points

out that machine translation and early information retrieval research

has found itself up a blind alley because it has persisted in the use

of words as the unit of meaning rather than phrases, sentences, para-

graphs, etc. With one paradigm exhausted, a more global approach is

being explored.

A number of methods of syntactic analysis have been examined in

the past years. it is beyond the scope of this paper to delve into the

methodology employed, but rather, to indicate to the reader further

sources of information.

Linguistic problems are surveyed in an introductory volume by John

Lyons [81]. Application of linguistic theory to the problems of infor-

mation science are surveyed in a number of volumes of the Annual Review

of Information Science and Technology. Attention is drawn particularly

to the articles by Montgamery [91] and Salton [110] in that series.

There have been very few systems developed using syntactic methods

for content analysis and indexing. This is the case despite the fact

that there are now available good procedures for syntactic analysis.

(For r.txample see [66] and [71].) Among the few indexing systems employ-

ing syntax analysis are those developed by Baxendale [9], Earl [36],

Montgomery [92], and Salton [111].
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2.2.2 Query Formulation.

17

User interaction with an information retrieval system begins with

the formulation of a query. The user transforms his requirements into

a request. The request is then mapped into the query language of the

retrieval system.

There is a wide spectrum of languages available for this communi-

cation between the user and the retrieval system. The simplest query

language is one in which the user is allowed to specify a single word,

and all documents that have this word as a content indicator are re-

trieved. At a next level of complexity are query languages that allow

specification of a series of terms that must be present before the

document will be retrieved. Beyond this point arc query languages that

permit Boolean expressions of terms to be included in a request. At

present there are some languages which extend the Boolean concept to

include the possibility of the user placing numerical weights on certain

terms in the expression to reflect the importance the user attaches to

that word versus other words in the query. [11], [88], [120]. In prin-

ciple, the most complex query language is ordinary language. Designers

of retrieval systems have not yet reached the point of including the

facility for this form of communication between the user and the system.
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2.2.3 Retrieval Rules.

18

Document representations are formed by applying content analysis

methods to the text of a document. Retrieval rules are used to compare

a query to a file of document representations. There are a number of

methods that can be used by a mechanized literature searching system to

perform this comparison. They are discussed in the following sections.

2.2.3.1 Matching Rules.

The simplest search rule available is a match-no-match scheme. It

involves examining the terms in the query and determdning if there are

document representations that contain these terms. Those representations

that match the query are presumed to be relevant to the request and are

retrieved. Those representations that do not match are considered not

to be relevant to the request and are not retrieved. The effect of this

strategy is to divide the library into two parts: those documents that

are relevant to the request and those that are not.

The next extension of the above rule is to try to measure the degree

of the match between the query and the document representations. Then

if the number of terms in common exceeds a user specified threshold

value, the document reference is returned to the user.

A number of variations are possible on these basic procedures. For

instance the retrieval system may do more than present to the user a

list of retrieved documents. Instead the system may rank the documents

to reflect the degree to which the query matched the documents. Degree
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of match could be computed in a number of ways. First the ordering could

take place on the basis of the number of terms matching in each retrieved

document. Alternatively it is possible to compute a measure of distance

between the query and document and order the retrieved documents on the

basis of the value of the distance measure. Appendix 1 presents some

distance measures that could be used.

As an example of the application of distar.ce measures to the order-

ing process, consider the case where documents are represented as points

in n-dimensional index space and a query is also represented as a point

in the same space. Then a measure of distance between a document and

the query could be the angle between the vectors formed by connecting

the query point and document point to the origin. [107].

2.2.3.2 Associative Searching.

If the user had the time or inclination he could probably attain the

best results by formulating a query and then manually looking at each

document in a store to see if it was in any way related to the query.

The user would then engage in an intellectual process which would result

in his examining each document in hopes that there would be some direct

or indirect relation betwen the query and the document. The process of

associative searching is a formal attempt to generalize the.searching

procedure. [47], [86].

When associative retrieval is employed, the user submits a query to

the retrieval system and the terms in the query ace augmented by terms

highly related or associated with the original query terms. Then the
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augmented query is used to search the document file.

In order to implement associative retrieval, it is necessary to

form an association matrix which reflects the strength of the statis-

tical relation between all pa4s of terms in the vocabulary. The pro-

cedure for generating an association matrix begins by the formation of

a document-term matrix. The document-term matrix has as many columns

as there are terms in the vocabulary. Then a given document is repre-

sented by a row vector indicating which terms are present in the docu-

ment. Given the document-term matrix, a term-term association matrix

can be computed by a number of formulae. Appendix 1 surveys these

measures. Augmentation of the query terms is accomplished by consult-

ing the association matrix.

2.2.3.3 Clustering.

The methods of matching and associative retrieval assume that a

physical search of a document'file or index will encompass all documents

assigned any of the index terms in the query. The exact method of phys-

ical searching will of course depend on the file structure employed.

(See Section 2.3). However, the methodology of clustering is available

to pre-group logically related documents and thus minimize the number

of, documents that need to be searched for a given query. Instead of

determining closeness of index terms as is done in associative searching,

the closeness of documents is determined.

The objective of clustering is to put objects with similar charac-

teristics into one group, with the result that the objects in a given
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2.1.

group will be more similar to each other than to other objects not in

that group. In effect it is desired to minimize within-group variance

and maximize between-group variance.

There are numerous methods for clustering. For example see [4],

[6], [30], [31], [50], [83], [85], [96], [97], [98], [123], [137], and

[139]. Rather than discussing each of these methods and their relation

to the retrieval process, a number of clustering principles will be

examined.

Several different types of classification schemes can be con

structed. [121]. The numerical taxonomist's distinction between mono-

thetic and polythetic schemes is particularly applicable. A monothetic 4

classification system is one in which an item (e.g. a document) must

have a specific set of representations in order to belong to a given

cluster or class. In contrast to a monothetic classification system,

a polythetic classification scheme requires that an item have certain

characteristics before it can be considered as belonging to the cluster.

or class. However the item does not have to have all the characteris-

tics in order to be a member of the class when using polythetic clas-

sification methods.

Still different ways of classification are available. [122].

Objects can be grouped together on the basis of overall similarity

(phenetic classification), on the basis of similarity at a given point

in time (chronistic), or corm= lines of descent (cladistic). The

reader is referred to [122] for further proposals along this line.

Once a framework for the clustering has been established, it then

must be decided how to select the characteristics on which classifica-

tion will depend. In the case of a document, it should be established
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what the content indicators will be (e.g. index terms), how many of them

there will be, and what rules will be imposed on their selection. Given

the object identifiers, it must be decided how to measure the similarity

between them. Kany possibilities are open including measuring Euclidian

distance, Hamming distance, using association measures (See Appendix 1)

or correlation coefficients.

There are two principle algorithms that can be employed to perform

the actual clustering once the attributes have been selected and the

distance measure established. [82]. The devisive method of clustering

begins with the entire set of objects as one cluster and successively

divides this cluster into a number of smaller clusters. An alternate

approach is to assume that each object is a clump by itself. Then the

procedure is to look for clumps that can be combined because of their

similar characteristics. Some clustering algorithms use a combination

of these approaches. But no matter whi.h method is'used, the distance

-

measure is used to determine the homogeneity of the clusters, and_thus

via a threshold control membership in the clusters.

The problem of when to terminate the clustering process is very dif

ficult. There are a number of approaches to selecting a stopping rule,

but intuition and experience are valuable adjuncts. One possibility is

to continue clustering until no clusters change with respect to their

membership on further computation. Clustering could also be terminated

when the average within or between cluster variance reaches a certain

level or continue as long as the variances continue to decline.

At this stage of development, clustering of large files of docu

ments appears to be a very expensive method to be used in a retrieval

system. Beside the fact that these methods require a large computer
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with a fast instruction speed to handle moderate sized problems, some

of the algorithms do not yield a unique clustering pattern for the same

data and some are dependent on the order in which the records are pro-

cessed by the system.

2.2.3.4 Feedback Methods for Searching.

One of the most promising approaches in the development of tech-

niques for searching a document file is the use of feedback methods.

The retrieval process involves comparing a query to a number of docu-

ment representations. The methods by which this can be accomplished

are numerous and have been described previously in this chapter. The

feedback methodology is applicable to many of these searching techniques.

A number of methods have been proposed by members of the Smart

project at Harvard University and (later) Cornell University for improv-

ing search performance through the use of a dialog between the user and

the system. An early model of user feedback was developed by J.J.

Rocchio. [107].

Rocchio's model assumes that a document can be represented by a

vector in an n-dimensional index term space. Similarly, a query is

represented by a vector in the same space. The process of retrieval

involves finding the document or documents that minimize the angle

between themselves and the query vector. Once an initial set of docu-

ments has been retrieved, the user determines which are relevant to his

request and which are not. Tlds information is then used by the algo-

rithm to reformulate the query. In general the n+1 st generation query
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(qn+1) is a linear combination of the n th generation query (qn) and the

vector difference between the sum of the relevant (dr) and non-relevant

(dm
) documents retrieved In the n th iteration. That Is

1n+1 aqn l'adm Xdr]

where a and a are constants. This formulation attempts to form a query

which will minimize the angle between the query and relevant documents

and maximize the angle between the query and non-relevant documents.

In a later Smart report, Riddle, Horwitz and Dietz propose another

query modification model. [106]. Let R represent an m x n matrix of

n retrieved documents each with m possible index terms associated with

It. Also define W as an n x 1 vector containing a numerical value

reflecting the relevance of the n th retrieved document to the original

query Q. Then the query modification procedure can be written as

Qn+1 = Qn + aRW.

Here Qn4.1 is the modified query and a is a multiplier which controls

the extent to which the original query is modified.

Eleanor Ide has extended the two previous search feedback methods

by proposing an even more general model: [56].

min(nnior') min(nto,ns')

Qn+1 n(In wQ0 ri + p si

1 1

In this equation Q0 is the initial query and Qn the previous query. The

quantities ri and si represent relevant and non-relevant document vectors.

There are nr ' relevant documents retrieved and ns ' non relevant documents

retrieved. The 'min' function is used in the summation of the relevant
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and non-relevant document vectors to allow some quantity (nal, nbl)

less than the maximum number of relevant (non relevant ) documents to

be used to modify the query. The constants 7r, w, a, and p are used

to weight each component in deriving the new query.

It can be observed that the three methods described above are

basically similar in their approach. Searching begins with an initial

scan of the collection to determine which documents satisfy the query.

With a retrieved set of documents on hand, the user then indicates

which are relevant. This information results in the modification of

the original query or in some cases the creation of two queries out of

the original query. [16]. The search is repeated using the new query

in hopes that more relevant documents will be retrieved. The entire

process can be repeated until no new relevant documents are retrieved

or until the user is satisfied with the results so far obtained.

2.2.4 The Thesaurus.

The thesaurus is a potentially useful device as an indexing aid-and

as a retrieval tool. In this section the role of the thesaurus in an

automated information retrieval system is discussed and techniques for

automatic thesaurus construction are outlined.

One definition of a thesaurus is the following. "An information

retrieval thesaurus is a term-association list structured to enable in-

dexers and subject analysts to describe the subject information of a

document to a desired level of specificity at input, and to permit

searchers to describe in mutually precise terms the information required
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at output. A thesaurus therefore serves as an authority list and as

a device to bring into coincidence the language of documents and the

language of questions." [133, p. vii].

The process of indexing can be considerably assisted by the use

of a thesaurus. The indexer determines the meaning of the document,

translates this assessment of the content into index terms, and assigns

a subset of those index terms to the document. The thesaurus aids the

process in a number of ways. When used as an authority list, it in

dicates which terms may or may not be used as index terms. In addition,

it helps refine the indexer's choice of terms so that the final set of

terms is as broad or as specific as the indexer desires.

A second principal function of the thesaurus is as an aid to the

retrieval of documents. As Stevens puts it: the thesaurus in this capac

ity is attempting to provoke the user into selecting suitable terms.

[124, p. 114]. The objective of such a dialog is to transform a user

query expressed in an uncontrolled vocabulary into a query incorporating

terms chat the system uses.

The process of using a thesaurus as a search aid can be as simple

or complex as desired. For an online system, the user might sit at a

console and enter his query. The system could then examine each word

of the query to see if it was present in the thesaurus. If a word was

not present, the system could give the user the option of changing or

deleting it. If the word was present, the hierarchy of terms around the

chosen term might be displayed. This would give the user a feel for the

manner in which the system uses and recognizes the term in question.

There are a number of problems involved in the automatic construction

of a thesauxus and in reality these are the problems of language analysis
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in general. Algorithms for automatic thesaurus construction must be

able to detect synonyms, analyze homographs, determine syntactic

equivalences, recognize indirect references in language and incomplete

relations between words, and finally detect word meaning changes over

time. [111, p. 22].

Several models have been ieveloped to deal with the problem of

synonym detection. Rubenstein and Goodenough attempt to show the re-

lation between the context of words and their synonymy. [109]. They

suggest that if it can be established that words that are synonyms

appear in similar contexts, then this information can be used to detect

synonymous words. Twp statistics are developed which are intended to

detect when in fact word contexts are similar: One statistic uses

frequency of word types and the other uses frequency of word tokens.

Another approach to the problem of automatically detecting syn-

onyms and antonyms was proposed by Lewis, Baxendale, and Bennett. [78].

They hypothesized that if two words are synonymous they will seldom

co-occur in the same sentence "... but in their seperate occurrences

they tend to have similar contexts." [78, p. 21]. The authors also

consider that both an alpha and a beta error can occur in such an

analysis. Several quantities are used to determine synonymy:

Xa Xb A pair of words.
'

nab The frequency of occurrence of the word pair (a,b).

Da

Pab

The number of words which have occurred in at least one
sentence with xa.

The number of words which have not occurred in any sen-
tence with both xa and xh but which have occurred in
some sentence with xa and in some other sentence with

2(b.

Jab The number of terms xi which have occurred at least
once in a sentence in which both terms xa and xb also occur.
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The hypothesis being tested can then be restated more succinctly. "If

a pair of words, xa and xb, is synonymous, then nab will be small, per-

haps zero; and the pairwise context, Pab, will be large relative to

both Da and Db. The condition of nab being small also implies that Pab

will be large relative to Jab." [78, p. 25]

Once synonomy has been established the remaining problem is to

form the words into a structure. The techniques of clustering appear

to have applicability to this problem. (See Section 2.2.3.3).

However some methods for hierarchy formation have been developed which

are directly applicable to the thesaurus construction problem.

Consider a thesaurus as being represented by a graph whose vertices

correspond to terms and edges correspond to term-term semantic associa-

tions. [1], [2]. Then synonym relations are expressed by a symmetric

pairwise relationship on the graph and hierarchical relations are non

symmetrical. Algorithms can be constructed to decompose the graph so

that mutually exclusive categories are formed. This has the effect of

clustering terms based on their graph relations. If a complete subgraph

can be formed, then the method has in essence detected synonyms. If

partially complete subgraphs can be detected, then these indicate in-

complete semantic relations that should be manually investigated. [2,

p. 137].

Using the graph model, Salton has devised an algorithm (adapted

from Abraham [2]) that produces a hierarchy. The method involves deter-

mining how pairs of terms are related. Relatedness is calculated by

measuring the extent to wilich the pairs occur in the sane documents.

Four relations are possible: the terns.are not related as measured by

the similarity coefficient, term A dominates term B as measured by the
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similarity coefficient, term B dominates A, or A and B have similar

weights. [111, p. 60]. This information is then used to determine,

for all pairs of words, where in a hierarchy the terms belong relative

to one another.

Automatic construction of a thesaurus seems a long way off. Cur-

rent methodology allows for computer assistance in the clerical pro-

-cesses of thesaurus construction such as checking for valid cross

referencing and consistent usage of terms defined to be broader or

narrower than a given term. The crux of the problem is that of deter-

mining relations between terms. Clustering techniques seem to have

applicability here as do content analysis methods. Very crude algorithms

are now available for forming a thesaurus automatically. But much work

remains to be done in this area.

2.3 File Organization.

This chapter has concentrated on issues related to the development

of a theory of information retrieval and subsequently on an analysis of

mechanized procedures that are currently being used. In general, these

problems address the question of the 'goodness' of the access provided

to the user of the literature searching system. There are, however,

another set of issues that must be analyzed if it is desired to fully

evaluate retrieval systems. These considerations have to do with the

cost and efficiency with which document representations are scanned and

retrieved from a mechanized system.

Once documents have been received at an information center and

42



30

converted to machine readable form, then automatic content analysis can

be performed. Automatic statistical and/or syntactic analysis will re-

sult in candidate terms being selected as possible index terms. Then

perhaps with the aid of a thesaurus and various mapping rules, the in-

dex terms can be selected from the candidate list and assigned to the

document. The remaining task is to store the document, abstract, index

terms, bibliographic information, etc. in a file for retrieval. This

section discusses methods of organization of documents in a computer

storage device. A unifying .model of a document retrieval system can not

ignore thy problems of file organization for they are intimately related

to the problems of searching a collection of documents.

A file is composed of a number of records. Each record in turn is

made up of one or more fields. A file structure is an ordering or ar-

rangement of the records. The most simple file structure is a sequen-

tial organization. The properties of this structure are such that in

order to find one particular record in the file it is necessary to scan

each record in turn until the proper record is found.

If one considers a set of card catalog drawers in a library, it is

possible to make an analogy between that set and a hierarchical or in-

dexed sequential data structure. To locate a particular catalog card,

a scan of the labels on each drawer is made. When the proper drawer is

found, it is opened and a scan of the index tabs is made to locate the

area in the drawer containing the desired bibliographic record. Finally

a sequential scan is started from the selected index tab to the desired

record.

Another commonly used file structure is known as random or direct

organization. Two concepts are important for an understanding of this

. 43



31

access method. The first is that of a key. When a search is conducted

of, for example, an author-title card catalog for a specific author, the

operation involves searching for a key in the file that matches the key

(author name) that is of interest. The second concept concerns the

physical storage location of a record. In the card catalog, a particular

card can be located by specifying the drawer number and card number with-

in the drawer. Similarly in a disk or drum storage device attached to a

computer, information can be located in terms of cylinder number and

track number. A random or direct file organization technique is one that

organizes and locates records on the basis of a transformation between

the logical key and the physical storage location. (See [19] and [58]

for examples of this type of transformation). By performing certain

types of operations on the author name, that key can be converted to a

physical location on a disk or drum. Then to retrieve the record, it is

necessary to go to that physical location and read the record.

A file organization scheme closely related to the indexed sequential

method is an inverted structure. In a simple indexed sequential struc-

ture there is one key per record which identifies the record. An index

is constructed which contains pointers to records having the specified

key. The records in the file are stored sequentially in key order. An

inverted file structure stores its records in order by a sequence or

accession number. When the file is constructed, a determination is made

as to which fields of the records will be indexed. The index then con-

tains as entries a list of unique fields in the file of records. Corre-

sponding to each entry are the accession numbers of the records that

contain that index term.

The chain or list structure is another method for file organization.
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Consider the case of storing bibliographic records such that some log-

ical relation between subjects, authors, and titles of books is pre-

served. For example, given a particular subjecc, a logical chain would

be formed that would lead from that subject to every author in the file

who had written on the subject. From a particular author another

logical chain could be constructed to point to each book on the subject

that the author has written. By linking logi..al records with related

attributes together, a chain is formed. The linking takes place by

storing in each record the address of the next record and/or preceeding

record in the chain.

A number of hybrid organization schemes stemming from these four

basic techniques are in use. For example, the Multilist system [77]

and [102] uses both a hierarchical and list structure combined with

access to the file by more than one key. Chapin [22], Senko [113], and

Rettenmayer [105] review other combinations.

For each of the file orgap:zation possibilities, the system design-

er has a number of factors to fmnsider in selecting one for an informa-

tion retrieval system. File creation time, file maintenance time, and

ccess time are all impor:tant. Some methods will require more space

than others to store the same number of records because of the need for

indexes and pointers. Problems connected with a rapidly expanding file

will have to be considered in the context of record overflow and file

reorganization. And the way in which the file will be searched (single

or multiple key, sequentially or randomly) will influence the selection.

Analytic tools are now available to aid in the selection of a file

design. With the analyst supplying the computer configuration and file

requirements, formulae are available to compute memory requirements,
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access time, search time, etc. (See [51], [55], [77], [89], and [116]

as examples).

The emphasis in this chapter has been on exploring many of the

problems connected with the development of retrieval systems. It has

been noted that although there is yet no eomprehensive theory useable

in the development of information retrieval systems, an alternate

approach of mechanizing certain retrieval processes is underway. In

the next chapter various methods for evaluating the effecti,-eness of

these systems are presented.
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Chapter 3

Methods for Evaluation of

Literature Searching Systems
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3. Methods for Evaluation of Literature Searching Systems.

There ate a number of approaches that can be used in the evaluation

of retrieval systems. Three alternatives are explored in this chapter.

The traditional methods using measures of retrieval effectiveness ave

presented first. In succeeding sections cost methods and simulation

methods for evaluation are described.

3.1 Measures of Retrieval Effectiveness.

Much of the research connected with the evaluation of retrieval

systems has centered on the development of measures designed to reflect

the performance of a retrieval system. To a great ottent these measures

are all based on the contingency tables shown in Figure 2. 1130, p. 245-

240. In the Figure, 'a' designates the number of documents for a given

request that are both relevant and retrieved; 'b' - the number of docu-

ments retrieved but not relevant; 'c' - the number relevant but not

retrieved; and 'd' - the number not retrieved and not relevant. Figure

2b shows the corresponding costs and values for each of the quantities.

The two measures used most frequently in retrieval system evaluation

are the recall and precision ratios. Recall (R) is defined as the ratio

of the number of documents both relevant and retrieved to the total

number of relevant documenta in the collection. That is,

R = a/(a+c).

Precision is then the number of documents both relevant and retrieved

divided by the total number of retrieved documents,
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Figure 2

Retrieval Effectiveness Contingency Tables

Relevant Not Relevant

Retrieved a b a + b

Not

Retrieved c d c + d

a + c b + d

,

a+b+c+d

Figure 2a
Number of Documents in each of Four Categories.

Relevant Not Relevant

Retrieved V
1

K
1

Not
Retrieved K2 V2

,

Figure 2b
Value (V) and Cost (K); per Document Falling

into each of the Four Categories.
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In the framework of these two ratios, the objective of an information

retrieval system is to maximize both recall and precision over a large

number of queries. High recall tmplies that the system "... rejects

very little that is relevant but may also retrieve a large proportion

of irrelevant material, thus depressing precision. High precision,

on the other hand, implies that very little irrelevant information is

produced but much relevant information may be missed at the same time,

thus depressing recall." [112, p. 213].

A number of other simple ratios have been proposed and they arc

presented in Table 1 using the standard notation of Figure 2.

All the ratios that are calculated from the quantities of the

contingency table of Figure 2 suffer from a number of defects. By

far the most serious problem is that there is no adequate theoretical

basis for selecting one measure over another. A further difficulty

has to do with the dichotomy forced by the contingency table. The

effect is that either a document is relevant or it is not. There is

no middle ground. Still another more practical problem comes into

play when the measures must actually be used. For example, how can

one measure in a large corpus the number of documents relevant but not

retrieved for a given query?

It has been noted previously that some retrieval systems have the

ability to present ranked lists of documents to the user in response

to a query. Several retrieval measures have been developed to evaluate

these.procedures. They include the normalized recall, normalized pre-

cision, rank recall, and log precision measures formulated by Salton

[111, p. 283-293] and the expected search length measure developed by
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Table 1

Measures of Retrieval Effectiveness

Name / Author Standard Notation Authors' Notation

Generality Ratio
Cleverdon [25]

a+c 1000 1000C

a+b+c+d N

Concentration Ratio
Fairthorne [401

a-Fe

a+b+c+d

Non Relevant Doc. Ratio
Mooers, Fels (421

b
b+d

Specificity
Rees (1031

Resolution Factor
Perry (1011

a+b m_
na+b4c+d

Elimination Factor
Perry 11011

c+d m-n
a+b+c+d n

Noise Factor
Perry (101]

b n-w
a+b m

Omission Factor
Perry (101]

c x-w
xa+c

Distillation
Fairthorne (40]

ad-bc RN-CL
(a+b) (c+d) L(N-L)

Discrimination
Fairthorne [403

ad-bc RN-CL

(a+c) (b+d) C(N-C)
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W.S. Cooper. [26].

The objective of the Salton measures is to compare the ranks cf the

relevant documents obtained for a particular query to the rankings of an

ideal set of relevant documents. An ideal ranking of five documents is

just the ranks (i..) 1, 2, 3, 4, and 5. The actual ranking produced by

the system for the five documents might be (re) 3, 5, 6, 11, and 16.

Then, by determining the area between the two rankings for n relevant

documents

liri - rii ,

1=1 i=1

a measure of performance of the system is obtained. (See Figure 3.)

The normalized and ranked measures are modifications of this basic

relationship.

W.S. Cooper's expected search length measure appears to be similar

in some respects to those developed by Salton. Cooper is attempting to

determine the nudber of irrelevant documents that must be scanned in or-

der to attain a specific set of relevant documents. In the formulae

allowances are made for measuring search effort for various kinds of

requests such as a specific answer to a question or the need for n rel-

evant documents. One difference between the measure and Salton's is

that the expected search length formulae allow for the possibility that

there may be a ntidber of documents having similar relevance values, and

thus a linear ranking is not possible.

It seems apparent that one cannot be content with evaluation based

on the simple rados presented so far. As Swets [130] has noted, none

of the ratios completely characterize the system being evaluated. They

deal with one part or several parts but are not in any sense all
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encompassing. Several broader measures of retrieval effectiveness have

been proposed, such as combining recall and precision into one measure.

(1031, (1111, (130. But this seems an inadequate solution. Table 2

summarizes some of these proposed measures.
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Table 2a

Overall Measures of Retrieval Effectiveness

Name / Author Standard Notation Authors' gotation

Effectiveness
Rees
[103)

a 4. d a d

a+c b+d a+r b+4

Effectiveness
NSF
[1341

a a -
a+b a+r

Composite
Measure

Salton
[111)

(1)

(2)

-

_ _ _ _ _ _ _ _ _ _ _ _ _ _

-

n n

/i Yln i
1=1 4. 1=1

n n

iri 11n ri

1=1 i=1
_ _ _ - _ _ _ _ _ _ _ -

5(Rn0rm) + Pnorm

Measure of
Merit

Verhoff
[136)

V1a - Klb - K2c + V2d APII-filAN-y1TP11+61APII

Effectiveness
Goffman
[48)

au (A) - NI (A)
I I'

Value
Function

Good
1491

a(4- - 1"c-) - 01, a()Tiii. - BnIS



Name / Author

Table 2b

Overall Measures of Retrieval Effectiveness

Standard Notation

Efficiency
Swets
11291, 11301

Authors' Notation

m
f (z ) - Mf-(z

)p1 P

°I7 (z )
r

same

Search n A.

Effectiveness
I ILDale j=1

[291 N

same

Retrieval Score
Swanson
[1281 = (a+b) (a+c)R

Retrieval Score
Borko
[151

1 a+b

R - pI (I = N - LR)

r - pi
r = S/T; i = MIN
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3.2 The Concept of Relevance.

44

In the preceeding discussion of measures of retrieval effectiveness,

it was shown that in the process of evaluating retrieval systems it must

be determined whether the material retrieved by the system was or was

not relevant to the user's need. In this section the concept of rele-

vance is discussed as it pertains to the evaluation problem.

What is relevance? It seems most reasonable that the relevance of

a document to the user is based on the Judgment that Ole user makes

about the satisfaction of the document relative to his unmanifested

information need. However, this comparison seems difficult to measure.

As an altemitive it is usually proposed that relevance is measured

between the vlser need and the document. Some mechanical systems attempt

to quantify the relevancL relation by computing the similarity between

the query representation-and the representations of the documents. The

view taken in this thesis is that the computed similarity between

weighted terms in the query and document can not be considered as a

measure of relevance. It can be considered as an extremely crude

approximation.

A number of definitions of relevance have been offered in the

literature. Logical relevance is explicated in terms of conditional

probabilities and is used when one has an hypothesis which is to be

confirmed or denied using certain evidence. Consider the probability

of C given A or P(CIA). Then if the probability of C given A and B,

P(CIA&B), is greater than P(C1A), it is said that B is logically rele-

vant to A. [21]. This concept of logical relevance is not applicable

to information retrieval systems analysis. The relation that is of
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concern is the relevance of a document to a user, not the relevance of

evidence to an hypothesis.

Another definition of relevance Ls that conveyed in the concept

of satisfaction. [140]. When a document is relevant in this sense,

it provides satisfaction relative to a need. Satisfaction can then

be measured in an arbitrarily selected unit scale. Thus with this

definition the concept of 'relevance' is replaced with that of 'satis-

faction relative to a need.' (As obvious as this definition may seem,

it has been argued by some authors that relevance is a property of

a document alone. It has been noted that this approach is similar to

asserting that knowledge exists independent of a knower, or perception

independent of a perceiver. This issue is discussed in [27, Volume I,

p. 23]).

Very little empirical work has been done in the area of defining

more precisely what a user does when he decides whether a document is

relevant to his needs. A particularly valuable study in this area was

performed by Cuadra and Katter. [27]. They isolated six types of

variables that they believed influence relevance judgments. These in-

clude focusing variables which tend to orient the judge of the relevance

to the correct frame of reference for making a relevance decision; de-
'

limiting variables which indicate what kind of judgment is to be made

(e.g. degree of relevance vs. probability of relevance); situational

variables which help the judge perceive the relation of his judging

activities to the environment; stimulus materials variables which have

to do with style, credibility, specificity, etc.; individual difference

variables such as the knowledge, experience, and susceptability to bias

of the judge; and finally the scale form in which the relevance judg-
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merits are m;Ide. [65J.

,Obviously the process oi making relevance udgments is complex, and

consequently a full understanding of it will take time to develop. How-

ever, Cuadra and Katter's report seems to indicate the direction in which

work should be performed in order to model the process. The importance

of such research should not be underestimated since the concept of rele-

vance is one of the most important to be explored by the information

scientist.

It was mentioned earlier that if it were possible to predict user

satisfaction with a particular document, then the efficiency of the in-

formation transfer process could be considerably improved. Such an ap-

proach might require that a computing system know the user's state of

knowledge before supplying him with a particular piece of material and

then update the state afterward. This concept, and the concept of rel-

evance as providing satisfaction relative to a need, both suggest still

another definition of relevance an 'ideal' meaning of relevance. In

this scheme, relevance would be the net gain in utility to the user of

the additional information. Then in order to determine whether the user

was more satisfied with one system than another, a cost of each unit of

utility could be assigned and the comparison made on a cost basis.

in reviewing the measures of retrieval effectiveness and concepts

of relevance that have been developed in the literature, it should be

clear that the evaluation framework has been relatively narrow. In

succeeding sections in this chapter it will be suggested that cost and

simulations methods may provide the wider perspeCtive needed for com-

prehensive evaluation of retrieval systems.
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3.3 Cost Methods for Retrieval System Evaluation.

There are a number of stages that a system goes through in its de-

velopment. Initially a new laboratory prototype is built only with the

objective Of determining if it will function at all. Then once the sys-

tem has proven its capability, a production model is developed. Finally

the design of the production model is changed continually over time to

improve its perfornmnce.

The development. of methods for evaluating retrieval systems has

paralleled that of the development of the systems themselves. In partic-

ular, the use of measures of retrieval effectiveness for evaluation has

provided a limited but useful approach to the problem. Because of the

fact that retrieval system designers are now taking a more global view

of the evaluation question, the tedhniques to be used in the process will

have to encompass a broader perspective than before.

A fundamental notion in the analysis of systems is that of a system

composed of a number of components that work together toward an overall

objective. [24]. One begins the analysis by defining the system and its

scope. Next, the objectives of the system are determined, and the con-

straints on system operation are established. With the objectives, con-

straints and preliminary system definition in mind, the analyst is in a

position,to begin examining the components of the system. This is done

with the hope of establishing, if possible, sub-Objectives and sub-

constraints for each of the subsystems. In the case of the retrieval

system, its components include the content analysis procedures, thesau-

rus construction routines, and search strategy algorithms. Each of

these should be analyzed seperately to see if it is achieving its
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objective. Then an overall anwlysis can be conducted to see how well

the system as a whole performs. It is suggested that cost methods for

evaluation may be particularly valuable in this analysis. When used in

conjunction with the various effectiveness measures, the labor, space,

overhead, computer, etc. costs can provide a valuable insight into the

cost-benefit relationship in the operation of an information center.

Cost accounting methods are not new to libraries. For some period

of time there has been interest in determining the cost of activities

such as the acquisition and cataloging of material, as well as the cost

of answering reference questions. [74], [76], [100]. Analytic models

of library processes are also beginning to be developed. [12], [60],

[75], [79], [93], [138]. What is lacking so far is the development of

analytic and cost models for the analysis of literature searching sys-

tems rather than libraries.

Cost methods for evaluation of retrieval systems are quite liaried.

For example, they may involve computing the cost per retrieved citation,

the cost of indexing a document, or these costs in relation to a measure

of retrieval effectiveness. [73, pp. 160-180]. Alternate approaches

involve computing the expected cost of the system in terms of start-up,

maintenance, query preparation, computer operation and output costs.

[67]. In Chapter 4 of this paper an alternate cost model is developed.
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3.4 Simulation as an Approach to Retrieval System Evaluation.

The two methods for evaluation that have already been discussed -

measures of retrieval effectiveness and cost methods - both have certain

desirable and undesirable features. The measures of retrieval effect-

iveness allow comparison of the adequacy of the searching facility in

delivering relevant documents to the user. They do not allow measurement

of any of the *time and cost variables involved in the process, and this

is where cost methods of evaluation are important. There are numerous

variables in a r!:::trieval system and there are numerous subsystems with-

in a retrieval system. An ideal measurement technique should be able

to monitor all subsystems and all variables and detect and predict sig-

nificant changes in the performance of the system. It is suggested that

the methodology of simulation may be useful for the purpose.

In this section the concepts of simulation are discussed and a re-

view of the applications of simulation to retrieval system evaluation is

presented.

3.4.1 Simulation Concepts.

There are a number of definitions that have been proposed to char-

acterize the concept of simulation. For example, Naylor et. al. [95,

p. 2] present two possibilities. The first is Churchman's formal def-

inition of simulation.

..."x simulates y" is true if and only if (a) x and y are formal
systems, (b) y is taken to be the real system, (c) x is taken to
be an approximation to the real system, and (d) the rules of
validity in x are non-error-free. [23, p. 121.
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A formal system is a set of entities, operations, properties and

relations; a set of rules for combining these; a set of rules that

provide estimates of what combinations are assertions; a set of

rules that provide estimates of what assertions are valid; a set

of rules that provide estimates of what can be inferred from an

assertion; a set of rules that provide measures of the costs and

accuracy of the estimates; a set of rules that generate assertions

about the "whole"; and a set of rules that provide estimates of

the validity of these wholistic assertions as well as the cost and

accuracy of the estimates. [23, p. 4]

Another definition is given by Shubik.

A simulation of a system is the operation of a model or simulator

which is a representation of the system or organism. The model is

amenable to manipulations which would be impossible, too expensive

or impractical to perform on the entity it portrays. The operation

of the model can be studied and, from it, properties concerning the

behavoir of the actual system or its subsystems can be inferred.

[117, p. 9091.

Thus in the process of simulation, properties from the actual sys-

tem are identified and relationships are developed to form a model of

the system. There are a number of different types of models and cor-

responding to each is a simulation method using that particular kind of

model. For example, Ackoff suggests there are iconic, analogue and sym-

bolic models. [3, p. 109-110]. Iconic models look like the state,

object or event that they represent. In an analogue model one property

is used to represent another. An example of an analogue model would be

when an hydraulic system is used to represent an electrical system.

Models in which the properties of the system being represented are ex-

pressed symbolically are called symbolic models. The simulation models

described later in this chapter are all symbolic models.

In addition to classifying a simulation study by the type of model

used, it is also possible to categorize the model using other features.

Naylor et. al. [95, p. 16-19] classify simulation models as determinis-

tic, in which the variables in the model are non-random and are not in
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in the form of probability distributions; stochastic, in which at least

one variable in the model is given by a probability distribution; static,

in which time is not explicitly accounted for; and dynamic, in which

time relationships are included. The models in Section 3.4.2 fall in

a number of these categories.

An important issue that needs to be resolved when considering the

use of simulation is whether there are other methods of model solution

that may yield the desired result with less cost, effort, etc. In

general it has been pointed out that there are several cases in which

simulation is a useful tool. First is the situation in which it is

desired to modify a system,that can not, in practice, be modified. By

constructing a simulation model, the model can be varied and the results

observed. An example of such a system might be the solar system.

Another case is the one in which it may be possible to modify the

system and observe the result, but the cost to do so may be prohibitive.

An example of this might occur in studying the optimal design of an

automobile assembly line. In both of the above cases, any type of model

development, including development of a simulation model, would be help

ful,,

A situation in which simulation may be usefully employed occurs when

the 'system is so complex that it can not be described in an analytic

form. [95]. A related problem occurs when a complex system can be des

cribed analytically but it can not be solved analytically.

Library literature searching systems have certain characteristics

that are amenable to mathematical analysis and others than can be useful

ly explored using simulation techniques. In the former category are the

problems having to do with optimal indexing depth of a document relative
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to retrieval efficiency. [17]. Another is the question of the optimal

number of uses a particular term in a thesaurus should have so as to

maximize retrieval effectiveness.

3.4.2 Simulation Applications in Information Science.

Simulation methodology has been applied to a wide variety of prob-

lem areas including transportation, business, education, and medicine.

[57]. But very little research has been done in its application to the

problems of designing and investigating information retrieval systems.

The few projects that have been undertaken are reviewed here.

Simulation, as an aid to file design, has been used by Senko [114],

[115] and Rettenmayer [105]. In Senko's model, detailed equations are

developed of every aspect of.several file organization schemes and the

operation of the structures is simulated. Rettenmayer's model is de-

signed to determine whether clustering techniques can be fruitfully

applied to file organization problems. A simulation model is developed

in which various file organization schemes are evaluated in conjunction

with a clustering algorithm.

The analysis of user behavior in a library has been modeled by

Reilly. [104]. He considers the probability that the user will avail

himself of library, services, and the estimated service time for a patron,

as two critical variables in the simulation. Using a simple linear

learning model of user behavior [20], it is shown how the variables

change over time.

Aspects of retrieval systems that appear amenable to simulation
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analysis include studying the efficiencies of various camputer configur-

ations and expected delay times for the response from the system. In

this section a number of applications will be reviewed. Still other

features of literature searching systems that could be simulated are

the construction of documents and queries and the performance of various

retrieval rules. In Chapter 5 a simulation model is developed which

uses simulation to create documents and queries as an aid to retrieval

system evaluation.

The use of simulation is not without its limitations. It has been

noted previously that in the process of simulation, a model of the system

is developed. The model represents an abstraction from the actual system.

To the extent that the model does not accurately represent all the impor-

tant characteristics of the system, the results of the simulation will

be incorrect. In order to insure that the simulation model is perform-

ing properly, the researcher validates the model. The process of vali-

dation is as complex as the system itself. If the model produces

incorrect or inaccurate results, the researcher must modify the simula-

tion model to correct the deficiencies. At each stage in the feedback

process it is necessary to "...balance the cost of each actien against

the value of increased information about the validity of an insight."

[135, p. 248].

A proposed, but never completed, simulation study by Haas suggested

that the library as a system can be divided into three groups of elements.

These include various classes of patrons such as graduates, undergradu-

ates, research staff, and teaching staff. The second category of

elements is the library facilities. These are broadly grouped into two

sets: those provided for the comfort and convenience of the patrons,



such as furniture; and library intermediaries between the patron and the

materials, such as the card catalog. The third category is termed stock.

This includes books, journals, maps, microfiche, etc. Given this clas-

sification, the objective of the study was to be to see the way in which

the patrons use the facilities and the stock. [52].

An extensive simulation study related to the Haas work, but with a

much broader base, was conducted by Nance. [94]. in his dissertation,

he explored the relation between the library, the user of the library,

and the funder of library services. This is done within a university

environment. With the use of techhiques of industrial dynamics developed

by Forrester at MIT [43], a simulation model was created to investigate

the effects of various policies on the library/user/funder relationship.

A very interesting simulation approach to the analysis of alterna-

tive retrieval system design configurations was performedby Blunt. [13].

His model is concerned with measuring system response time and equipment

and personnel utilization. There are three components to this model:

(1) an event sequence generator, (2) a sequence integrator, and (3) data

analysis routines. The event sequence generator determines what events

will be required in processing the generated query, determines the se-

quence in which the events will be performed, and calculates the time

that will be used for processing each of the events. The sequence inte-

grator processes the events to see the effect on costs and response time

of parallel operation of a number of processes. The sequence integrator

allocates equipment and personnel to event processing, calculates query

delay times and also calculates equipment and personnel idle time. The

data analysis programs.synthesize the results of the simulation run.

Bourne and Ford have also used Omulation to evaluate alternative
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configurations, but their methodology was not as sophisticated as that

of Blunt. The Bourne-Ford model [18] simulates the operation of an in-

formation center for a specified time interval to determine cxpected

operating costs, the amount and type of equipment required, and the num-

ber and type of personnel needed. The objective in the model is to

choose between alternative configurations and determine the sensitivity

of the performance to various parameter changes. Input to the model is

time and cost data and the interrelationship between functions.

The Performance Simulator developed by Hertz et. al. in 1962 [54] is

similar in concept to the model developed by Blunt. This simulator is

designed to evaluate various configurations of an information retrieval

system to see the effect on cost and on response time.

The simmlator begins by generating user requirements. These are

statistical descriptions of user needs. Next these requirements are an-

alyzed and the system search strategy needed to satisfy the need is

established. Then the simulator creates a statistical equivalent of the

document file to be searched. In the final phase, the simulated file

searching is performed, and material is selected to be returned to the

user.

While Blunt, Hertz, Nance, and Reilly have looked at interactions

of the components of information systems on a large scale, Fried et. al.

have examined the feasibility of simulating the indexing of a document

collection. (441. The model explores the effect of controlling the

number of times a term can be assigned to documents in the collection

before reindexing is necessary. Also considered is the effect of vary-

ing the depth of indexing on retrieval. The simulation is undertaken for

a collection that is continually growing, so that reindexing can be



examined. No results or conclusions are presented in the report.

It can be observed that in all these simulation studies, little has

been done to apply the methodology to the evaluation of literature

searching systems. So far most of the effort has been concentrated on

simulating the performance and cost of information systems in terms of

alternative equipment configurations and response time to queries.

The possible applications of simulation to the analysis of litera

ture searching systems are large. In Chapter 5 a simulation model that

deals with one aspect of such systems is developed and analyzed.
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4. A Cost Model of a Literature Searching System.

One method whereby retrieval systems can be evaluated is through

the use of costs. In order for accurate comparative analysis to be

conducted, the cost methods used must be consistent and comprehensive.

The model developed in this chapter has two facets. It develops equa-

tions for the total cost of operating the system and thus allows com-

parative ,.ivaluation between other systems. Further, once the cost

equations for the system have been presented, it shows that an optimal

division can be made between those functions that the user should perform

and those that the system should perform in optimizing the search pro-

cess.

4.1 Overview of the Model.

Most information retrieval systems that have been designed to date

use a technique of comparing a query representation with stored document

representations in order to retrieve documents that satisfy the request.

Those documents whose representations are 'closest' to the query are re-

trieved. It is hypothesized that this type of comparison process is not

sufficient to insure the 'best' operation of the retrieval system. Not

only should the system perform matching but it should take into account:

1. The cost of the search to the system. This implies that the

system provides a service to the user at a specifiable price.

2. The cost of the search to the user. This suggests that the

user places a value on the time and effort he spends using the system.
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This quantity is in addition to the amount that must be paid to use the

system.

3. The benefit that the patron can gain by using the system.

4. The most economic division of effort between the user and the

system in accomplishing the user's search objective.

In this model, the user formulates a query and the system decides,

on the basis of control parameters and previous experience, the retrieval

rule most likely to yield documents relevant to the user's request.

4.2 Retrieval Activities.

Acquisition of information from an automated retrieval system in-

volves an interaction between the user and the computer. As with any

man-machine interaction, the more demanding and more sophisticated the

user is in his requests, the greater will have to be the system effort

to achieve the desired goal. In this section the trade off between user

and system effort is explored and a schema is developed for analyzing it.

It is possible to distinguish three stages in the interaction of a

user with the retrieval system. The process begins with pre-search

activities. For the user this involves determining what is to be asked

of the retrieval system and mapping the request into the system's for-

mal query language. Since it is unlikely that the user will enter the

correct query the first time he tries (perhaps due to syntax or spelling

errors) there will be some user-system dialog involved in putting the

request into a form acceptable by the system.

Query negotiation may be a simple process of correcting syntax, as
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noted above, or can be more elaborate. For example, the system may be

in a position to aid the user in query formulation by the use of a the-

saurus and/or a word frequency list. The thesaurus is employed to tell

the user the generality or specificity of the words that are present in

the query. This allows the user to broaden or narrow the scope of the

query depending on ihe search objective.

Through the use of word frequency distributions, the system can

tell the user ihe extent to which a particular term has been used as,

for example, an index term in the indexing of the document collection.

When this information is supplied, the user can judge the quantity of

material that will be retrieved for a given request.

The second stage in the retrieval process is the search activity.

It is in this stage that the comparison of the formvl representation of

the user's request is made to stored document representations. Conse-

quently Ihe system's effort in this stage of the process is greatest,

and the user is resigned to waiting for the results to be displayed.

The final stage is concerned with post-search activities. The re-

trieval system has predicted which documents satisfy the request and now

must display the output for the user. With the documents displayed in

front of him, the user then evaluates the retrieved documents in terms

of their relevance to his information need. The system uses this infor-

mation to calculate a perforiance measure for the search. In addition,

a feedback mechanism operates to revise the search procedure in light of

the user's satisfaction. Table 3 summarizes the user and system activi-

ties.
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Table 3

User and System Activities

User Activity System Activity

Pre-Search

Determine information
need

Enter Query

Query negotiation

Syntax check of
query

Thesaurus lookup

Query term frequency
analysis

Map query into formal
language

Search

Wait Select comparison
method (retrieval
rule)

Search file

Post-Search

Read output

Mark relevant
material

Use relevant
material

---

Tdsplay, output

Calculate performance
measure

Revise strategy and/or
query with feedback
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4.3 Document Representation.

A number of developments suggest that useful information is being

ignored when the only keys that can be used to retrieve documents from a

file are author, title and index terms. Consider, for example, the MARC

format for the interchange of bibliographic information on magnetic tape.

[142]. It is suggested that a large number of the fields in this format

are useful means of accessing bibliographic information. Kessler's work

on bibliographic coupling indicates the usefulness of storing document

citations in the file to allow citation indexing and searching. [68].

AnoLher possibility is that of including non-content information about

,,
the document (i.e. context information) in the file. [8,J.

1

Context information, as distinguished from content information is

that material that describes characteristics of the author (his academic

background, degrees, current research interests, employer, etc.), the

journal in which the paper was published,,the editor, the references,

etc.

Thus one can see that there are a number of alternate document sur-

rogates that can be stored in the file and used for retrieval. In this

paper these alternate forms are called representations of a document.

Examples of document representations include the title, author(s), ab-

stract(s), full text, index terms, citation, cluster center descriptions,

etc. of a document.

1. Preliminary evidence using a small corpus has not indicated the
usefulness of this data for searching, but these results are based on
too small a sample to be considered inriicative or final. [99].
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4.4 User-System Interaction.

The user has a numbor of alternative strategies that he can employ

in his information seeking behavior. Instead of employing an informa-

tion retrieval system, the user may browse through his personal library,

consult a co-worker, phone a friend, or consult a reference librarian.

The user's time is an economic quantity. Given the cost of this

time and the fact that there are a number of information seeking alter-

natives, Simon's concept of satisficing appears particularly applicable.

[84], [119] .2 The user pursues a selected information seeking strategy

until the cost incurred exceeds the level of satisfaction received. At

that point another strategy could be adopted or the process could stop

with the user satisficed.

It is suggested that a number of variables are tested by the user

in deciding whether his cost of a particular strategy has exceeded the

benefit. These variables include the time the user spends at the con-

sole of the information retrieval system, the ttme required to map the

request into the retrieval system's query language, and the waiting time

until the results of the search are displayed.

Another group of variables that determine user cost, more specifi-

cally relate to man-machine interaction. [64, p. 57]. The design of

the console, the flexibility of the programs in allowing the user to go

as slow or as fast as he wiints in a dialog .with the machine, all contri-

bute to his willingness to use the machine and the value that he places in

2. Baker and Nance [5] have also suggested the applicability of this

idea to information seeking behavior.
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the retrieval system.

Finally, the user is influenced by the results that he obtains from

the system. It is in this area that measures of retrieval effectiveness

are valuable. (See Section 3.1). They provide the user with a measure

of the degree to which he is satisfied with the system.3

The cost that the user assigns to the employment of the system is a

combination of the factors described in this section. If the system

does not satisfy the user requirements, it is not used. Thus the user

cost-benefit function is a constraint that is considered by the system.

This is accomplished in a number of ways. For a given query the retriev-

al system predicts for the user the cost of the search and the time

required to perform it. The user can then broaden or narrow his request

given his budget constraint.

4.5 Search Methodology.

A complex process is undertaken when a retrieval system attempts to

find material relevant to a user need. The model of user interaction in

Section 4.4 suggests that information seeking patterns vary according to

user cost and benefit. This section elaborates the problem further by

suggesting the need to pick an optimal combination of search comparison

method and document representation for the search.

3. An evaluative measure with properties similar to the reward-cost
concept discussed earlier in this section has been proposed by I.J.

Good. [49]... He suggests that a linear relation between number of
documents retrieved and the value of those documents to the user has

not been established. The author hypothesizes that a more complex .

mapping function between value and number of documents is involved.
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4.5.1 Alternative Comparison Methods.

Previously a number of search comparison methods were outlined.

(Section 2.2.3 ). These included the simple matching technique, in

which the query is compared with the document representations and the

degree of similarity between the two is calculated. Extensions of the

methodology include the elaboration of the terms in the query with re-

lated terms to effect associative searching. Alternatively it is pos-

sibJe that instead of looking at every document representation in the

file, clustering could be employed, and only cluster center representa-

tions be compared to the query representation. 4

Thus there are a number of different strategies that can be em-

ployed. Traditionally one or perhaps two of these have been implemented

in a given operational system. In the proposed system, however, all the

comparison methods will be available to the user. This is done on the

theory that a specific strategy will have certain.properties that make

its use advantageous in specific circumstances. For example, comparison

method X may be found to be extremely exhaustive in its search for docu-

ments meeting the query objective. Method Y, on the other hand, may be

particularly useful when searching for one specific subject. Then the

user will have the abilityito decide which strategy to employ. Alterna-

tively he may rely on the system to pick the strategy, or may be forced

to pick one because of a requirement for a specific performance level or

4. The description of the retrieval system given in this section is
structured to convey the concept of resource allocation in retrieval
system design. (See Section 4.6). The alternative approach of a
retrieval system design for a particular file structure is not.con-

sidered. The allocation model is independent of the file structure

used.
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because of a given budget constraint.

4.5.2 Alternative Document Representations.

In addition to the need to pick a particular search comparison meth-

od or retrieval rule for a specific purpose, the user has the ability to

select a document representation that will be used to compare the query

against.

A document has associated with it a number of representations.

(See Section 4.3). These surrogates include index terms, abstracts, sub-

ject headings, etc. When a search is made, the retrieval system picks a

particular representation to compare the query against. For example, if

it is desired to find an article written by author W, a search of the

author representation is conducted.

The search for a particular author is the easiest case for the sys-

tem to handle. This is so because the system knows which representation

to compare against. But take the case of a'request which is in the form

of a set of words characterizing a chosen subject. Here the problem is

more complex because there are a number of representations that could be

used for the comparison, such as the document index terms or the document

abstract.

The user then has the flexibility to decide which representation

will be used in his Search or alternatively to let the system decide.

If a broad survey, of literature is desired, there may be more benefit in

using subject headings than author assigned,index terms for the search

comparison. Ontheother hand, if a very specific question is posed the
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query may only be able to be answered through searching the abstracts or

full text of a document. Here again there is a trade off between the

degree of generality or specificity required in the search and the cost

and benefit of conducting it. By allowing this flexibility to exist,

the system stands a better chance of satisfying a variety of users.

4.6 Retrieval Model.

and

Optimal performance of a retrieval system requires that both system

user resources be considered in determining an operating level. This

section considers the issues involved in selecting such a level. It also

sketches the manner in which the system's strategy can be modified in the

light of changes in user assessment of system benefits.

4.6.1 User-System Resource Allocation.

The total cost of a retrieval system s operation for a query, CT,

is the sum of the system cost and the user cost.

CT = tucu + tscs

where c is thel cost per unit of

time required for a given search .

system time and ts is the amount

.search:'

That is

4.1)

user time and t is the amount of user

Similarly .c. is the Cost per 'unit of

of System time, required for a .given

It is presumed that the retrieval sYstem performance 'can /be

6 7

:
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characterized by a measure called P. It is believed that P is a complex

function that may include variables such as those used in calculating

measures of retrieval effectiveness. (See Section 3.1). For this model

the measure is considerably simplified so that it has the form

P = f(tu, ts). (4.2)

That is, the performance is a function of the amount of user time and

system time expended on the search. A number of more specific formmla-

tions arc possible. For example, the relation could be

P = tuts. (4.3)

This is the form of an isoquant curve from economic theory. (See Figure

4). Each point on an isoquant curve represents the maximum output that

can be produced with a given combination of inputs. Each of the curves

e'
of Figure 4 show combinations of user and system time that yield the

same level of performance, P.

Very little information is available about the precise shape of the

performance curves. It could very well be that the curves are L shaped

or even straight lines. However, assume for the following discussion

that the performance can be characterized by an evation such as (4.3).

Then it is possible to solve equations (4.1) and (4.3) to find the o'pti-

mal level of t and t
s

that minimizes total cost for a given performance

level:
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FA = tucu + tscs + gtuts - P). (4.5)

The application of partial differentiation yields

Then

and

= cu + Xts = 0

= cs + Xtu = 0

tut s
- P = 0.

DX

ts = -cu/X

tu = -cs/X.

Substituting equations

(-cu/X) (-cs/X) - P 0

(c,/-70-Th"

Then the optimal tu

tu
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(4.7)

(4.8)

(4.9)

(4.10)

And (4..10) intO (4.8 ) yields

(4.11)

(4.12)



Thus the optimal allocation of resources depends on the performance and

the cost coefficients of each of the two resources.

4.6.2 System Resources.

System activity is divided into three areas: pre-search, search,

and post-search activities. The system cost, csts, of equation (4.1)

can be written

c t = -
. (4.15)

s s Cpre-stpre-s
+ csearchstsearch-s + cpost-stpost-s

The variables represent the costs per unit of time multiplied by the

time used for each of the three activities.

The pre-search system cost per unit of time is given by

pre-s = agh + 01CPU + ylCore . (4.16)

Here Ch is the cost of the computer channels, CPU is the cost of the

central processing unit and Core is the cost of the core storage per

unit of time. The value of a, 0, and y represent the utilization rates

of each of the components for the pre-search activity.

System search cost per unit of time is a function of the search

camparison methmi.employed and the document representation used. Thus

csearch-s 7 -carai). method cattribute

Sections 4.6.2.1 and 4.6.2.2 explore these costs further.
/e

Finally, the post-search cost isgiven in a form analogous to

equation (4.16)1

(4.17)
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The final stage is concerned with post-search activities. The re-

trieval system has predicted which documents satisfy the request and now

must display the output for the user. With the documents displayed in

front of him, the user then evaluates the retrieved documents in terms

of their relevance to his information need. The system uses this infor-

mation to calculate a perfordlance measure for the search. In addition,

a feedback mechanism operates to revise the search procedure in light of

the user's satisfaction. Table 3 summarizes the user and system activi-

ties.
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c
post-s

= a
3
Ch + 8

3
CPU + y3Core .

4.6.2.1 Comparison Method Cost.

(4.18)

Each of the search comparison methods or retrieval rules employed

in the retrieval system is presumed to have a cost associated with it.

No general statements can be made about the exact formulae for the cost

of a comparison method because the cost is highly dependent on the way

in which a strategy is implemented in a computerized system. For exam-

ple, the internal representation of the query and the documents will in-

fluence the cost. Nevertheless, it is possible to suggest the form that

such an equation might take.

The comparison cost will be a function of the number of terms in

the query, the number of logical operators in the query (e.g. 'and,'

'or,' 'not'), the number of document representations in the file, and

the number of words in each representation. Additionally the cost will

depend on the computer resources used: the central processing unit,

core storage and the channels. Finally, the amortized cost of program-

ming a particular comparison method will have.to be included. For

associative searching, the association files need to be constructed, and

for comparison on cluster centers, the clustering will have to be per-

formed.
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4.6.2.2 Document Representation Cost.

The retrieval system calculates costs for document representations

stored in the system. Total cost for a representation is made up of

three components: creation cost, storage cost, and processing cost.

When documents are received at an information center a certain

amount of pre-processing is performed before the document can be stored

in the system's data bank. For example, the document may have to be

indexed, assigned subject classifications, abstracted etc. In addition,

if it is not already in machine readable form, the conversion will have

to be performed. All these functions are considered part of the infor-

mation center's cost of creation of a document surrogate, ccreate'

No unifurm method exists for accurately determining document sur-

rogate costs. Surveys by Landau [74] and Penner [100] have summarized

the work that has been performed to date. Subsequently Leimkuhler and

Cooper [76] proposed the use of standard cost accounting techniques as

a solution to the problem. It is hoped that this approach will allow

the application of generally accepted accounting principles to the prob-

lem of cost analysis of document surrogates.

The second surrogate cost component is sl:orage cost c Therestore'

are a number of'variables that determine this cost: the rental cost of

the computer storage device, the proportional cost of the control unit

for the device, the capacity and utilization of the device, end the num-i

ber of characters in the representation.

The final component of the surrogate cost function is ttie proces-

sing cost cp. Two types of processing are performed in the retrieval

s'ystem: retrieving records from the file and creating and maintaining
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the file. In addition, there are three components of the processing

cost: the central processing unit cost, the channel cost, and the core

storage cost. The basic form of the processing cost equation is the

same as in equation (4.16):

process
= a2Ch + 82CPU + y2Core . (4.19)

While the costs of each of the computer components remains con-

stant in the processing cost equation, the vdlues of a,0, and y vary

depending on whether updating or retrieval is being performed.

To summarize, the cost of a document representation is

c representation = ccreate cstore cprocess (4.20)

Preliminary analysis suggests that the cost differences between document

representations in the same class (e.g. the index terms assigned,to docu-

ment number one and those assigned to document number twro) may be so

small as to minimize the need for cost computation for each representa-

tion of each document. Instead costs could be computed for each repre-

'settation class. This follows the approach of standard costing suggested

earlier. [76].

4.6.2.3 System Resource Allocation.

When the user begins7a dialog with the sSrstem.,he spedifies a

desired perforMance level'and a budget...conStraint. Then using the

74

solutions in equations (4.13) and (4.14) -the system is able to divide

the user's fixed budget between system activities and user activities.



This section explores possible approaches whereby the system can divide

its time between pre-search, search, and post-search activities.

It was postulated earlier in this section that a relation exists

between user time, system time, and system performance. It is also

possible to establish a relation between performance, search compari-

son method, and document representation.

P = f(comparison method, document representation) (4.21)

Using the equations reflecting representation and comparison method

costs per unit time, it is possible to arrive at an optimal choice of

document representation and comparison method that minimizes system

for a given performance level, This is donesearch cost, c
search-s,

in a manner similar to that used in Section 4.6.1.

Once the comparison method and document representation have been

selected, the search cost is determined using equation (4.17). The

, is calculated using the average number of docu-search time, t
search-s

ments to be searched or the average number of index entries to be

searched. The user is charged based on the average cost figure, and

variances are accumulated and at periodic intervals are used to read-

just the cost coefficients. In this manner the total search cost,

csearch-s tsearch-s,

is determined.
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d t that are feasible. For instance the structure of thetpre-s anpost-s

system may be such that pre-search activity requires a minimum of 'a'

time units and cannot use more than 'b' time units no matter what per-

formance is required. Then

a tpre-s b
(4.22)

Similar bounds could be developed for post-search time requirements. As

an additional future stage, it would be desirable to determine if a re-

lation could be established between the system performance and pre- and

post-search time allocations.

4.6.3 User Resources.

The second category of resources that are used in the retrieval

process is user resources. The total cost of these factors is

where cu is the cost per unit of user time and tu is the amount of user

time expended for a given query. As before, a distinction is made be-

tween the three activities: pre-search, search and post-search. Then

the total user coat is given by

c t = cu u pre-u pre-u
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Here c cpre-u9 search-u and
post-u
c are t e per unit costs

for each aCtivity, anCl

of time units of each activity used for a given search.
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It should be noted that equation (4.23) is again a simplification

of the actual situation. Post-search activity time for the user is in

actuality a function of the amount of time spent in pre-search activity.

In this model it is assumed that when the user is not availing him-

self of system services, the system can service other users or other

jobs. Thus it is assumed that the system is never idle, or if it is the

user does not pay for the idle system time. On the other hand, if the

system is heavily loaded with other tasks, the user may have to wait for

a response to his dialog with.the system. This suggests that equation

(4.23) should be modified as follows:

cutu = cpre-u(tpre-u ()pre) csearch-u(tsearch-u ()search)

+ cpost-u (tpost-u + 0post )- (4.24)

The variable 6 represents the additional time that the user must wait

for the system for each of the activities. For example, search activity

will require a small amount of user time perhaps to initiate the search-

ing once the query has been accepted. Then the user will have to wait

6search
units of time until the system completes the search, where

j8earch.2 (34- (4.25)

The values of cu and t in equation (4.24) are a function of the

qualifications of the user, U. That is
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a senior member of an organization will command a higher salary than a

clerk. If both of them use the retrieval system, the allocation of re-

sources between user and system will vary depending on the cu and cs

values.

Similarly the time that a user spends at the console will depend on

his experience with the system as well as his qualifications. Thus

Ln = f(U). (4.27)

It is possible to conceive of a situation in which users with similar

c
u
values have different tu

values simply due to extensive practice with

the system or a more agile mind. Equatiun (4.27) is intended to reflect

this disparity.

In the cost model in this chapter, equations have been developed to

show the total cost of operating a retrieval center. Total cost is a

function of both the user and system cost of system opernion. The inodel

shows that the system cost is a function of the cost of the type of com-

puting system employed, the type of retrieval rules that are used and

the document surrogate that the query is compared against.

The model also shows that the cost of operating a literature search-

ing system can be divided in another manner. This division has to do

with the drain of activities that the system and the user engage in.

It'is shown that tbere.are-JunOtions that bottLthe'user and

tan perform

the systqm'

and that the optimaliallocation of effOrt betWeem the user

and the system for a particular searching activity is a function of the

cost of the user's time and the cost of the system s time.

A.!



Chapter 5

The Retrieval System Simulator
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5. The Retrieval System Simulator.

One of the goals of this dissertation is to explore the feasibility

of using simulation as a technique to evaluate information retrieval sys-

tems. In Chapter 2 it was shown that a great deal of research has cen-

tered on methods for content analysis, searching, file organization, etc.

And in Chapter 3 a review of simulation studies in the area of informa-

tion science showed that simulation techniques have been applied to a

variety of problems related to information retrieval.

In this chapter simulation techniques are used to evaluate one

aspect of the literature searching process - namely the characteristics

of documents and queries and the manner in wldch these characteristics

influence one aspect of system performance, namely the quantity of out-

put produced by such systems.

How are retrieval systems evaluated? Historically the pattern has

been as follows. First a collection of documents about a particular

subject or subjects is gathered together. The bibliographic information

about the documents and the document surrogates such as the abstract,

index terms, etc. are then converted to machine readable form. The next

.step in the evaluation process is for the investigator to collect a num-

ber of queries that could be posed to the retrieval system and convert

these queries to machine readable.form. The queries are not confined to

one subject area but rather cover

document collection and the file of queries , it is then possible tb eval-

uate specific retrieval .rules (Settion 2.2.3).-to see how:the performance

of the systeni-varies. That is, it is' pOssible to determine whether one'.

retrieval rule (e.g. matching



searching, etc.) produces better performance than another. In addition

many other components of the retrieval system can be evaluated, such as

the thesaurus, and the query analysis technique. As was mentioned pre-

viously (Section 3.1), performance has traditionally been measured in

terms of the recall and precision ratios. This method of evaluation re-

quires that the user of the system make judgments about the relevance of

the documents retrieved by the system to the request that was submitted.

A more comprehensive test of whether one retrieval rule or one com-

ponent of a literature searching system is better than another would

involve using a number of different document and query collections.

Based on the performance resulting from document collection A and query

collection X as against document collection B and query collection Y,

etc., more meaningful inferences about the performance of a retrieval

rule, etc. could be made.

The simulation model that is developed in this chapter is designed

to investigate one portion of the evaluation problem. In particular a

literature searching system is developed with an overlap r!trieval rule.

This rule measures the number of terms in common to a query and a docu-

ment. The simulation program evaluates this retrieval rule by forming a

set of pseudo-documents and a number of sets of pseudo-queries and com-

paring the queries to the documents. This procedure alloWs the measure-

Ment of the way in which the quantity of documents retrieved varies with

changes in the rulesand parameters Used::to create

query'files.

The evaluationprocedUre:USed-in the simulatiOn StudTis analogous

Ole traditional procedure deadribed aboVe.:: The;major difference is

t44t instead of comparing 1:!arious retrieval-rules .the Simulatida mOdel
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is designed to evaluate the effect of changes in characteristics of the

query and document files on the quantity of material retrieved. In the

simulation model, the relevance of the document to the user is not sim-

ulated.

5.1 Document and Query Characteristics.

In order to understand the motivation for using simulation as an

evaluative tool, it is necessary to understand the characteristics of

the processes and objects being simulated. The model developed in this

paper provides rules which are used to create a collection of pseudo-

documents that can be used as the data base for a literature searching

system. In addition, the simulation program creates a number of sets of

queries that are used to interrogate the document file. These documents

and queries have precisely defined characteristics and well specified

rules for their generation. They are composed of sets of words picked

from a created vocabulary. The individual words are the basic unit for

conveying content and there is no grammatical structure to the documents

or queries. The words are codes that have pre-established relationships

among,themselveS.

The docuMents and queries a.te created uSing explicitly stated rules

so that. All characterittics Of the dOtuments and -queries 'are

If a Set of:, real

well known::

, documents and queries,were Selecte& for use in eval-.
- P

patiOn: of the SYstem not all thecharacter.iStict o the

: be precisely Stated ... any ConclUSions: about

cOMPOnent-Of a sySiem

real set, could .

the performance:of one

relative to .,..atother- (based. Oh coMparison,9/. over a .
N.
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number of document and query files) would have to be qualified by assum-

ing that there was no change in performance caused by changes in the

document and query files. By using pseudo-documents and pseudo-queries

no such qualification is needed in stating whether one retrieval rule

is better than another.

What are the variables that characterize a document collection? The

list developed by Cuadra and Katter [27, Volume I] provides a good start-

ing point.

Sub'ect matter (the field or fields of activity from which the

document comes).
Diversity of content within.the document.
Difficulty level of the subject matter in the document....

Scientific "hardness" of the document. (Note: One often speaks

of "hard" or "soft" sciences. The hardness of a particular docu-

ment is indicated by the precision of the language and the relation-

ship among the stated aims of the document, the conclusions, the

methodology of inquiry, and the supporting data. If any of these,

or the relationship between them, is ill-defined, nonexistent, un-
clear, questionable, or otherwise precarious, the document would

be considred less "hard."
Amount of "information" in the document....
Level of condensation (or, conversely, of detail). (Note: This

variable applies primarily to document representations.)

Textual attributes (such as length, type-token ratio, etc.).

Special_ qualitative attributes (such as interestingness, accuracy,

credibility, workManship, significance, etc.). [27, Volume I,

p. 34-35].

Using the concepts in this list a procedure was developed which

causes worda to be seledtedto form a representation of a document, 1he

generating procedure'does not'model all the Variables listed above be-

cause of the magnitude of the'problem. Inatead certain characteristics

are selected and effort is focuse4',on modeling. these-Chosen. 'kcoMplete

.deacription of the.model and the paraMeters'will-:be found in the next
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apparent that, mathematical solutions are possible in the investigation



of some of the variables. For example, if it were desired to determine

the relation between document textual attributes, query textual attri-

butes, and numbers of documents retrieved, a mathematical solution seems

possible. For example, Bourne has shown that it is possible to develop

a relation between number of documents retrieved and depth of indexing.

[17, P. 58-69]. On the other hand, this characteristic appears to be

the only one that is amenable to mathematical investigation because it

is the only variable that has so far been quantified.

Once a well defined document collection is available as a data base,

the next step is to create pseudo-queries with which to search the data

base.

Characteristics of queries include

Sub ect matter (the field of interest or content to which the
requirement statement refers).
Diversity of content suggested by the statement. (Note: If two

different but partially related information requirement statements
were combined into a single statement in such a fashion as to pre-

serve all features of both, the composite statement would be con-

sidered as more diverse than either of its components.)
Difficulty level (Note: This variable has to do with the relative

.

ease with which, in a given setting or facility, an information

requirement statement may be understood and processed.
Specificity or Amount of "Information." (Note: Subject matter may

be explicitly stated, reliably implied, or only loosely implied;

so may other, document characteristics, such as emphasis on factual
information, specifications, theoretical discussions, general

descriptions, etc.)
Functional ambiguity (the occurrence of words or phrases that are
caPable of different interpretations in different use contexts, and

that are not clarified within the context of the statement).

Textual attributes, such as length, number of nonsynonymic or
nonredundant content words and phrases in statement, number of

syntactic connections between such content words and phrases, etc.
[27, Volume I, p. 35].

'5; :Cuadra and KatteruSe the ,term information requirement:statement '

to deer;ribe 'the reqUest ,t4at 'ia.:;.user Makes of:an informatiOn retrieval .

sYstet. .While nOt Precisely equiyalent the.' eimuletoruses the wOrd

.1query' to represent the same- ConCept,
,

;i
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Here again some of the above characteristics were used to develop

rules used by the simulator to create pseudo-queries. The process is

described in detail later.

Given a statistically controllable set of documents and queries,

it is then possible to test a variety of search methods, association

measures, feedback principles, etc. to evaluate which methods produce

the best performance of the system. The effect of creating pseudo-

documents and pseudo-queries is to eliminate the differences in vari-

ability between various document files and query files so that the

true differences between searching techniques, etc. can be observed.

5.2 An Overview of the Simulator.

The retrieval sYstem Simulator is composed of five parts:

1. The thesaurus generator.

2. The document winerator.

3. The query generator.

4. Search routines.

5. Evaluation routines.

The first step4n the Simulation twvolves the creation of a thia7

sawrims. This procedure establiehes theArelationships between all the'

words in the'simulated vocabulary. 1The,methodology involVes the useof

mathematical distributiont that characterize the frequency of occurrence

, of words in a set of documents. Then a number of words are created'

with the frequency specified by the mathematical distribution and using

an assignment.rule these Words are Aistributed t6 simulated. word



classes. This procedure is described in detail in Section 5.3.1. The

final result of the generation process is an association matrix which

reflects the strength of the relations between the words in the vocab-

ulary. The thes'aurus generation routine allows a number of parameters

to be varier! including

1. The size of the vocabulary.

2. The form of the word frequency distribution.

3. The number of word classes formed.

4. The rule for assigning wrds to classes.

5. The measure used to calculate the similarity between two words.

The document generating routines create a specified number of

documents. Each document is composed of a maximum number of compressed

representation's such as abstracts, index terms, etc., and these are

generated at the same time. For a given representation the simulator

calculates the number of words in the representation and then randomly

selects a set of starting terms to be included in the representation.

Using the thesaurus, an additional number of words related to the start-

ing words are selected for inclusion in the representation. Succeeding

representations of the same document are derived using the base repre-

sentation and transition probabilities. Only content repretentations

are generated n this manner. The simulation routines do not generate

context representations. (See Section 4.3). 'The parameters used in

the document generator are

1. The- number of documents to be generated.
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2. The maximum number of representations per document to be

generated.
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3. The probability of a given representation occurring as part

of the total document description.

4. The mean and standard deviation of the length of eac'a alter-

nate representation.
T.

5. The proportion of terms that are to be included in the repre-

sentation that are designated as starting terms in the base represen-

tation.

6. The threshold probability that a word that is associated with

a starting term will be included in the document representation.

7. The probability for a given representation that the words in

the base representation will appear in a succeeding representation of

the same document. For example, this rule determines the probability

that a word appearing in the abstract of a document will appear in the

title.

Query generation is accomplished in a manner somewhat similar to

document generation. Queries are grouped into query subsets. Each sub-

set represents requests about a particular subject. The first query

that is generated for a subset serves as a base for generating the second

query. As more queries in a subset are generated a rule selects which

of the preceeding queries will be the base for generating the next one.

The parameters involved in this process are

1. The:numberof 'queries to generate.- .(ThiS overrides number 2

beloW),:

:_The mean andstandrd deviatiOn of the:number of qUeries per,.

subeet tO generate.'

3. The mean and standareyitiori:Of thejength of a query
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4. The proportion of terms that are starting terms in the first

query of the subset.

5. The probability that a term that is associated with a starting

term will be included in the query.

6. A rule for selecting the base query.

7. The transition probability for a given query subset that terms

in the base query will appear in subsequent queries in the subset.

The search and evaluation routines of the simulator are not simu-

lation routines. The search programs take the pseudo-document file and

pseudo-query file and compare the queries to the documents to see the

extent to which the queries match the documents. The evaluation rou-

tines apply various threshold tests to determine how many documents

would have been retrieved for a given threshold and for a given sur-

rogate of a document.

5.3 Thesaurus Construction.

The simulation program creates pseudo-documents and pseudo-queries

using statistical properties of word usage. In the'process of genera-

ting the documents and queries., the simulator relies.on a,thesautus ,to

indicate the relationships between the.words that will belormed into a.

document representation And into a
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'There ate a number of Ways; in. WhiCh-relaticinshiPs between-Words can

be expressed.... Yot example, Syntactic relationsallow specification o

lahether'terms.are synonyms of oneanother antpnyms, whether one Word.

,

implies:another etc. In addition thereare*lOgital-relatlonshipS_
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between words and also statistical relationships. Statistical relation-

ships are implied by the co-occurrence of words in text. In the simula-

tion model, the relationships are expressed in a statistical manner.

The relationships between words in the system's vocabulary are

stored in a symmetric matrix. Consider the example of a thesaurus

representing a fifteen word vocabulary in Figure 5. The thesaurus in-

dicates that term number one is related to term number three with a

strength of 0.25, and that term number one has no relation to term num-

ber two. The relation between the pairs (i,i) is undefined for purposes

of the simulation. An element in the thesaurus (association matrix A),

can take on values in the range 0.0 to 1.0, where 0.0 indicates no

relation between terms i and j and 1.0 indicates synonomy or perfect

co-occurrence between the two.

In the simulation model, not every word that is used in English is

represented in the thesaurus. Instead the thesaurus is intended to

model word relations in a small subset of English. For example this

subset could be all the words used in the technical literature in the

field of information retrieval.

There is another restriction on the words,that are entered in the

thesaurus.. Given the set of terms in the hypothetical fieldjof know-

ledge, the thesaurus.will only contain entries for content bearing

normalized word types in that vocabulary. These qualifications are.'
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discussed'below.

text is composed of.sa number: fwords. 1.1ere,one to coUnt each

individual word %in thetext,:the:resUlt..woUld be the number:Of 'word to-

kens inthe text.- The next Step in:thecounting prOCedUre woUld be to

loOks at thelist ofjord tOkens:andAet,ermine:how.:Many unique (that
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is, different) tokens there are in the

seven occurrences of.the word 'system.
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list. For example, there may be

' These seven tokens represent one

word type, and the thesaurus only records word types. The two other

qualifications further limit the thesaurus subset. By the previous def-

initions, the words 'system' and 'systems' are two word types. Normali-

zation involves reducing a term to its stem, and the result of this

procedure would be one word type - 'system.'

The final prerequisite necessary for inclusion of a word is that it

be 'content bearing.' No precise definition of this concept is given in

this dissertation. Operationally a content bearing word could be dis-

tinguished from a non-content bearing word by the use of word frequency

statistics. The most frequently occurring words in a vocabulary would

include 'the,' 'a, 'and,' etc. and would be defined to non-content

bearing. Examples of such lists may be found in [69].

In order to establish the relationships between words in the vocab-

ulary, a series of steps 'are performed. First, a mathematical distribu-

tion is used to characterize the frequency of occurrence of word types

in the body of knowledge for which the thesaurus is being constructed.

The information from this distribution is then used to provide a word

description of a number of sub-classes that are found within the general

subject field being modeled. Given thc distribution of words in these

classes, an association matrix is then computed.
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5.3.1 Creation of Term Classes.

92

The objective of the thesaurus generating component of the simula-

tor is to create a matrix reflecting the strength of the relation between

pairs of terms in the vocabulary. In order to calculate these relations,

it is necessary to know the extent to which a particular word, wi, co-

occurs with other words of the vocabulary. Thus the model being used to

develop thu thesaurus states that if two terms occur together in a docu-

ment, a statistically significantly large number of times, then the terms

are related to each other. TEB strength of the relation between the

terms is a function of the number of times that they co-occur.

The simulator uses a rather simple strategy to form word co-

occurence patterns. A number of 'term classus' corresponding to sub-

fields within the field of knowledge of the vocabulary are created. For

example, assume the simulation weee modeling the vocabulary of the infor-

mation retrieval literature. Then examples of sub-fields might be clus-

tering, relevance, content analysis, etc.

A term class is described by the word types assigned to it. Using

an analogy from the clustering literature, a term class could be consid-

ered as a description of a cluster containing a number of documents more

related to each other than to documents outside the cluster. If docu-

ments were clustered on the basis of the index terms assigned to tliem,

it would then be possike to form a term class or cluster using the col-

lection of terms that have been assigned to the documents that form the

cluster. In the case of the simulator, this is exactly what is presumed:

a term class is characterized by the word type's that describe the class.

The term classes are created in order to simulate the way in which
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terms in the vocabulary co-occur. In the following section a word dis-

tribution is presented to characterize the frequency of occurrence of

terms across all term classes in the Vocabulary. The thesaurus genera-

tion routine begins with the first word in the vocabulary and, depending

on the frequency of the word's occurrence, the routine specifies that

the word will be present in a number of term classes. (See Section

5.3.1.3). Once the pattern of term occurrences over all term classes

is known, then this co-occurrence information is used to compute the

association between the terms in the vocabulary. (Section 5..3.2).

5.3.1.1 The Word Frequency Distribution.

The procedure employed in developing the thesaurus uses a mathemat-

ical distribution to characterize the frequency of word occurrences in .

term classes. The form of word distribution that is required for this

application is one which gives the frequency of occurrence of word types

across term classes. There are no known distributions that give the re-

quired relationhip, but it is believed that there are distributions that

can approximate the one required.

For example, consider the Waring series expansion [59] for

1/(x-a). (5.1)

Gustav Herdan has shown that this distribution has the characteristic of

a long tail - something frequently found in word distributions. (53].

1/(x-a) + a a(a+l) +
x x(x+l) x(x+l) (x+2)

(5.2)
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By multiplying both sides of equation (5.2) by (x-a) the frequency

distribution is obtained..

; 1 = (x-a)
1
+ + .

L.7
a a(a+1)

x(x+1) x(x+1) (x+2) " (5.3)

Each term, pn, on the right hand side of the equation is then interpreted

.by Herdan as the fraction of the vocabulary that will occur n times.

The Herdan-Waring distribution results in the following computing

forumula:

where

and

x-a)a(a+1)(a+2) (a+n -2)

Pn x(7g1)(x+2) (x+n -1)

a -
1

(1-p1) R

a
x =

(5.4)

(5.5)

(5.6)

Thus the distribution requires two parameters. The arithmetic mean of

the values, i, is given by

it!

x = 171 L fixi (5.7)
i=1

where N.is the number of wyrd tokens in the text being analyzed, fi is

the- frequency of the i th word type, and xi is the rank of the i th word

type.

The second parameter of the distribution is pl. This is the pro-

portion of the vocabulary occurring only once in the corpus.

The distribution that is required for assigning terms to classes

must give the frequency with which a given word type occurs over all

17



term classes. If one considers a large number of classes then it is

most likely that when the frequency of each word type is tabulated,'there

will be a.large number of types that occur only once in the classes and

a small number of word types that occur z.ore frequently. The shape of

the curve is generally that of a decay function. Herdan has shown the

appticability of the Waring distribution to word token occurrences.

Jones, Giuliano, and Curtice have found the distribution applicable in

characterizing occurrences of terms in a large technical document col-

lection. [62, p. 63 and 71]. It was decided that the Waring expansion

would be used to characterize the word type distribution required in the

simulation. Any decay function could have been used, but since there

was no evidence to suggest one distribution should be used rather than

the other, the Waring expansion was selected.

5.3.1.2 Absolute Frequencies of Term Occurrence.

As a result of applying the two parameters R aad pl to the Waring

expansion, an infinite *number of.pairs of the form (n, pn) result. In

adapting the distribution to the purpose of the simulator, it is assumed

that a relation of the following form is Produced: 'there are pn word

types in the vocdbulary that occur n times.' While theoretically n can

take on values fram one to infinity, in practice the values of pn as cal-

culated from the mathematical distribution are almost always zero by the

time n reaches 50. Figure 6 plots the general form of the Waring expan-

sion for various values of i and pl.

In order for these 61, pn) tuples to be of use to the simulator,
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Figure 6
Plot of Waring Series &pension for

1=16, p1=0.6 and x=8, p1=0.4

=4

i=16; p1=0.6

8, p1=0.1s

10 15 20 25 30

1.(19

96



they must be converted to a form which will allow statements to be made

about the absolute frequency of.occurrence of an individual word across

all term classes. The conversion procedure is'as follows. Every word

type in the vocabulary is given a number from one to N, where N is the

size of the vocabulary for the particular simulation run. Then

an = pnN (5.8)

where a is the absolute number of terms that occur n times in the term

classes. Now define .w as the absolute frequency of occurrence of term

i in all term classes, where i = l(l)N.. Then

w1

12

1

w(81+1) 2

w(ari-a2). - 2

and in general the values of

w(a1+1) to 14(a1+82) = 2,
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and

wan-1 to. w(a ) = n
n-1 n

98

1 < n < N. (5.9)

The simulator operates on a small finite corpus, and for this reason

it cannot accept all pn values generated by the Waring-Herdan distribu-

tion. This requires that

p > 1/N
n

(5.10)

to insure that when absolute frequencies are calculated, the sum of the

frequencies are at least equal to one. This restriction is not unreason-

able conceptually. It says.that if a corpus is small, then there is less

likelihood that large values of n will be present.

. The set w
i
is ordered by frequency of occurrence after it is gener-

ated.. The w 's represent a list of words in the vocabulary.. For pur-

poses of preserving the independenCe properties of the simulation

procedure, the order of the words is randomized. The randomized set of

w s is then considered a list of the absolute frequency of occurrences

of word types in the vocabulary.

5.3.1.3 Assignment of Terns tO Classes.

The number of term classes, m, created must be greater than or

equal to n, the largest frequency that is associated with w . The

simulitor allows m to be varied in order to evaluate the effect of the

variation on the values in the association matrix.

Once the number of classes, m, has been established, an N by m

ill



matrix, called a class matrix, is formed (N is the size of the vocabu-

lary). 'An uxample of a'class matrix is given in Figure 7. The figure

shows that term number'one occurs in term classes number one and four,

while term,number four occurs only in term class number five.

The class thatrix, C, is formed a row at a time. Beginning with the

first word in the vocabulary, the frequency of the wi valUe is examined.

Then an operation is performed such that if wi had the value of two, the

procedure would mark the presence of term number one in two of the five

document classes of Figure 7. The simulator allows the'rule whereby. the

terms are assigne&to'claSses to be varied. A number of rules are pos-

sible, but, currently the routine uses a uniform randoth number generator

to assign-the terms to the classes. The process is repeated until all

words have.been exathined and occurrences assigned to-Classes:

It is also possible to add procedures to the simulator to replace

binary,values mdth probabilities in the class matrix,
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TERM
NUMBER

Figure 7

Hypothetical Class Matrix

TERM CLASS

1 2 3 4 5

1

2

3

4

5

1 0 0 1 0

1 1 0 1 1

0 0 1 1 0

0 0 0 0 1



31,01u6M411....

5.3.2 Generation of Association Matrix.

The final step in the thesaurus generation process is the creation

of the symmetric term-termassociation matrix. This matrix, A, is the

mathematical representatioil of the relationship between pairs of terms.

The method first.computes the frequency with which pairs of terms co-

occur in the term classes and then.calculates the association between

the terms using the co-occurrence frequencies and the absolute frequen-

cies of the terms as they oceur.in the term classes-as given by wi.

Define each row in matrix C (Figure 7) as a 'class vector' C
i

for

each of the N terms. The frequency with which terms i and j occur in

the same class is.

fij -C ncj for i = 1(1)N-1 and j = i+1(1)N.

There are a number of formulae available to compute the association

or similarity between the pairs of .terns (i,j). See, for example, [70]

and [122]. Appendix 1 contains a discussion of various criterion for

classifying these measures along with a listing of some 'of those more

commonly used. Initially the association measure used in the situlation

is that emPloyed by Rogers and Tanimoto (108],. and Doyle [35]. (See

also [132]). . It is given by

fij

vi+wf fi

AL.

for i 1(1)N-1 and j i+1(1)N.

_ 114

.
(5.12)
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5.4 Document Generation.

102

A document, Di, is composed of a number of representations such as

full text, abstract, index terms, etc. Each surrogate of the document,

is made up of a number of terms, at. The complete document is com-

posed of all the representations and the terms associated with each

representation. For example, consider hypothetical document number 34

composed of three representations. Representation number one has three

terms in it, representation four has two terms, and representation seven

has four terms. Then the document could be described in set notation as

D34 = xl a4, a9, a71 , x4 f a13, a62 ,

x a9, a12, a19, a43

and in genatral

Dj = xi f at 1
(5.13)

Here the a
t
's are terms assigned to the surrogate. Since the simulator

deals with word types, a given at can not appear more than once in a

given xi. However, the same at can appear in more than one representa-

tion. Thus term a9 appears in surrogates xi and x7.

In the simulation model, representations of a document have a cer-

tain probability of occurrence. That is, every time a document is gen-

erated, the simulator generates a random variable, compares the value to

an input parameter threshold for the representation, and determines

whether the representation will be generated as part of the particular

document.
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5.4.1 Generation of Document Representations.

Once it has been determined that the representation will be gener-

ated, the simulation pr-gram determines the number of words in the repre-

sentation. This is done via a normal random number generator which uses

the input parameters of mean and standard deviation of the length of the

representation to calculate actual length.

The procedure used to generate a set of representations for a docu-

ment begins with the creation of the surrogate wdth the greatest number

of terms. Then transition probabilities are used to form the remaining

representations from the so-called base representation. The base repre-

sentation can be thought of as the full text of the document. The model

then uses the full text as a basis from which to derive index terms,

title, etc. In actuality because of time and cost constraints, the

model assumes tbat the base representation is the abstract of the docu-

ment. It then uses the abstract to generate other representations.

5.4.2 Generation of Baie Representation.

Two.steps are involved in creating a base, representation: selecamm

of starting terms and selection of derivative terns. A starting term is

one picked at random from the vocabulary. A derivative terms is one that

is related to the starting term. The relationship is determined by con-

sulting the thesaurus.

Assume that the number of words in the base representation has bemn

generated and its value is nb. As a prerequisite to generating the
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terms, the number of starting terms is calculated.

ns = nbps 0 < ps < 1 (5.14)

where ps is the fraction of terms in the base surrogate that are to be

starting terms.

The number of derivative terms, nd, is then

nd = nb ns .
(5.15)

The set of starting terms for the base representation, i.e. the

is selected from all terms in the vocabulary, i.e. the iwi's.

{ at C t = 1(1)n8, i = 1(1)N. (5.16)

The simulator uses random numbers in the range

lli< N

to select n
s words to form the starting set. The only rule limiting in-

clusion of members in { a
t
} is that a given word can only appear once

the set for the given surrogate.

Next, the derivative words are selected. Beginning Ndth term al the

program searches the thesaurus to find the word most closely related to

al. Then a random variable is generated. If the value of the random

variable is less than the threshold probability pt
1
, the word is included

in the base surrogate. If the word is nat included in the base represen-

tatian, then a randouay selected word is chosen. In this manner terms al

to a
ns are used to select terms a

(ns 1)
to a

2n
. The process continues

umtil a total of nb terms have been generated.

After each n
s derivative words have been generated, two changes
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occur. First, the threshold probability, ptn is changed. In addition,

the previously generated derivative words are used as a base for select-

ing the second generation derivative words.

For example, suppose it is desired to generate an abstract having

a length nb = 8 words. Given that the fraction of starting terms ps =

.0.4, then ns = 3 and nd = 5. Assune that terms number 3, 11, and 7 are

picked at random from a hypothetical 15 word vocabulary. Then the set

of starting terms is

{ a3, all, a7 } .

The threshold probabilities for this example are

p
t1

= 0.8

p
t2

= 0.7 ,

and further, assume that the following list of 'random' numbers will be

consulted for the example:

number value number value

1 54 9 57

2 24 10 34

3 02 11 40

4 31 12 68

5 36 13 70

6 76 14 67

7 42 15 08

8 74 16 76

To begin, the first term, a3' is examined. A random number is gen-

erated, whose value ii 0.54, and is compared to pt Since the random
1

variable is less than p , the word meat highly associated with a3 is
ti

found from the hypothetical association matrix in Figure 5. The term

most highly associated with it is term number eight, and this is added
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to the starting set. The set now contains
a.

{ a
3

, a
11

, a
7
, a

9 }
.

Next, a is selected. Since 0.24 is less than p , a the word most
11 t

1
13'

highly associated with a
11'

is included in the set. The process contin-

ues by exandning a7 and selecting an.

At this point the set of starting terms has been exhausted, and a

first generation of derivative words has been created. Hawever, only

six terms have been generated and eight are required. The next step,

then, is to use a9 and a new threshold, pt m 0.7, to select the seventh
2

term for the abstract, term a14. Finally, au) is used to pick the

eighth and final term. When the random variable 0.76 is compared to the

threshold pt , the threshold is exceeded. The procedure then picks a
2

word at random to be included in the set. In this case the random

variable 42 is made modulo 15 and word a12 is picked. The final set of

terms for the abstract is then

a39 all' ar a95 a13°
a10,

al4' a12

The first three terms (413, all, and a7) are starting terms; the next

three are first generation derivative words; and the last two terms are

second generation derivative words.
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5.4.3 Generation of Derivative Representation.

The simulation program uses transition probabilities to generate

the derivative document representations from the base representation.

The number of words in the derivative representation is calculated in

a manner similar to the way in which the length of the base represen-

tation was computed. The mean and standard deviation of the length of

each surrogate is supplied as input to the routine, and the actual

length is calculated using a normal random number generator. The only

rule regulating the generated length is that it can not exceed the

length of the base representation, xi.

For a given surrogate, xi, there is a probability pm that the

words in xi (the base representation) will alvear in xi. A random vari-

able is generated; and if its value is less than pin , then the first

word in xi is transferred to xi. The process is repeated for all worlds

in xi. If the process results in all words from the base representation

being transferred to the derivative representation, then the process is

completed. 'Unilever, if not all words were transferred and the deriva-

tive representation is short of its required number of words, then words

are selected randomly to fill the vacant posi-43ns. Another rule that

the simulator has available is the ability to select words highly asso-

ciated with the existing set to be included in the blank spots in the

derivative representation.
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5.4.4 Document Generation Parameters.

A number of parameters and rules have been introduced to character-

ize in a simple manner the construction of document representations. To

review, it seems *portant to point out the way in which these parameters

will be used to generate a document collection.

By varying ps, the fraction of terms in the base representation that

will be starting terms, control is exercised over the subject span of the

document surrogate. For a large value of ps there will be more starting

terms which are picked at random from the vocabulary. A smaller ps will

create more derivative terms and thus more terms that are related to one

another.

As each new generation of derivative words is created, the threshold

probability pt is changed according to the generation of derivative

wores being created. When pt is alluwed to vary in this summer, changes

in the strength of the linkages between associated words are made. This

variation prevents the development of a generating pattern in which,

after ai is selected, ai will, with a very high probability, be selected.

In addition, by varying pt recognition is made of the fact that the fur-

ther along a word association chain one proceeds, the weaker will be the

chance of the chain continuing without being broken.

When the transition probabilities, pm, used to select words for in-

clusion in derivative representations, are varied, control is exercised

over the similarity between surrogates of the same document. The lower

value of pm, the less similarity there will be between surrogates. By

varying this parameter, the extent to which words not in the base repre-

sentation are introduced into detivative representations is regulated.
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The process of query generation parallels that of document genera-

tion with a few differences. A query, Qk, is composed of a set of terms,

Yr'
contained in the vocabulary set

Qk { Yr 1C r = 1(1)d . (5.17)

Here d is the number of terms in the query. At this stage in the devel-

opment of the simulator, the terms that form the query are considered to

form a logical disjunction. Further refinement will lead to a more elab-

orate generation method.

The retrieval system simulator forms groups of queries into query.

subsets. Input parameters to this part of the routine include the num-

ber of queries to be generated and the mean and standard deviation of

the number of queries per subset to be generated. A query subset is in-

tended to represent the dialog of an individual user with the retrieval

system with regard to a specific subject. Thus each subset contains

queries that are related to each other. A query file is composed of a

number of query subsets.

5.5.1 Base Query Generation.

As was the case for documents, the simulator begins by generating

the base query in each query subset. This procedure is analogous to that

used to create the base representation for a document. The total number

of words in the base query is determined from a normal random number
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generator and then the fraction of terms that will be starting terms is

calculated. These terms are then used in conjunction with the thesaurus

and the threshold probabilities to generate the derivative words.

5.5.2 Derivative Query Generation.

The remaining queries in a particular query subset are generated

using transition probabilities as described in Section 5.4.3. There is

one exception to the procedure. As a user continues in a dialog with

the retrieval system, his perspective is liable to change with regard

to what terms to use to interrogate the file. To reflect this fact,

the simulator allows the base query to change in the course of genera-

ting the queries in the subset.

For a particular subset, query number one in that subset is assumed

to be the base query. It is generated as described in Section 5.4.2.

The second query is generated using the methodology of Section 5.4.3.

When the third query is about to be generated, the simulator consults

a probability distribution to determine which of the previously genera-

ted queries will be used as a base query. A number of types of distri-

butions are possible. A rule can be supplied to pick one of the queries

at random to be the base. Alternatively it is possible to specify that

there will be a greater probability that a query generated later in the

sequence wIll be the base query rather than a query generated early in

the subset.
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5.6 Search and Evaluation Procedures.

Once the document and query files have been generated they are used

to evaluate retrieval rules such as those described in Section 2.2.3, or

other parameters of the system. The current version of the simulator

has only the most simple retrieval rule implemented. With this overlap

rule the number of terms common to the document and the query is re-

corded.

The evaluation procedure consists of summarizing the results of a

comparison between a query file and a document file. There is no eval-

uation on the basis of the relevance of a document to a user. Because

the relevance factor is omitted, the simulator simply accumulates infor-

mation on the nusber of searches that resulted in a match between a

document representation and a query for all queries of a given file and

all document representations of a document file. This evaluation pro-

cedure is described in detail in Chapter 6.
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h. Evaluation of the Simulation Model.

A number of experiments were conducted using the retrieval system

simulator. The purpose of these experiments was to evaluate the simu-

lation model as a technique for studying information retrieval systems.

The simulation model allows a number of variables to be analyzed.

However, due to constraints of time and cost, the only component of the

system that was analyzed was the effect of changes in query character-

istics on the quantity of material retrieved.

This chapter begins with a discussion of the experimental design

used in the simulation runs. In succeeding sections, an analysis of

the generated thesaurus, document, and query files is presented, and

the experimental results are analyzed.

6.1 Experimental Methodology.

A complete experiment using the retrieval system simulator involves

five steps. First, a thesaurus is generated. Then the thesaurus is

used in the creation of a file of pseudo-documents. Next, the thesaurus

is again used in the creation of a file of pseudo-queries. Finally the

query representations are compared to the document representations and

the results of the comparisons are Labulated.

An ideal experimental design which could be used to test the effect

of changes in the model parameters would involve a factorial experiment.

This would mean creating a number of thesaurus files, a number of docu-

ment files and a number of query files. Each file would be generated
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for a given value of a given parameter and succeeding files would have

the parameters of each of the files systematically varied to determine

the effect of various value changes on retrieval results.

As mentioned earlier, budget constraints prohibited performing a

factorial experiment on all components of the system. Instead, one

thesaurus file was generated and one document file was also generated.

Systematic variations were made in all the parameters of the query

generation programa, and twenty-two query files were generated. Each

.query file was compared to the document file and the results were tab-

ulated.

A more detailed discussion of the experimental design is post-

poned until Section 6.4.1.

6.2 The Thesaurus.

One thesaurus was generated for the simulation experiments. It is

identified in later discussions as T01. The values of the parameters

used to generate this thesaurus are listed in Table 4. A plot of the

Waring series expansion for the Herdan parameters of It 15.0 and pl =

0.40 is given in Figure 8. The figure represents the form of the

initial word distribution used in the run.

The generated thesaurus is represented in the form of a symmetric

200 x 200 matrix. Table 5 displays a frequency distribution of the

number of elements in the matrix falling in a specified value range.

For all elements in the matrix, the mean value is 0.086.and the sten-

dard.deviation is 0.161. Thus while the range of possible values that
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Table 4

Parameters of Thesaurus TO1

Value

(115

For explanation
see Section

Word frequency
distribution
used

Parameters of
word frequency
distribution

Vocabulary

size

Rule for
assigning words
to classes

Association
measure used

Waring series expansion

= 15.0

' = 0.40
P1

n = 50

N = 200

Random assignment
(uniform probability
distribution)

Rogers and Tanimoto/
Doyle

5.3.1.1

5.3.1.1

5.3.1.2

5.3.1.3

5.3.2 and
Appendix 1
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any element in the matrix can take on is between 0.0 and 1.0 inclusive,

the mean is very low indicating that a majority of the terms are not

statistically related to each other using the Rogers and Tanimoto/Doyle

association measure. Nearly 29% of all entries in the matrix are zero.

At the other extreme, only 2.2% of the entries in the matrix have a

value greater than 0.90.
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0.025

Figure 8

Plot of Waring Series Expansion for R=15.0 and p1=0.40.
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Table 5

Frequency Distribution of Values

in Thesaurus TO1

Interval

Number of Values
in Interval

Percent of Values
in Interval

0.00 5666 28.60

0.01-0.10 2552 12.89

0.11-0.20 5758 29.15

0.21-0.30 2266 11.42

0.31-0.40 1758 8.86

0.41-0.50 1112 5.62

0.51-0.60 106 0.53

0.61-0.70 88 0.44

0.71-0.80 32 0.16

0.81-0.90 12 0.06

0.91-1.00 450 2.27
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6.3 The Document File.

In the simulation model, a document file is composed of a mmiber

of documents. The single document file that was generated for the

experiments described in this chapter contained 150 documents. Associated

with each document in the file are a number of document representations

such as abstracts, index term sets, words in the title of a document,

subject headings, etc. In the document file that was generated (file

D01) a maximum of five representations were generated by the simulation

program.

The parameters and values of the one generated document file are

listed in Table 6. Table 7 presents an analysis of the file after it

was generated. Each of the 150 documents generated had an average of

4.15 representations associated with it out of a possible 5. The total

number of surrogates in the file was 622. Row 1 in Table 7 gives the

total number of terms for each of the generated surrogates. The 142

surrogate number l's had a total of 2974 terms associated with them.

Similarly there were 87 surrogate number 5's generated in the 150 docu-

ment collection and the aggregate number of terms for these representa-

tions was 178. The total number of terms in the document file as a whole

is 5935 for an average,of 9.54 terms per document.

In order to further characterize the properties of the document file,

an analysis was made of the relative proportion of high and low frequency

terms in each of the representations in the document file. For purposes

of analysis, all the terms in representation number 1 of document number

1 are grouped with the terms of represetTtation number 1 of document num-

ber 2 and representation 1 of document 3, etc. The grouping is done for
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Parameter

Table 6

Parameters of Document File DO1

Value
For explanation
see Section

Number of documents generated

Maximum number of representations
generated per document

Probability of representation 1

being generated 2

3

'4
5

Mean number of words in 1

representation number 2

3

4

5

Standard deviation of 1

number of words in 2

representation number 3

4

5

Starting fraction of terms

Threshold probabilities
for picking most highly
associated derivative
word

Transition probabilities

150

5

0.90
0.95
0.80
0.99
0.70

20
12
6

4

2

10
2

2

3

1

p
s

= 0.50

0.60

pt= 0.50

pt = 0.40
3

= 0.30
Pt

4

pm = 0.60
2

pm = 0.40
3

pm = 0.70
4

Pm = 0.70
5

_ 133

5.4

5.4

5.4

5.4.1

5.4.1

5.4.2

5.4.2
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Table 7

Analysis of Document File DO1

Total number of terms
in representation

Total number of times
representation present
in document

Fraction of time
representation present
in document

Mean number of terms
per representation

Standard de/iation
of number of terms
per representation

Document Representation Number

1 2 3 4 5

2974 1536 748 499 178

142 142 128 123 87

0.95 0.95 0.86 0.82 0.58

20.94 10.81 5.84 4.08 2.05

8.91 2.25 2.04 2.22 0.80

134
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each representation and in addition for the collection as a whole.

Then the total set of terms for each surrogate is sorted by frequency

of occurrence, and each individual frequency is normalized by dividing

it by the total number of occurrences for all terms. The graphs in

Figures 9 through 14 display the relative frequency of terms with a

given zank. Since it is possible to have a number of terms with the

same relative frequency, the curve fitted to the points bisects the

horizontal set of points for a given relative frequency if there is

more than one point at the relative frequency level. In addition it

should be recognized that the curves are continuous approximations to

a discrete process.

In general, the curves in Figures 9 through 14 are very similar.

The skewness of all the curves demonstrates that the document genera-

tion process selects words for inclusion in a document representation

such that a rank frequency pattern occurs which is similar to a 'real'

document rank frequency pattern. (See [62] as an example). Figure

14, which plots all 5935 terms for all representations, can be consid-

ered the limit of the term distribution for document file DU. Figure

9, which displays the distribution of terms in the first representation

and which has the next largest number of terms, comes the closest to

approximating Figure 14.
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P.4 The Query Files.
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Twenty-two query files were generated for the simulation experi-

ments. In the following sections the experimental design employed in

the experiments is discussed. Then an analysis of the generated query

files and the term distributions in those files is presented.

6.4.1 Experimental Design.

In Table 8 the parameters and values for each of the generated

query files is displayed. The twenty-two runs can be grouped into

three categories.

Query file Q01 is established as the normative run for the exper-.

iments. The values of the parameters used to generate Q01 are the

closest to those used to generate the document file D01. In addition,

these values constitute mid-range values for each of the parameters.

Files Q02 through Q17 are designed to test the effect of changing

each of eight parameters involved in the query generation process.

(The number of queries generated in each query file was held constant'

for all twenty-two query files.) For example, in the generation of

files Q02 and Q03, the parameter that is varied is the starting fraction

of terms. (See Tables 8(a) and 8(b) Parameter 9.) IA file Q02 the start-

ing fraction is 0.30. By comparing the reits from files Q02 and Q03

it will be possible to make inferences about the effect of a change in

the starting fraction on the quantity of material rr.trieved. Similar

changes are made in files Q04 and Q05 where the only change is the
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Table 8(a)

Query File Parameters and Experimental Design

For explanation
see Section

Query file number

Parameter number
changed for this run

1. Number of queries
generated

2. Mean number of
queries/subsets

3. Standard deviation
of number of
queries/subsets

4. Mean query length

5. Standard deviation
of query length

6. Threshold probability
for picking most
highly associated
derivative word

Pt
1

Pt2

Pt
3

Pt
4

Pt
5

7. Transition probability
base query to next
query

8. Rule for picking
base query

9. Starting fraction
of terms (ps)

5.5

5.5

5.5.1

5.5.1

5.5.2

5.5.2

5.5.2

5.5.1

143

Q01 Q02

Norm 9

75 75

4 4

2 2

5 5

2 2

0.60

0.50

0.40

0.30

0.60

0.50

0.40

0.30

0.50 0.50
for all for all
subsets subsets

Random aandom
selec- Selec-
tion tion

0.50 0.80
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Table 8(b)

Query File Parameters and Experimental Design

Query file number Q03 Q04 Q05 Q06

Parameter number
changed for this run

9 6 6 7

1. Number of queries
generated

75 75 75 75

2. Mean number of
queries/subset

4 4 4 4

3. Standard deviation
of number of
queries/subset

2 2 2 2

4. Mean query length 5 5 5 5

5. Standard deviation
of query length

2 2 2 2

6. Threshold probability
for picking most
highly associated
derivative word

Pt
1

0.60 0.40 0.90 0.60

Pt
2

0.50 0.30 0.80 0.50

Pt
0.40 0.20 0.70 0.40

3

Pt
4

0.30 0.10 0.60 0.30

Pt
5

7. Transition probability 0.50 0.50 0.50 Prob.

base query to next for all for all for all dist.

query subsets subsets subsets range

.9-.6

8. Rule for picking Random Random Random Random

base query selec- selec- selec- selec-

tion tion tion tion

9. Starting fraction
nf t-armo (n 1

0.30 0.50 0.50 0.50
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Table 8(c)

Query File Parameters and Experimental Design

Query file number

Parameter number
changed for this run

1. Number of queries
generated

2. Mean number of
queries/subset

3. Standard deviation
of number of
queries/subset

4. Mean query length

5. Standard deviation
of query length

6. Threshold probability
for picking most
highly associated
derivative word

Pt
1

Pt
2

Pt
3

Pt
4

Pt
5

7. Transition probability
base query to next
query

8. Rule for picking
base query

9. Starting fraction
of terms (ps)

Q07

7

75

4

2

5

2

0.60

0.50

0.40

0.30

Prob.
dist.

range
.4-.1

Random
selec-
tion

0.50

Q08

8

75

4

2

5

2

0.60

0.50

0.40

0.30

0.50
for all
subsets

Prob.
Dist.
newest

0.50

_ 145

Q09

8

75

4

2

5

2

0.60

0.50

0.40

0.30

0.50
for all
subsets

Prob.

Dist.

oldest

0.50

Q10

5

75

4

2

5

1

0.60

0.50

0.40

0.30

0.50
for all
subsets

Random
selec-
tion

0.50
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Table 3(d)

Query File Parameters and Experimental Design

Query file number Q11 Q12 Q13 Q14

Parameter number
changed for this run

5 4 4 3

1. Number of queries
generated

75 75 75 75

2. Mean number of
queries/subset

4 4 4 4

3. Standard deviation
of number of
queries/subset

2 2 2 1

4. Mean query length 5 8 3 5

5. Standard deviation
of query length

4 2 2 2

6. Threshold probability
for picking most
highly associated
derivative word

Pt
1

0.60 0.60 0.60 0.60

p
t
2

0.50 0.50 0.50 0.50

Pt
3

0.40 0.40 0.40 0.40

Pt
4

0.30 0.30 0.30 0.30

Pt
5

- - - -

7. Transition probability 0.50 0.50 0.50 0.50

base query to next for all for all for all for all

query subsets subsets subsets subsets

8. Rule for picking Random Random Random Random

base query selec- selec- selec- selec-
tion tion tion tion

9. Starting fraction
r. 6 f-rvem tr. 1

0.50 0.50 0.50 0.50

.

_ 146
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Table 8(e)

Query File Parameters and Experimental Design

Query file number

Parameter number

Q15 Q16 Q17 Q18

changed for this run 3 2 2 6,9

1. Number of queries
generated

75 75 75 75

2. Mean number of
queries/subset

4 2 6 4

3. Standard deviation
of number of
queries/subset

3 2 2 2

4. Mean query length 5 5 5 5

5. Standard deviation
of query length

2 2 2 2

6. Threshold probability
for picking most
highly associated
derivative word

Pt
1

0.60 0.60 0.60 0.40

Pt
2

0.50 0.50 0.50 0.30

Pt
3

0.40 0.40 0.40 0.20

Pt
4

0.30 0.30 0.30 0.10

Pt..
... _. - 0.05

5

7. Transition probability 0.50 0.50 0.50 0.50
base query to next for all for all for all for all
query subsets subsets subsets subsets

8. Rule for picking Random Random Random Random
base query selec- selec- selec- selec-

tion tion tion tion

9. Starting fraction
of terms (1) )

0.50 0.50 0.50 0.20
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Table 8(f)

Query File Parameters and Experimental Design

Query file number Q19 Q20 Q21 Q22
N.

Parameter number
changed for this run

6,7 7,9 6,7,9 6,7,8

1. Number of queries
generated

75 75 75 75

2. Mean number of
queries/subset

4 4 4 4

3. Standard deviation
of number of
queries/subset

2 2 2 2

4. Mean query length 5 5 5 5

5. Standard deviation
of query length

2 2 2 2

6. Threshold probability
for picking most
highly associated
derivative word

Pt
1

0.40 0.60 0.40 0.40

Pt
2

0.30 0.50 0.30 0.30

Pt
3

0.20 0.40 0.20 0.20

Pt
4

0.10 0.30 0.10 0.10

Pt
0.05 - 0.05 0.05

5

7. Transition probability Prob. Prob. Prob. Prob.

base query to next dist. dist. dist. dist.

query range range range range

.9-.6

8. Rule for picking Random Random Random Prob.

base query selec- selec- selec- dist.

tion tion tion newest

9. Starting fraction
of terms (ps)

0.50 0.20 0.20 0.50
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threshold probability for picking the most highly associated derivative

word; Q06 and Q07 where the transition probabilities are varied: Q08

and Q09 where the rule for picking the base query is varied; etc. Each

of the pairs of runs test the effect of one parameter change on

retrieval results.

The third category of runs is the follow-on experiments. Files

Q18 through Q22 were generated to test the way in which changes in two

variables (Q18, Q19, and Q20) and finally three variables (Q21 and Q22)

affect the quantity of material retrieved.

The experiments can also be grouped in another way. It is possible

to divide the query parameters into two classes. First, there are those

parameters which have to do with the length of a query or the number of

queries in a subset (i.e. parameters 1, 2, 3, 4, and 5 in Table 8). On

the other hand there are the parameters that influence query structure.

(Parameters 6, 7, 8, and 9 in Table 8). The initial experiments (Q01 to

Q17) are concerned with both classes of parameters. The follow-on

experiments of Q18 to Q22 are primarily concerned with exploring relation-

ships about query structure.

Before proceeding with the analysis of the query files, it may be

useful to elaborate on the abbreviated descriptions of the'values of

some of the parameters in Table 8. Parameter number 7 is the probabil-

ity distribution that determines the extent to which words in the base

query will be in the query currently being generated. This is explained

in detail in Section 5.5.2. The notation '0.50 for all subsets' means

that the transition probability will be 0.50 for all derivative queries

generated in all subsets of the file. In the case of file Q06, for

example, the notation 'prob. dist. range 0.90-0.60' means that the
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transition probability for a given subset is specified and that for

the run these probabilities for all subsets are in the range specified.

The method of picking a base query for use in generating derivative

queries (parameter 8) is discussed in Section 5.5.2. In the experiments

described in Table 8, two different rules are used for the selection of

a base query. The 'random' selection rule uses a uniform probability

distribution to pick the new base query from the previously generated

queries. In file Q08, Q09, and Q22, however, a probability distribution

is supplied which gives various weightings to the likelihood that a

specific query will be selected. In Q08 the probability distribution

is such that in a sequence of queries, the query generated chronologically

last is more likely to be selected as the base query than the first query

generated. In file Q09 the reverse is true.

6.4.2 Some Remarks on the Generated Query Files.

Each of the twenty-two query files that was generated for the

simulation experiments is composed of seventy-five queries. Within a

query file are a number of subsets of queries. A query subset is made

p of a set of queries about a specific subject. A particular query

in a query file belongs to only one subset. The number of query sub-

sets in a query file varies from a low of 14 subsets in query file Q17

to a high of 34 subsets in file Q16. The mean number of subsets for

all files is 21.11. The mean number of queries per subset varies from

2.21 to 5.35, and the mean number of queries per subset for all files

is 3.56. A summary of some of the other properties of the generated

150



138

query files is given in Table 9.

Table 10 presents statistical information about the number of

word tokens and word types in the query files along with the mean and

standard deviation of the number of word tokens per query.

Figures 15 through 25 plot the relative frequency of terms with

a given rank for each of the query files. The remainder of this sec-

tion is devoted to an analysis of the variations in these figures.

The emphasis in the analysis will be on determining the effect of

query f ile parameter changes on the rank frequency distributions.

In Figure 15 the rank frequency distribution for words in the

normative run, Q01, is presented. Figure 16 shows the word frequency

pattern in files Q02 and Q03. In files Q02 and Q03 the parameter that

is changed is the starting fraction of terms selected at random fram

the vocabulary to be included in the query. In file Q02 the starting

fraction is 0.80 and in Q03 the starting fraction is 0.30. The effect

of a .change of 0.50 in the starting fraction of terms causes little

effect on the resulting frequency patterns. This is not the case in

Figure 17 where a threshold probability change in files Q04 and Q05

causes quite a different frequency distribution. The eff ect of a

higher threshold in Q05 causes a relatively large number of high fre-

quency terms to be generated.

The difference between files Q06 and Q07 is that Q06 has high

transition probabilities (Parameter 7, Table 8) while those in Q07 are

relatively low. Transition probabilities are used to select words for

inclusion in a derivative query in a subset from a base query. The

high transition probabilities have the effect of reducing the number

of unique terms in the file. This is so because the higher the
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Table 9

Query File Analysis

Query
file

no.

No. of

queries

generated

No. of
subsets
generated

Mean no. of
queries/
subset

Standard dev.
of no. of
queries/subset

Q01 75 17 4.41 1.75

Q02 75 21 3.57 1.82

Q03 75 22 3.41 1.68

Q04 75 22 3.41 1.85

Q05 75 23 3.26 2.00

Q06 75 19 3.95 2.01

Q07 75 20 3.75 1.73

Q08 75 20 3.75 1.63

Q09 75 24 3.12 1.28

Q10 75 19 3.95 2.08

Q11 75 22 3.41 1.18

Q12 75 21 3.57 2.04

Q13 75 21 3.57 1.60

Q14 75 21 3.57 1.16

Q15 75 21 3.57 2.64

Q16 75 34 2.21 0.27

Q17 75 14 5.35 1.87

Q18 75 21 3.57 1.65

Q19 75 22 3.41 1.88

Q20 75 20 3.75 1.69

Q21 75 18 4.16 1.58

Q22 75 22 3.41 1.05
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Table 10

Query File Term Analysis

Query
file

no.

No. of word

tokens in
file

No. of word
types in
file

Mean no.
of tokens
per query

Standard dev.
of no. of
tokens/query

Q01 299 132 3.987 4.233

Q02 286 129 3.813 4.298

Q03 273 122 3.640 3.952

Q04 298 130 3.973 4.170

Q05 244 119 3.253 3.570

Q06 282 95 3.760 4.089

Q07 288 140 3.840 4.209

Q08 297 127 3.960 4.087

Q09 298 125 3.973 4.323

Q10 315 122 4.200 4.214

Q11 341 134 4.547 5.191

Q12 492 162 6.560 6.773

Q13 151 81 2.013 2.187

Q14 277 113 3.693 3.959

Q15 269 113 3.587 3.935

Q16 286 126 3.813 4.190

Q17 281 123 3.747 4.007

Q18 279 116 3.720 3.969

Q19 282 90 3.760 4.025

Q20 267 110 3.560 3.973

Q21 270 87 3.600 3.754

Q22 296 114 :J.947 4.174
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transition probabilities, the greater the likelihood that words will

be transferred from one query to the next in a subset. (Transition

probabilities are only used within a subset - not between subsets. A

new base query is generated at the start of a new subset;) See Figiter

18 and Table 10. File Q07 has low transition probabilities and these

low probabilities cause generation of a high number of unique terms.

Generation of a new query subset begins with the generation of a

base query. The base query is used in conjunction with transition

probabilities to develop derivative queries. When the second query in

a subset is generated, the first query is the base query. When the

third query is generated, either the first or second query can be used

as a base, etc. In file Q08 and Q09 two different rules are used to

select a base query. In Q08 there is a greater probability that a

query generated chronologically later in a subset will be a base query.

In file Q09 the probability is greater that a query generated early in

the subset will be a base query. The changes in term frequency patterns

'caused by the use of a newer or older base query is shown in Figure 19.

In file Q09 there are more terms used more frequently than in Q08. If

the x-axis of Figure 19 is divided into thirds, then the middle and low

rank terns, as shown in the figure, exhibit little difference in rela-

tive frequency for files Q08 and Q09.

It may be that in this particular run of Q09, the fact that there

are more subsets (24) in Q09 than in Q08 (20) utay cause the variation.

The number of subsets generated for a particular query file is a func-

tion of the mean and standard deviation of the number of queries per

subset for each subset in the file. As query generation proceeds for

a file, the actual number of queries per subset for the first subset
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is calculated using a normal random number generator. Then the re-

quired number of queries in the first subset is generated. Before

the second subset of queries is generated, the number of queries in

that subset is computed using the normal random number generator.

The process is repeated until 75 queries have been generated. Thus

the number of subsets in a query file depends on the number of queries

in each subset and is not a controlled variable as is the ltnit on the

total number of queries to generate in a file.

In files Q10 and Q11 the parameter that is varied is the standard

deviation of the number of words in the query. When the standard de-

viation of the query length is varied, the result is a consistently

high relative frequency for terms of similar rank for file Q11. (See

Figure 20). File Q11 has a larger standard deviation of query length

than file Q10.

Figure 21 shows the rank frequency pattern for files Q12 and Q13.

File Q12 has the largest number of word tokens and types in it of any

query file. By contrast, Q13 is smallest in both categories. Insofar

as the rank frequencies are concerned, Q13 has the most highly skewei

distribution of any file. In this file, a anall number of terms ac-

count for a large proportion of the total term usage. In contrast to

the abrupt ending of Q13's distribution, the rank distribution of the

terms in Q12 suggests a large number of terms are used infrequently in

this file.

In contrast to Figure 21, Figure 22 shows a very similar rank fre-

quency pattern for files Q14 and Q15. The only change between Q14 and

Q15 is the value of the standard deviation of the number of queries per

subset.
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Figure 22
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In query files Q16 and Q17 the variable that 'is changed is the

mean number of queries per subset. Figure 23 plots the rank frequency

distribution for these files. Within a query subset the base query is

used to generate derivative queries. The process uses transition prob-

abilities to determine if words will be transferred from the base query

to the derivative query. The greater the number of queries in a query

subset, the greater will be the probability that a word that appears in

one query of the subset will appear in another. Also, the greater the

likelihood that there will be more words that occur more frequently than

if there are a small number of queries per subset in a file. Thus the

aggregate rank distribution will be higher the greater the number of

subsets in a file. This is confirmed in Figure 23 where the rank fre-

quency of terms in file Q16 is considerably above the rank frequency

of terms in Q17.

Figure 24 shows the frequency distributions for the three query

files that have two variable interactions involved in their generation.

Files Q18, Q19 and Q20 compare a high and low threshold and low starting

fraction given a high and normal set of transition probabilities. The

only feature that distinguishes these graphs from the single variable

experiments of Q03, Q04 and Q06 is the extreme skewness of Q20. This

phenomenon is attributed to the high transition probabilities in Q20.

The same pattern can be observed in Figure 18 for file Q06. The rank

patterns of Q18 and Q19 are very similar to one another. Even though

Q19 has high transition probabilities, the effect on the rankings is

negated by the low threshold-normal starting proportion that is present.
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Figure 25

Files Q21-Q22 Rank Frequency Distribution

1
al
a

I

8

H
(C3?1

I
i

1
///

,
///

i
/
/

/
//

/

4,e
/

- D LIN rn Ci
0 0 0 0 r 0 0

S

0 0 0 0 0 0

167

r0

CO

0
LA

0
(NJ

0

154



6.5 Experimental Results.

155

Evaluation of the retrieval system simulator involves two seperatc

issues,- The first has to do with the adequacy of this particular simu-

7;dation model and the adequacy of simulation as a technique for cvaluat-

ing information retrieval systems. These issues are dealt with in

Section 7.2. The second part of the evaluation of the retrieval system

simulator has to do with evaluating the experimental,results from actual-

ly simulating a document and query collection. The remainder of this

sEction is devoted to an analysis and synthesis of the data from the

simulation study.

A single simulation run, or experiment, using the retrieval system

simulator, involves a series of steps. First a thesaurus is generated.

Then a number of rules are used (which employ the thesaurus) to generate

document representations. Next, another set of rules are used (also

employing the thesaurus) to generate queries. Finally, using a retrieval

rule, the extent of,the match between the queries and the document repre-

entations is recorded.

The experiments that are described in this section use one thesaurus

(T01), one document file (D01), and twenty-two query files (Q01-Q22).

Each experiment involves comparing the document representations in file

DO1 with the queries in one of the query files. Thus there are twenty-

two experiments that are performed. In each of the experiments the same

retrieval rule was used to campare queries to document representations.

This retrieval rule was an overlap rule which measured the number of

terms in common to the query and the representation.
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Each of the experimental runs was evaluated in two ways. The pri-

mary method for measuring the performance of an experiment was by count-

ing the number of document representations matching a given query. This

comparison was done for all queries in a query file and all document

representations in the document file. Each run was evaluated by counting

the number of searches that resulted in a match of one word, two words,

three words, etc. between the queries and the document representations.

This information was gathered as a result of applying the overlap re-

trieval rule to a comparison of document representations and queries.

In the document file DO1 there are several different document

representations associated with each document. A search of the document

file involved comparing a query to all the document representations in

the document file. The other method used to evaluate an experimental

run was to determine whether there were certain document representations

that were retrieved more frequently than others. For each experiment,

the number of searches yielding a match with document representation

number 1, number 2, number 3, etc. was recorded.

Nornally when a retrieval system is evaluated, a user makes judg-

ments about the relevance to his needs of the documents retrieved by the

system. The evaluation of the simulated rettieval system did not include

evaluation on the basis of relevance. The only criterion used for re-

trieval was whether a term in the query matched a term in the document

representation. It is conceivable that a pseudo-relevance function could

have been incorporated into the simulation model. The function would

then predict when a document would be relevant to the user's needs. How-

ever, it is felt that not enough information is available to characterize
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the process. In addition, modeling the aspects of the retrieval system

which were considered in this study is by itself a sizeable undertaking

and should provide valuable insights.

The tables that are presented later in this section summarize the

quantity and proportion of searches that resulted in a match between a

document representation and a query. Two points need clarification.

It will be recalled that the document file DO1 consists of a total of

150 documents comprising 622 representations, distlibuted as shown in

Table 7 row 2. Each of the query files has 75 queries in it. The total

number of comparisons that is made for each run is 46,650 (i.e. 622 x

75). In the reported statistics that follow, the total number of searches

is always the same - 46,650.

The second point that needs amplification is that of a threshold.

When the terms in a query are compared to the terms in a document repre-

sentation, either there are no terms in common to the query and document

representation, or a certain number of terms are common to both. A user

formulating a query may require that a certain number of terms match

between the query and the surrogate. This quantity is called a thresh-

old. Only document representations that meet or exceed the threshold

match requirement are retrieved. In the simulation results that follow

the number and proportion of searches that result in a match at each

threshold level is recorded.
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6.5.1 Evaluation Using the Overlap Rule.

Tables 11 and 12 summarize the results of each of the experiments

or runs. (An experiment involves the comparison of a query iile to the

document file. Experiment E01 compares query file Q01 with document

file Ddl. E07 compares Q07 with D01, etc.) In Table 11 the number of

searches for each experiment that resulted in a match between a query

and a document representation is recorded. In addition, the number of

searches that resulted in no match between query and document represen-

tation is recorded. Table 12 presents the same data, only expressed in

proportions. For example, Table 11 indicates that in experiment E17

38,463 of 46,650 searches resulted in no matches between the queries in

file Q17 and the representations in file D01. That is 0.825 of the

searches had zero matches. (See Table 12, run 17.) Similarly, of the

remaining searches that involve a hit, 6,916 (or 0.148) found one term

in common between query and representation; 1,059 (or 0.023) showed two

terms matching; and 185 (or 0.004) found three in common; etc.

Aside from two exceptions (E12 and E13) both the number and propor-

tion of searches resulting in no matches between queries and representa-

tions are very similar for all runs. In general, approximately 83% of

all searches result in no matches. Since the proportion of searches

resulting in no match constitutes such a large quantity, Table 13 was

constructed in order to elaborate on the threshold pattern for those

searches for which there was a match.

The quantities in Table 13 are derived from Table 11. For each row

in Table 11 the number of searches resulting in no match between query
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Table 11
Number of Searches Resulting in a Match between

a Query and a Document Representation

Number of
searches re-
sulting in no
match between
query and doc.
representation

1 38,306

2 .A9,162

3 38,933

4 38,849

5 39,745

6 38,774

7 38,987

8 38,551

9 38,613

10 37,172

11 37,340

12 34,228

13 42,082

14 38,935

15 38,794

16 38,520

17 38,463

18 38,681

19 38,531

20 39,443

21 38,778

22 38,507

Number of searches resulting in a
match between a query and a document
representation at threshold level

1 2 3 4 5 6 7 >7

6985 1140 189 28 2 0 0 0

6302 984 173 23 4 2 0 0

6640 891 166 17 2 1 0 0

6673 950 154 21 3 0 0 0

5838 912 131 18 5 1 0 0

6601 1106 157 12 0 0 0 0

6512 957 167 22 5 0 0 0

6809 1094 162 27 6 0 1 0

6741 1058 193 36 7 2 0

7966 1327 166 19 0 0 0 0

7598 1378 247 72 10 3 2 0

9667 2097 497 123 30 6 2 0

4180 352 29 4 2 1 0 0

6522 1015 149 25 4 0 0 0

6595 1034 183 37 6 1 0 0

6628 1233 229 38 2 0 0 0

6916 1059 185 25 2 0 0 0

6796 1018 142 11 2 0 0 0

6756 1134 202 25 1 1 0 0

6008 1012 163 21 2 1 0 0

6876 867 114 15 0 0 0 0

6971 1008 145- 15 4 0 0 0

172

159



P

Table 12

,Proportion of Searches Resulting in a Match between

a Query and a Document Representation

Proportion of
searches re-
sulting in no
match between
query and doe.
representation

1 0.821

2 0.839

3 0.835

4 0.833

5 0.852

6 0.831

7 0.836

8 0.826

9 0.828

10 0.797

11 0.800

12 0.734

13 0.902

14 0.835

15 0.832

16 0.826

17 0.825

18 0.829

19 0.826

20 0.846

21 0.831

22 0.825

Proportion of searches resulting in a

match between a query and a document

representation at threshold level

1 2 3 4 5 6 7 >7

0.150 0.024 0.004 0.001 0.000 0.000 0.000 0.000

0.135 0.021 0.004 0.000 0.000 0.000 0.000 0.000

0.142 0.019 0.004 0.000 0.000 0.000 0.000 0.000

0.143 0.020 0.003 0.000 0.000 0.000 0.000 0.000

0.125 0.020 0.003 0.000 0.000 0.000 0.000 0.000

0.142 0.024 0.003 0.000 0.000 0.000 0.000 0.000

0.140 0.021 0.004 0.000 0.000 0.000 0.000 0.000

0.146 0.023 0.003 0.001 0.000 0.000 0.000 0.000

0.145 0.023 0.004 0.001 0.000 0.000 0.000 0.000

0.171 0.028 0.004 0.000 0.000 0.000 0.000 0.000

0.163 0.030 0.005 0.002 0.000 0.000 0.000 0.000

0.207 0.045 0.011 0.003 0.001 0.000 0.000 0.000

0.090 0.008 0.001 0.000 0.000 0.000 0.000 0.000

0.140 0.022 0.003 0.001 0.000 0.000 0.000 0.000

0.141 0.022 0.004 0.001 0.000 0.000 0.000 0.000

0.142 0.026 0.005 0.001 0.000 0.000 0.000 0.000

0.148 0.023 0.004 0.001 0.000 0.000 0.000 0.000

0.146 0.022 0.003 0.000 0.000 0.000 0.000 0.000

0.145 0.024 0.004 0.001 0.000 0.000 0.000 0.000

0.129 0.022 0.003 0.000 0.000 0.000 0.000 0.000

0.147 0.019 0.002 0.000 0.000 0.000 0.000 0.000

0.149 0.022 0.003 0.000 0.000 0.000 0.000 0.000
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and document representation is subtracted from 46,650. The resulting

quantity (Table 14 column 7) is divided into each threshold value for

the selected row in Table 11. Table 13 shows that for all runs, approx-

imately 84% of the searches found only one term in common betwe.m query

and surrogate; 13.3% found two terms in common; and 2.2% found three

terms in common.

6.5.2 Evaluation Based on Analysis of / Document Representations.

The cost model in Chapter 4 suggested that there is a cost of

creating, storing and retrieving a document representation. In Section

7.3 suggestions are made for using the cost of a representation as a

guide to selecting which representation, among a number of alternatives,

should be used against which to compare a query. As a step toward the

evaluation of this cost approach to representation selection, the results

of each simulation experiment were evaluated by recording the number of

searches that resulted in a match between a query and each of the five

document representation's.

Another motivation for this type of analysis has to do with the

composition of a document file. In a document file it would be expected

that there would be a number of document representations associated with

each document. That is, in addition to the bibliographic description of

the document, an abstract, a set of index terms, etc. would also be

present. However, it is not likely that all possible representations

would be present for every document in the file. For example, in a

document file, document A may only have associated with it a title
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Table 13
Proportion of Searches Resulting in a Match between

a Query and a Document Representation
(Excluding Searches Yielding No Matches)

Run
number 1

Proportion of searches resulting in a
match between a query and a document
representation at threshold level

2 3 4 5 6 7 >7

1 0.837 0.137 0.023 0.003 0.000 0.000 0.000 0.000

2 0.842 0.131 0.023 0.003 0.001 0.000 0.000 0.000

3 0.860 0.115 0.022 0.002 0.000 0.000 0.000 0.000

4 0.855 0.122 0.020 0.003 0.000 0.000 0.000 0.000

5 0.845 0.132 0.019 0.003 0.001 0.000 0.000 0.000

6 0.838 0.140 0.020 0.002 0.000 0.000 0.000 0.000

7 0.850 0.125 0.022 0.003 0.001 0.000 0.000 0.000

8 0.841 0.135 0.020 0.003 0.001 0.000 0.000 0.000

9 0.839 0.132 0.024 0.004 0.001 0.000 0.000 0.000

10 0.840 0.140 0.018 0.002 0.000 0.000 0.000 0.000

11 0.816 0.148 0.027 0.008 0.001 0.000 0.000 0.000

12 0.778 0.169 0.040 0.010 0.002 0.000 0.000 0.000

13 0.915 0.077 0.006 0.001 0.000 0.000 0.000 0.000

14 0.845 0.132 0.019 0.003 0.001 0.000 0.000 0.000

15 0.839 0.132 0.023 0.005 0.001 0.000 0.000 0.000

16 0.815 0.152 0.028 0.005 0.000 0.000 0.000 0.000

17 0.845 0.129 0.023 0.003 0.000 0.000 0.000 0.000

18 0.853 0.128 0.018 0.001 0.000 0.000 0.000 0.000

19 0.832 0.140 0.025 0.003 0.000 0.000 0.000 0.000

20 0.834 0.140 0.023 0.003 0.000 0.000 0.000 0.000

21 0.873 0.110 0.014 0.002 0.000 0.000 0.000 0.000

22 0.856 0.124 0.018 0.002 0.000 0.000 0.000 0.000
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representation and an abstract. Document Bimay only have associated with

it a title and a set of index terms. For document A an index term set

does not exist. For document B an abstract does not exist. Likewise,

not every information retrieval system would have all document represen

tations in one file. For example, one retrieval system may have a file

which consists only of document abstracts. Another retrieval system may

have a file which is composed only of index term surrogates.

The retrieval system simulator generates a number of different repre

sentations for each document. By monitoring the effect of query charac

teristic changes on the number of searches resulting in a match between

query and document representation, it should be possible to draw conclu

sions about which query characteristics to modify to interrogate a file

containing only certain document representations. For the 22 experiments

this data is summarized in Tables 14 and 15.

Table 15 is derived from Table 14 by dividing each element in Table

14 column 2 by 10,650, which is the number of searches performed against

representation number one (142 document representations times 75 queries).

(See Table 7.) Similarly, elements in columns 3 through 7 of Table 14

are divided by 10,650, 9,600, 9,225, 6,525, and 46,650, respectively, to

obtain values for Table 15.

6.5.3 Summary of Experimental Results.

In Table 16 and Figure 26 an overall summary of the results of the

experiments is presented. Both the table and the figure are derived from

Table 15. Table 16 is divided into pairs of columns. If it is desired
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Table 14
°umber of Searches Matching a Specific

Document Representation

Run
number

1

Number of searches resulting
in a match between a query and
document representation number

2 3 4 5

Total number of
searches result-
ing in a match

1 3905 2279 1078 777 305 8344

2 3502 2007 990 751 238 7488

3 3607 2057 1075 693 285 7717

4 3631 2124 1044 745 257 7801

5 3200 1858 901 695 251 6905

6 3735 2106 1085 695 255 7876

7 3604 2082 1041 682 254 7663

8 3827 2223 1043 730 276 8099

9 3718 2202 1097 742 278 8037

10 4466 2400 1276 971 365 9478

11 4205 2499 1328 932 346 9301

12 5528 3411 1815 1192 476 12422

13 2296 1183 575 346 168 4568

14 3546 2139 1005 738 287 7715

15 3641 2152 1029 699 335 7856

16 3802 2187 1052 754 335 8130

17 3881 2148 1120 738 300 8187

18 3789 2099 1068 751 262 7969

19 3688 2231 1143 760 297 8119

20 3343 1916 943 739 266 7207

21 3708 2144 1012 748 260 7872

22 3773 2224 1129 718 299 8143
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Table 15
Proportion of Searches Matching a Specific

Document Representation

Run
number

Proportion of searches resulting
ir a match between a query and

document representation number

1 2 3 4 5

Total proportion
of searches re-
sulting in match

1 0.367 0.214 0.112 0.084 0.047 0.179

2 0.329 0.188 0.103 0.081 0.036 0.161

3 0.339 0.193 0.112 0.075 0.044 0.165

4 0.341 0.199 0.109 0.081 0.039 0.167

5 0.300 0.174 0.094 0.075 0.038 0.148

6 0.351 0.198 0.113 0.075 0.039 0.169

7 0.338 0.195 0.108 0.074 0.039 0.164

8 0.359 0.209 0.109 0.079 0.042 0.174

9 0.349 0.207 0.114 0.080 0.043 0.172

10 0.419 0.225 0.133 0.105 0.056 0.203

11 0.395 0.235 0.138 0.101 0.053 0.200

12 0.519 0.320 0.189 0.129 0.073 0.266

13 0.216 0.111 0.060 0.038 0.026 0.098

14 0.333 0.201 0.105 0.080 0.044 0.165

15 0.342 0.202 0.107 0.076 0.051 0.168

16 0.357 0.205 0.110 0.082 0.051 0.174

17 0.364 0.202 0.117 0.080 0.046 0.175

18 0.356 0.197 0.111 0.081 0.040 0.171

19 0.346 0.209 0.119 0.082 0.046 0.174

20 0.314 0.180 0.098 0.080 0.041 0.154

21 0.348 0.201 0.105 0.081 0.040 0.169

22 0.354 0.209 0.118 0.078 0.046 0.1r,
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Table 16
Ranking of Experimental Runs

Based on Proportion of Searches Matching a
Specific Document Representation

Document
represen-
tation 1

Rank Run

Document
represen-
tation 2

Rank Run

Document
represen-
tation 3

Rank Run

Document
represen-
tation 4

Rank Run

Document
represen-
tation 5

Rank Run

1 12 1 12 1 12 1 12 1 12

2 10 2 11 2 11 2 11 2 11

3 11 3 10 3 10 3 10 3 10

4 1 4 1 4 19 4 1 4 15

5 17 5 8 5 22 5 16 4 16

6 8 5 19 6 17 6 19 5 1

7 16 5 22 7 9 7 2 6 17

8 18 6 9 8 6 7 4 6 19

9 22 7 16 9 1 7 18 6 22

10 6 8 15 9 3 7 21 7 3

11 9 8 17 10 18 8 9 7 14

12 21 9 14 11 16 8 14 8 9

13 19 9 21 12 4 8 17 9 8

14 15 10 4 12 8 8 20 10 20

15 4 11 6 13 7 9 8 11 18

16 3 12 18 14 15 10 22 11 21

17 7 13 7 15 14 11 15 12 4

18 14 14 3 15 21 12 3 12 6

19 2 15 2 16 2 12 5 12 7

20 20 16 20 17 20 12 6 13 5

21 5 17 5 18 5 13 7 14 2

22 13 18 13 19 13 13 15 13

1

Overall
ranking

Rank Run

1 12

2 10

3 11

4 1

5 17

5 22

6 8

6 16

6 19

7 9

8 18

9 6

9 21

10 15

11 4

12 3

12 14

13 7

14 2

15 20

16 5

17 13
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to determine which experiment resulted in the largest number of matches

between document representation number 2 and a query file, then the pair

of columns labeled 'Document representation 2 would be consulted in

Table 16. The table indicates that experiment nunber 12 resulted in

the largest number of matches for representation number 2 and thus ranked

first. The table also shows that experiment number 13 resulted in the

smallest number of matches between the representation and the query files,

and thus ranked last.

Since there are tie values in Table 15, there are tie rankings in

Table 16. For example, using representation ntraber 2, experimental runs

number 8, 19, and 22 all had rank 5. In cases where ties occur, the run

nuMbers for tie rankings are listed in ascending order within the rank.

The right hand pair of columns in Table 16 display tbe overall ranking

of the experiments based on the total nuMber of searches in a run that

resulted in a match.

Figures 26(a) through 26(d) present the same data as Table 16 except

in graph form. The left hand column of the figures show the initial rank

of each experiment. In the second column is the nuMber of the experiment

having the specified rank when ordered by the results for representation

nuMber 1. As one proceeds across the page to the right and follows the

same line, the rank of the experiment for each of the surrogates and the

total is displayed. For example, in Figure 26(a) the experiment having

rank 7 for the first representation is run 16 (E16). The rank of E16

for representatton 2 is also 7. For representation 3 the rank drops to

11; for representation 4 it is up to rank 5; for representation 5 it is

rank 4; and the overall ranking of the experiment is 6. Note that both
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E08 and E16 have final rank 1. Figure 26 is divided into four parts for

visual ease in following the rank patterns of each of the experiments.

Given the information in Table 16 and Figure 26, it is now possible

to draw some conclusions regarding which parameter changes in the query

files cause the greatest change in the number of matches between query

and document representation. There are two criteria that can be used

to determine whether one experiment produces better results than another.

It may be decided that a better query file is one which results in a

larger number of matches between document representationc and queries.

Alternatively it could be decided that a better query file is one which

produces a minimum number of matches. In the evaluation that follows,

the issue is not decided one way or another. It is believed that there

will be situations in which a large number of matches will be desired

and also situations in which the opposite will be true.

The single factor that caused the largest number of matches between

queries and document representations is an Increase in the number of

words in a query. Experiment 12 (file Q12 with D01) is uniformly ranked

highest for all surrogates. (In the retrieval system simulator, a query

consists of a boolean disjunction of words.) Thus the more words that

are added to a query, the more matches will result. Experiment 13 shows

that the smaller the number of words in a pseudoquery, the fewer searches

will result in a match.

In experiment 10 and experiment 11 the parameter that is changed is

the standard deviation of the number of words in the query. In file Q10

the standard deviation of the query length is 1, and in Q11 it is 4. In

both cases the mean query length is 5. (See Table 8.) Table 10 indicates

that the effect of both of these changes is an increase in the mean query
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length of the generated files Q10 and Q11 over the average query length

for all files. Both experiments 10 and 11 result in consistently high

rankings. It is presumed that the high rankings are due to the in-

creased number of words in the queries in these files.

Experiment 1 produces high rankings for all cases except represen-

tation 3. One explanation for this high ranking is extremely interest-

ing. There are a number of features that the document and query gener-

ation process have in common. They both use the concept of a starting

fraction of terms, and they both use threshold and transition probabil-

ities. Table 6 and Table 8 show that for those parameters that are

common to both, there is a close similarity in values. While some of

the rules and parameters are similar in the document and query genera-

tion routines, the process is a random one. That is, random variables

are generated independently in each routine, and the words that are

selected for initial inclusion in a document representation or query

are selected randomly. Aside from the fact that the routines are inde-

pendent, and random variables are emplcyed, the experiment that produced

a very high ranking was the one in which tha[document and lpery parameters

1

were the most similar.

Runs E16 and E17 have as their only difference the mean number of

subsets in each file. For Q16 there are 34 subsets and for Q17 there

are 14 subsets. Both runs produce relatively high rankings. It is

concluded that the mean number of subsets in a file does not materially

affect the number of searches resulting in a match. Just as good a

ranking could be obtained with a mid-range value of the mean number of

subsets in a file. For example see the ranking for E01.
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In query files Q08 and Q09 a change is made in the rule used for

selecting a base query. In Q08 a query generated chronologically later

in the sequence in a subset has a greater chance of being chosen as a

base query. For Q09 a query generated earlier in the sequence will be

more likely chosen as a base query. The simulation results indicate

that experiment E08 has a higher rank (except for representation 3)

than E09. Thus in the simulation model, in order to increase the num-

ber of matches between query and document representation, rules simdlar

to the ones used to generate Q08 should be used rather than the rules

used to generate Q09.

Taking another tack in the analysis, it is useful to determine if

there are certain query file parameter changes that result in a high

experimental ranking for only certain document representations. The

motivation for this type of analysis is presented in Section 6.5.2.

Experiments E02 and E20 are good examples of such a situation. In Q02

the parameter that is being changed is a high starting proportion of

terms. The ranking is uniformdy law except in the case of representation

number 4. In Q20 high transition probabilities and a low starting pro-

portion are present. Here again, .the ranking based on representation 4

is high Wale the ranking based on all other docunent representations

is low.

The two runs that produced consistently low rankings are E05 (in

which Q05 has high threshold values) and El3 (in which Q13 has the

shortest query length of any file). The pattern that is present in

Figure 26(d) of the curves following the same slope is due to the fact

that there are tie rankings for same of the surrogates. If the tie runs
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were given a unique rank number, the lines for E05 and E13 would move

horizontally across the page.

In summary, the experimental results from the simulation runs do

not provide conclusive evidence of the superiority of one method or set

of parameters for generating pseudoquery files. The data also indicates

that there are, in general, very small differences between the results of

one experiment and another.
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Chapter 7

Suj_.aam, and Conclusions



7. Summary and Conclusions

This dissertation has been concerned with exploring the structure

of information retrieval systems and in particular with developing new

methods for the evaluation of retrieval systems. Retrieval systems

can develop in two ways. First it is possible to develop systems based

on a theory which implies a complete understanding of the information

acquisition processes involved (e.g. information transfer, the meaning

of information, etc.). Alternatively, in the absence of such a theory,

systems can be built and used as experimental tools in order to eval-

uate tentative hypotheses about the retrieval process.

In the absence of a theory of how retrieval systems should work,

an ad hoc approach to designing systems has been pnarsued. The retrieval

systems that are currently in use all have a number of components or

sub-systems within them. These components, which have been previously

discussed in Chapter 2, include modules for the analysis of the content

of documents, rules for retrieving documents from a file, languages for

communication between the user and the system, and methods for organiz-

ing files of information.

There are a large num:---17 of alternative methods that can be used t3

construct a retrieval system. An important question that must be ana-

lyzed is how to decide which of the alternatives is best. Traditionally

such analysis has been done using the so-called measures of retrieval

effectiveness. It was suggested in this dissertation that measures of

retrieval effectiveness do not adequately evaluate the entire system

and that a mare comprehensive approach to the evaluation problem is

in order. Two approaches have been presented for retrieval system

190

177



178

evaluation: a cost model and a simulation model.

7.1 Cost Model Evaluation.

The cost model that was developed divides the activities involved

in the retrieval system operation in several ways. The first division

involves an allocation of effort for a given search between the user of

the retrieval system and the system itself. That is, either the user

can spend time and effort in correctly specifying his query, understand-

ing what kind of material is in the document file, haw terms are related

in the document file, etc., or a dialog between the user and the system

can take place in which this information is established by negotiation.

The negotiation process shifts some of the effort from the user to the

system. Thus there is a trade off between the cost to the user and the

cost to the system for the search. In addition to the division between

user and system effort, the model divides the total time during which

an interaction is taking place in7o three parts: pre-search activity,

search activity and post-search activity. During the pre-search phase

the user negotiates the query with the system; during the search phase

the user waits while the system searches the file; and during the post-

search phase the system displays the output for the user.

As with all models, the cost model of a literature searching sys-

tem is a simplified description of the reel_ situation. There are a

number of deficiencies in the model. The performance measure that is

used in determining the optimal allocation of effort between the user

and the system is simplified. The measure only considers performance
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as a function of user and system time. In all probability, a perfor-

mance measure is much mcre complex than this cost model assumes.

Another deficiency is that the model has not yet been verified With op-

erating data. Aside from these problems it is believed that the frame-

work that the model presents is a useful way of evaluating retrieval

systems as well as a meaningful method for arriving at an optimal allo-

cation between user and system resources.

7.2 Simulation Model Evaluation.

The second proposal that was made for evaluating retrieval systems

was the use of simulation. A simulation model was developed to provide

a framework for evaluation of retrieval systems. The simulation rou-

tines generate pseudo-documents and pseudo-queries to provide a data

base to evaluate retrieval techniques. Pseudo-documents and pseudo-

queries are used in the evaluation process rather than real documents

and queries in order to exercise control over the characteristics of

the documents and queries that are used in evaluating a specific re-

trieval system component. In this dissertation, the retrieval system

simulator was used to analyze the way in which the quantity of output

varied as a result of making changes in the way in which pseudo-queries

were generated. These changes included such things as varying the pro-

portion of terns that were randomly selected for inclusion in a query,

varying the probability that a word that appeared in one query would

appear in another query, and varying the number of words in a query.

Simulation has been used in many situations where analytic
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solutions to problems can not be formulated. In concluding this dis-

sertation it is important to ask whether simulation can be used to eval-

uate information retrieval systems. And it is also important to deter-

mine the adequacy of the simulation model described in Chapter 5 as a

tool for retrieval system analysis.

There are a number of criteria that can be used to judge the ade-

quacy of an evaluation technique. Specifically, the evaluation tech-

nique should be reliable in that it provides stable, dependable and

accurate estimates of perfomance and valid in that it measures what it

is that one desires should be measured. In addition, the methodology

should be as comprehensive as possible. The technique should also be

able to give clues as to how to change the system in order to improve

performance. Further, a desirable characteristic of an evaluacion tool

is its ability to analyze a system at a minimum cost to the investigator,

with a minimum investment in time for the analysis, and with maximum

reliability in the results that are obtained fr= the analysis.

The simulationmodel as developed in Chapter 5 can not yet be

considered as a good evaluative tool primarily because it is not yet

comprehenstve in its scope. The model does, however, provide a frame-

work from which further development work can be performed.

Several other deficiencies of the model exist which prevent it

being used without reservation. Most of these deficiencies occur be-

cause the process being modeled is not well understood. The first

problem has to do with the rules that are used to generate documents

and queries. The rules that are used in the simulation program are

incomplete in that they do not take into-account everything that is

known about documents and queries, such as the fact that different kinds
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of words convey different kinds and shades of meaning. The rules for

document and query generation are also inadequate because no empirical

studies have been conducted to establish that the relations between

words can be characterized as they are in the model (i.e. by making

probabilistic statements about whether words will be included or ex-

cluded from a document representation or a query . Thus given our

present state of knowledge about the formation of documents and queries,

the model makes only a first approximation at characterizing a very

complex process.

A furthcr deficiency of the simulation model is the method by

which the results of the simulation are evaluated. The only method of

evaluation that is used is to monitor the number of document represen-

tations that are found to match a query. Obviously the user of a re-

trieval system is concerned with more than just the quantity of material

retrieved. The user is also concerned with the relevance of the material

to his information need. Thus a serious deficiency of the simulation

model is that it does not consider the issue of relevance. One reason

why relevance is not considered is that there is no adequate theory of

what the characteristics are of a function from which one could predict

the relevance of a document to a user's need. Without such a theory it

is very difficult to simulate the process. A further reason for the

omission of a relevance fune:tion is the belief that it is possible to

gain some insights into the retrieval system evaluation problem by only

examining the quantity of material retrieved and not considering rele-

vance. (The evidence for this belief is presented in Chapter 6.)

A third area in which the simulation model is inadquate is in the

laa of alternative retrieval rules. The only retrieval rule that has
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been implemented is an overlap measure of the extent to which a document

representation and a query overlap. It would be useful and not at all

difficult to implement other rules to see their effect on retrieval re-

sults.

Given these deficiencies it is possible to draw some general con-

cluaions about this par-icular simulation model and about the use of

simulation for eviluating retrieval systems. The simulation model of

a retrieval srstem which is presented here, although not comprehensive

and although limited because of the above deficiencies, was used to

evaluate the way in which the quantity of output varied as a result of

changing the rules used to generate various query files. The experi-

mental design that was used to test the effect of changes in the query

generation process all4ed inferences to be made about the importance

of various query characteristics. Evaluation of this limited model

allowed prediction of ways in which the quantity of material retrieved

varied relative to query characteristics.

The current simulation model does not permit predictions about

the performance of retrieval systems in general. It does, however,

provide a methodological framework from which a more comprehensive and

complete model can be constructed. From the experience derived from

the development of the retrieval system simulator two facts should be

made explicit: the time required to develop this very simple model is

great (more than a year) and the costs of developing the model are

great both in terms of computer program development and program execu-

tion. (See Appendix 2.) In summary, then, the use of simulation as

an evaluative tool appears to have great potential, but it should be

realized that the time and cost to develop such a tool will be great.
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The current model is considered as a limited but useful tool for re-

trieval system evaluation.

7.3 Future Research.

One of the more Important goals in the future development of re-

trieval systems is to make the systems more adaptive to the needs of

the user. [72]. There are a number of ways that this gcal can be

accomplished. A promising approach is to incorporate into retrieval

systems methods for learning and feedback to Improve system perform-

ance. [45].

It is believed that the cost model of a retrieval system presented

in Chapter 4 and the simulation model of Chapter 5 can be integrated

to provide an environment within which an adaptive search system for

information retrieval can be evaluated. The cost model currently per-

forms two functions. It determines an optimal allocation between sys-

tem and user effort based on a performance measure anJ the cost of both

the system's and the user's time. In addition, the model determines Vie

total cost for searching and storing the documents in the file. For a

given query or query subject category it would be poscthle to record in

a matrix the cost to store and retrieve a specific document represen-

tation using a specific retrieval rule. Recording could be done for

all possible retrieval rules. Given the matrix of cost quantities ard

a query, the retrieval system simulator could be designed to salect a

specific document representation to compare the query against based ou

the values in the cost matrix. The representation/retrieval rule
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combination picked to compare the query against would be the one having

the lowest cost entry in a given row of the cost matrix.

Once the tmer of the system had reviewed the documents retrieved by

the literature searching system and determined the relevance of the

documents to his information need, this information about relevance

could be incorporated into the cost matrix in order to modify the cost

entries. The effect of such a modification would be to create a new

entry in each cell of the document representaticn/retrieval rule matrix

reflecting both the cost and the benefit of a particular combination.

The matrix could be continually modified to reflect the changing assess-

ment by the user of particular system strategy.

_ 197



Appendix 1

Measures of Association

198



4ti

Atpor n4114 I-

Mos44t4r4o* or AAnoct4tIon

A common problem that is faced in many disciplines Ls (to measure

the similarity of objects. In the field of information retrieval the

problem is to measure the similarity of the content of documents. If

it is desired to use clustering techniques to group similar documents

together, a measure of similarity must Je. computed in order to correctly

assign a new document to the group to which it is most similar. If a

query representation is being compared to a number of document represen-

tations, there needs to be some method of measuring the degree of match

between each query representation-document representation pair. If

associative searching is to be employed, an association matrix must

be previously constructed. This requires that the extent to which terms

in a document collection co-occur with one another be computed.

There are a number of different methods that can be used to compute

similarity. It is possible to simply measure spatial distance between

objects to determine similarity. The type of measure that is used will

depend on the characteristics of objects and the way they are represented.

Two possible measures for this are Euclidian distance and Hamming dis-

tance. A second category of similarity measures is correlation coeffi-

cients. The reader is referred to standard statistical texts such as

[34] and [39] for a discussion of these measures.

The third type of similarity measure is the group employed most

frequently in information retrieval systems. They are known as measures
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!Pit). Ktem, 1101) 44141 4.4tat 4a4 Sneath 11::I c'ttwrit tIonue proni4v.

S44441 an0 Sneath have suese-,ted several possible methods tor eval-

uating the meamurs. 11221. It 1.4 possible to examine each association

measure to determine its numerical bounds as each element in the measure

goes tu a limit. It 13 also possible to compute the expected value of

each measure. Still other methods of evaluation include de,6ermining

whether a weight can be attached to the presence of a particular repre-

sentaLlon used to compute similarity. Or alternatively it is possible

to evaluate the measures on the basis of whether they take into account

the dissimilarity as well as the similarity of objects. In Figure 27

a notation is presented which will be used to express in a slandard

form a number of association measures. The 2 x 2 table shows two

'properties' - property A and property B. Kuhns suggests a number of

interpretations of a property, one of which is the following. [70, p.

331. When a set of index terms is assigned to a document, the terms

became properties of the document. Information about the presence or

absence (or weight) of a pair of terms in all documents of a collection

can be used to calculate the association between those terms.
6

The

figure shows that each of the two properties can either be present or

absent. Consider the case of index terms assigned to a document. For

a collection of documents, there would be a total of 'a+b' documents in

6. Researchers in the field of numerical taxonomy refor to these
properties' as operational taxonomic units. [122].
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Sokal mid ;tteitt. ilk./ have sunmarized a number of measures. 1122.

p. 129-1.301. W:Ing the standardized notation, the formulas are presented

in Table 1H. In the table the association measures are classified accord-

ing to whether or nut the preuence or abscnce of a match is accounted for.

In addition the measures are classified according to how matching is

weighted in the denominator of the formula. The name of the originator

of the measure is shown above the measure in the table. Table 19 sum-

marizes a number of other measures of association that have been suggested.
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figuits 27

Standard Notation for Association McWitat,

Property

Property

A

R Noc B

a b a+b

1-- Not A

------.

c d c+d

a+c b+d 1



Symbol

V

4ble

Solitary of Assoc tat ton Mea,sArvs Kuhn,

N411* Formui,4

Area of
seporation

Rectangular
distance

Proportion
of overlap

Conditional
probability
on weak
evidence

First
probability
difference

Second
probability
difference

Angle
between
vectors

Modified
proportion
of overlap

Linear
Correlation

Yule
Coefficient of
colligation

Yule auxiliary
quantity

Index of
independence

21/n

a/max ((it+b), (a+c)i

a 11(a4c)+(a+b)/niianti
TE7471ET47;475

6/min((a+b). (a+c))

b/maxl(n+b)(1 - a+b), (a+c)(l

d/nin((a+b) (1 -

(SW (a+b)(a+c)

a+c))

a+b a+c
), (a+c)(1 ---))

fl

26/[(a+b) + (a+c)]

agad+bc)2

nogad+bc)

riS/[(a+b)(a+c)]

2;r't 3

-
a+b

)(1
a+c)
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Denominator

Matched and
unmatched
pairs are
equally
weight.:4

Matched pairs
carry twice
t he weight of

unmatched
pairs

41-

" 44 .4 it 100 liete.louter br ti sot+)

Noitative Matches in Numerator

Excluded

(Jac c art! Sneath)
a

(Russel and Rao)
SI

II

(Dice, Sidrensen)

2a

2a+b+c

ludy4

(Sokal and Michener)
a+d

2 ( a+d)

a+d+n

Unmatched
pairs carry
twice the
weight of
matched pairs

a

a+2(c+b)

(Rogers and Tanimoto)

a+d
b+c+n

Unmatched
pairs
only

(Kulczynski)
a

b+c

a+d
b+c

Marginal
totals

(Kulczynski)
1
[ (a/ a+c)+ (a/ a+b) [ (a/a+c)+( a/ a+b )

+(d/b+d)+(d/c+d)

Marginal
totals

(ochiani)

al/ (a+c) + (a+b) abb/ (a+c)(a+b)(b+d)(c+d)

Adapted fram [122, pp. 129-130.
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Maron and Kuhns [ 861

Maron and Kuhns [861

Maron and Kuhns [ 86]

Stiles [126]
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1.1 $,Istwker tol,,t9wst

The gomputor programs weed tor the imutation eaporkment* in thi*

paper were written in PL/I Version 4 lasing the Operating System (OS) on

an taht System/360 computer. Program thavelopeent was performed on *

360/40. Production runs were made on a 360/40 end 360/91. Table 20

lists the approximate number of source statements for each progrAM

along with the number of routines comprising the program.

in Table 21 the mean execution time for each program and mean in-

put/output count is given, along with the number ot observations used

to calculate the mean value. In the table, the timings for the query

analysis phase of program execution are shown in three parts corres-

ponding to three phases used in the analysis.

As noted above, program execution was performed on two different

computers. It was also performed at two different computer centers.

Due to different accounting methods it may not be possible to compare

computing performance based on the figures supplied. It should be

possible to make order of magnitude estimates of the differences in

computing speed between the two machines.

All the programs are parameterized so that only control cards

need be changed from one iun to another.
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Program name

Table 20

Program Size

Number of routines
comprising the

program

Approximate
number of

source statements

Thesaurus generation

Association matrix
analysis

Document generation

Document analysis

Query generation

Query analysis

Search'

Evaluation

7

1

11

3

12

3

1

1

2 8

400

120

600

350

520

240

110

450
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Table 21

Program Execution Timings

Program name Number
of runs

Machine Average

execution
time

min:sec.hund.

Average

input/

output

count

Thesaurus
generation

1 360/40 22:46.30 790

Association
matrix
analysis

1 360/40 3:57.20

q

956

Document
generation

1 360/40 23:49.40 3514

Document
analysis

1 360/40 7:3b,70 16444

Query
generation

15 360/40 2:23.00 987

Query
generation

9 360/91 4.58 195

Query Anal-1 15 360/40 22.88 1780

Query Anal-1 9 360/91 0.82 202

Query Anal-2 ( 13 360/40 43.28 2609

Query Anal-2 9 360/91 1.83 679

Query Anal-3 13 360/40 21.80 2823

Query Anal-3 8 360/91 0.98 657

Search 1 360/40 42:26.40 758

Search 23 360/91 77.36 867

Evaluation 1. 360/40 7:03.50 5907

Evaluation 23 360/91 9.37 823
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