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PREFACE

The idea of writing an overview and assessment of the research
literature on the comprehension of meaningful verbal discourse in
educational media originated in 1965 with a Study Panel, of which I

was a member, established under Title T of the National Defense
Education Act of 1958. The members of the Study Panel felt that such

a review would be useful to educational planners‘ and policy-mekers,
researchers, and designers of instructional materials. I was persuaded
to undertake this review, but at the time, neither I nor the other
members of the panel had a realistic idea of the dimensions of the task.
That the literature of this field is so enormous and that relevant

work is going on in such a wide variet; of domains is in itself a
finding that justifies the assignment.

The time, staff, and budget requested for this project was grossly
underestimated. Extensive as this report and the accompanying bibliography
is, circumstances have forced me to compromise my standards, and I
would be the first to admit that the report is somewhat superficial
at mary points. The bibliographical search could have been expanded
in many directions , and there could have been a more thorough examination
and critique of the literature in certain areas. Major emphasis has
been placed on literature produced in the period 1961-1970, but much
selectivity had to be exercised because of the large amount of material
available., Undoubtedly I have missed a number of important items,

It is my hope that this document will to some extent serve the
function that is the objective of any survey of this kind--to organize

the present state of our knowledge into a framework such that duplication
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and redundancy in research will be reduced, ongoing research can be

facilitated, and contemplateli research can take note of the gaps and
neglected areas that have become apparent in the process of mapping

the terrain.

Miss Mary Harcar, a Research Assistant at Educational Testing
Service during 1968-1969, was of much help in the early phases of
assembling the bibliography. I am grateful to her, as well as to the
typing, clerical, and editing personnel at. ETS who assisted in putting

the report together.

John B, Carroll
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SUMMARY

This review, based on a survey of more than 1200 items in the
research literature, begins by attempting to outline a theory of language
comprehension and learning from language. A lengthy chaptér is deveted
to problems in the measurement of comprehension and of learning from
connected discourse. It then considers, in successive chapters, the
role of various kinds of factors in promoting comprehension and learning
from connected discourse: stiiﬁulus characteristics such as readability,
listenability, vocabulary, grammatical structure, and logical organization;
stimulus 'modality (audition VS. vision); manner of presentation;

factors in learning and memory; and individual differences. Problems

for further research are pointed out.
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Chapter 1

INTRODUCTION AND SCOPE

Even in various educational media such as films, television, and pro-
grammed instruction, by far the largest amount of teaching activity involves 1
"telling things" to students, whether by speech or the printed word. A
picture is usually meaningless without a caption, and most educational films
would be only minimally intelligible without sound track or titles. In
instructional television, it is common practice for the lecturer to perform
as if he were in a classroo;;l. Programmed instruction makes liberal use of
verbal messages. It seems obvious that meaningful verbal discourse (MVD) is
the priméry tool of teac.hi'ng. We expect students to learn most things by
being told about them. '

It is the purpeose of this review to bring together, and to interpret,

for their possible utility in the preparation and use of educationsl media,

available research find,"ings concerning how pupils understend, learn, and

remember the content o'f MVD. The review will also identify gaps in the

research literature a‘-:,’d point out problems for further research.
The scope of the review can perhaps best be indicated by starting from

what Schlesinger (1966b, p. 227) calls a "faceted" definition of communicabili- 3

ty research. According to him, communicebility is

R

‘ease ' written
the with which linguistic material in form with
readiness spoken
cognitive\; ‘ content decoded
(given) characteristics of is by members of
emotional I\style encoded

a (given) population. The faceted definition may be read, then, in 25 = 32

LS
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ways by taking each member of a pair in combination with selections of one

ease

term in each of the other pairs. I:. the pair { } s, ease focuses

readiness
attention on the characteristics of the material, whereas readiness refers to

characteristics of language users.

decoded

By including the pair { } Schlesinger embraces both problems of

encoded
understanding and production. The present review is not concerned with
problems of how people produce language (except incidentally in connection
with the problems of how appropriate instructional materials can be produced).
It is concerned essentially with how people (more specifically, pupils or
students) decode linguistic material, i.e., understand it, and more than that,
how they learn and remember the coﬁtent of the material. Let us, therefore,
adapt Schlesinger's definition to our purposes by deleting the word "encoded."

But we must add several phrases in order to delineate the complete.scope
of this review. The ease or readiness with which linguistic material is under-
stood depends not only upon some of the factors already ﬁentioned in Schlesinger's
definition but also upon a% least two other important factors: (1) the supporting
context of the message, e.g., the immediate phyéical environment, the spesker-
hearer relationship, or a still or moving picture that illustrates some aspect
of the message, and (2) the munner of its presentation, e.g., whether fast or
slow, in a single presentation or in repeated presentations, with or without
feedback of information concerning the student's response to the material, etc.

A description of what this review intends to cover can therefore be stated as:
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(ease . spoken
the 4 .& with which linguistic material in form
lreadineSS written

cognitive) content

presented in a (given)

with (given) { characteristics of {

emotional[ style j ’

with

manner, { } supporting context, is decoded (understood, learned,

without
remembered) by members of a (given) population. By "egse" of decoding (under-
standing, learning, remembering) we mean the degree to which there is under-
standing, learning, or remembering on the part of the student. By "readiness"
we mean the degree to which the student is able to understand, learn, Or
remember, as a function of his aptitudes, previous experiences, .likes; pref-
erences, goals, etc., interacting with the content and style of the message.
We will deal with both spoken and written messages;lwé will address ourselves
mainly, however, to their cognitizg_rather than to their emotional charac-
teristics, but we will deal with factors of both content and style. Presen-
tation and contextual factors will be given sttention. We discuss later
(Chapter 3) what may be neant by "decoding," "understanding," "learning,"

and "remembering." The populations with which we will be concerned are
primarily'populations of school learners, at any age from the kindergarten

to adulthood.

This réview will focus on how people learn from language, not on how they
learn languagé.‘ While an attempt is made to point out the particular problems
in learning from language presénted in "educational media," actually the focus
is upon learning from language in ggx_context, the classroom, the study, thg
library, or whatever. The only special characteristic of educational media

that is of interest here is the fact that ordinarily they present highly

... 8
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standardized, controlled, and repeatable sequences of verbal discourse. (One
can show a film a number of times, whereas a teacher's verbal output will normal-

ly differ from occasion to occasion.) In fact, most of the research literature

on instructional film and television seems to indicate that use of these media
produces very much the same degree of learning as direct instruction. Much

of this review will cover findings from the experimental laboratory or from

cbservational settings wher;a there were no special "educational media" other
i than perhaps a blackboard and chalk, or a textbook.

It may be asked, why study learning from verbal discourse? Most of us
live in an environment constantly filled with meaningful verbal_discourse,

end we think we understand all or most of it. In the first place, the MVD

that we are most accustomed to and believe we nearly always understand is
what may be called "everyday speech.'" The German languege, in fact, has a

special term for this kind of language: Umgangssprache. The reader may be

reminded, however, that many kinds of language we encounter in daily life-- ' |

editorials in newspapers, certain public speeches, etc.--may not be as

readily understood as everydey speech., Secondly, as educated adults we may
feil to appreciate the enormous variations in understanding of language, on

the part of children or of less educaﬁed adults. An examination of the

e e e e e+

results of almost any reading or listening comprehension test will convince
one that the‘average level of performance in understanding verbal discourse
that departs from everydsy language' is fé.r from justifying any assumption
that pupils understand everything they hear or read. But these compfehension
tests usually measure only immediate understanding of language mat'erials.
after one pregentation; any teacher knows that even if the child understands

something upon its first presenté.tion, this does not mean that he will retain

-
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it over long periods. Therefore, we must study not only language comprehen-

sion but also the phenomena of learning and retention.

i Obviously, some of the failure to comprehend and retain the contents of
verbal discourse mey be attributed to the child's lack of maturity and educa-

tion; the child fails to understand hecause at the time he is tested he has

not learned enough ebout language and the world about him. Ordinaril_y,
teachers. attempt to choose educational medj.a that are appropriate totthe
educational le\‘re.'l of their classes, ‘nut it is not always easy or possible to
do so;' eiren 1f there‘were sure guides to assessing the verbal difficulty of

educational' materiais teachers would still face the fact of considerable

heter_'ogeneity.'o'f'. verbal ability in their classes.
| ‘ ’ It ""is. thebas1c _premise of the present review that pupils' failures in
‘; comprehen51on (and retention, insofar as comprehension is a prerequisite for
R " it) are due at least in part to the characteristics of educatlonal ma.terlals
' .themselves er to the wa.ys in Whlch they are presented and used. Verbal dis- :
: ..colurse -1n‘_edncethnal_'medle, besides being sometlmes of inappropriate diffi- 1
, ) .culty.'- levei-: for the fintended audiences, is often needlessly complex, poorly ;
; : organlzed a.nd poorly presented I have tried to‘ p’oint out hoﬁ res ee.rch é
llterature suggests ways to improve the preparatlon and presentatlon of {
verbal .dJ_.seQurse ;.n :_educatlonal media, end how there can'be.more adeqhate ;
' matehi:ng of educatlonal material and .media with student »capa.c‘:'ity to .'profit é
from the's_e ihet'eriais ._f‘: The literature will be cdnsidered_under;»the :ffvo‘llowinig -
headlngs ' - . ' ‘ S ) | '
Ca Messagevand -messa-.ge s.oulrce rarlables, i e. ,b va.rdables hav1ng N ’
to do w1th the content of the message 1ts phraseology s style, g
. a.nd constructlon a.nd 1ts source..t (See Chapter h) R |

m;-‘ L

y
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Stimulus modality factors, i.e., whether presentation is
auditory, visual, or audiovisual, and whether it is combined
with other types of presentations (e.g., pictorisal) that
provide supporting context. (See Chapter 5)

Presentation factors, i.e., factors having to -do with rate,
frequency, mode, and structuring of presentations.. (See
Chapter 6) : ‘ : L o

Phenomena. of learning and retention. (See Chapter T)

‘Student factors ,.;i.e., variables concerned with the charac-

- teristics and the educational background of the student.

(See Chapter 8)

The potential scope oi _any. thoroughg01ng treatment of learning from verbal
discourse is enormous; 1t covers large areas of the psychology of learning

and the psychology of la.nguage., -1 must impose certain 11m1ts upon the present

In: spe=c1a11zed areas that have already been covered by

‘ publ:.shed rev1ews, I w1ll present only the maJor concluslons :

\1,

of these rev1ews, w1th a.ny addltlonal updatlng a.nd 1nterpre-_
tatlon that maJ seem approprlate

Attentlon w1ll be focused on learnlng from MVD that 1s 1ntended

¥

to \11nstruct or at least to 1nform., L1ttle attentlon will be

pud to MVD that 1s prlmarlly 1ntended to persu e students or:

to change thelr att1tudes ,' except to the extent that the

1nformat1ve functlon of such dlscourse 1s also recognlzed

L 4
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Attention will be restricted largely to MVD put forth by a
single sourcz, in contrast to MVD that arises in the course
of a dialoguz or a sequence of classroom interactions. Thus,
I will be concerned usually with "one-way" communication from
a source to a pupil or group of pupils.

I shall not be concerned with problems of language acquisition
or with learning to read. That is, the research to be reviewed
here generally assumes %hat the pupil is already "competent"
to recognize the elementary units and patterns of a meaningful
verbal discourse, whether it be in spoken or written form.

Tt is difficult to state this assumption precisely, because
there is always the possibility that even though the student
"knows the language" and "can read" (in the sense of being

gble to decode printed words into their spoken counterparts),

‘his failure to comprehend a particular discourse may stem

from his lack of knowledge of particular words or syntactical
patterns contained in it. Thus, I will consider problems

of language acquisition and comprehension that arise beyond

the stage of "primary language acqliisition" or of "béginning

reading." .

I shall not be concerned with ;prob;l._ems of euditory or visual
.de.f‘iiciencies.v’..érl with _c'ondi:tvion_s under whic;h mes.s,‘age_é are
preséntg_d with low s._ignél-‘t_o—noi‘s:é' retio or poor ’fi_de;lvity s
poor 11lumination or vieving, ete. et is, the research to_
‘be considered here aswmesthat the pupil is capable of hearing’

. or seeing the message, and that the conditions under which . .°

"o
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the message is presented enable him to do so with no essential
loss of information. It is often the case, ofbcourse, that
educational media that present MVD are poorly seen or heard,
but conditions that result in such poor seeing or hearing
(with any consequent loss of comprehension or learning) are

not within the scope of this review.

Previous Reviews of Learning from MVD

It is my intention to prepare a review that will overlap minimally, with
other reviews of problems in learning from educational media that have been
prepared for the NDEA Title VII Study Committee (May 1965a, 1965b, 1966;
Briggs, 1967) or a review by Travers (1967) of certain problens in audio-
visual education. Nevertheless, I wish to point out the relation of this
review to certain other interpretive literature summaries.

The general problem of learning from MVD seems never to have been sub-
jected to a thoroughgoing literature reviev. »'I'here. are, of coﬁrse, many

reviews and even whole “teictbooks devoted‘to the pSychology of learning in

_ gener or to pa.rtlcular aspects of 1t but w1th a few exceptlons (e.g.,

Ausubel, 1963 1968) these have not cons1dered speclflcally the subject of

learnlng from MVD The characterlstlc approach of psychologlsts to problems

.of learnlng has been to attempt to deal w1th it in terms of general principles,

drawmg heanly from the llterature on anlmal learnlng and on human learnlng

of nonsense syllables or a.rrays of s1ng1e 1solated words. Insofar as certain

: general pI‘lnClpleS may have relevance for the learnlng of MVD they cannot ‘be:
b,1gnored or d1sm1ssed but d1scourse learnlng presents certa1n spec1al problems

N 'for theoretlcal and general psychology that have been for the most part

e T
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(The nature of these problems will be described

overlooked or gidetracked.

and elaborated in Chapter 5.) For example in Keppel's (1964) review of
"yerbal learning" in children, any problem relating to "verbal or langudge
earning being defined to refer

pehavior" is specifically excluded, verval 1
only to learning of nonsense syllables, word lists, and the like
This is not to s&y, of course, that phenomena having to do with the
learning of or from meaningful verbal discourse have escaped the attention of
psychologists. A paragraph memory test, in which the subject was required to
listen to & short paragraph and then repeat it verbatim, was & component
of early intelligence tests (Binet and Simon, 1908; Terman, 1916). William

280~ 283) wrote of the sub

nts on the learning of conn

James (1890, Vol. I, PP- jective phenomena involved
)

in understanding & sentence. Early experime

(1903) and Lyon (1917) «

ected

The first

discourse Were performed by Henderson
¢ to have been the

full review of research literature in this area appear

one by Welborn and English (1937), who were concerned mainly with the
differences between what they called nyerbatim" and "ogical" learning.
(Roughly, verbatlm learning is learning of & discourse, i.€.» its exact words,

g learning from & dlscourse, i.e., its content

"1ogical" learning i
oblems of MVD learning in

while

19L0) touched on certain pr

and ideas.) stroud (
his review of research in school learning. Although & number of psycholo-

ams on learning from MvD (e.g., Cofer, 1941,

s have mounted research progr
e review of findings s1nce

gist
1956) there appears to have been no major literatur

gllsh rev1ew cited above
(1963, 1968) but they do not prov

There have been SOmS important

the Wel‘born and En
ide

writings in this fleld by Ausubel
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comprehensive literature reviews and are devoted to the exposition of a
particular theoretical position. There is a highly useful summary by Petrie :

(1963) but it is restricted to studies of "informative speaking" and does not

Ll e

provide a detailed analysis of the literature. Reviews of 'readsbility" and
listensbility research by Chall (1958) and Klare (19%3) are helpful but concern |

’ themselves largely with certain message style variables in comprehension.

.

Travers (1967) has reviewed literature bearing on the comparative efficiency
of auditory and visual presentations of MVD, but his concern is mainly with
, problems of information transmission and channel capacity. The summary of
studies in instructional television and film that was prepared by Reid and
MacLennan (1967) is useful but. is not focused on the particular problem of
learning from MVD.

In the published literature, then, there seems to be no comprehensive

review of work on learning of or from MVD.

e e g S i e = ¢ e
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Chapter 2

SOME THEORY

At the highest level of abstraction and yet simplicity, we may sey that
leming from meaningful verbal discourse tekes place when some more or
less permanent change occurs in a person's cdnceptual structure as a result
of his having received a verbal message, with the proviso that this change

of conceptual structure has some sort of veridical connection with the con- }

tent of the message. For example, when a person hears the message 'Your

T e

house is on fire" we may suppose that he has "learned" from this message if

RN, )

he now "knows" that his house is on fire, or at least entertains a belief in

the possibility that his hoﬁse is on fire. His knowledge or belief about the

O erTd

state of his house is, presumably, a change in his conceptual structure, since

he did not previously know or believe that his house was on fire. Any further

St L

response he may make, such as running to sound an alarm, or perchance saying
"I'm delighted" (if he hoped all along it would burn down), is irrelevant to

the fact of learning. Now of course, he may have already become aware from

another source that his house was on fire, in which case the only change in
his conceptual structure is his knowledge of the fact that his informant
knows this too and felt impelled to tell him. In this latter case, we would
probaﬁly sgy that there was no learning, at least no lea.rhing of the content
of the message, and it is to exclude such a case that it may be necessary to
require that the change of concepbﬁal structure have a veridical connection
with the content of the message, that is, that the change corresponds to

information built into the me‘s,,sage. Nevertheless, even without a change of

conceptual structure there could still be a kind of understanding of the
' .+ _message in the sense that the hearer could verify its truth or falsity or other-

wise evaluste it. We will try to explicate some of these concepts below.

RO SRS
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One idea that has been introduced is that of conceptual structure.

Already the use, of this phrase will signal that I tend to favor what may be
called a cognitive account of mental activity, in contrast to the rigid

behavioristic account that has been favored by some writers and that attempts

to describe human behavior purely in terms of observable stimuli and responses.
An eérly example of such an account, as applied to language behavior, is the
little story that the linguist Bloomfield (1933, pp. 22-2T) tells &bout
how Jill gets Jack to fetch her an apple from a tree:

Suppose that Jack and Jill are walking down a lane. Jill is hungry.

She sees an apple in a tree. She makes a noise with her larynx,

tongue, and lips. Jack vaults the fence, climbs the tree, takes the
apple, brings it to Jill, and places it in her hand (Bloomfield,

1933, p. 22).
According to Bloomfield, Jill made a "linguistic substitute reaction" to her
hunger and her sight of the apple in the tree which, for Jack, constituted a
"linguistic substitute stimulus" that resulted in his '"practical reaction;"
i.e., vaulting the fence and getting the apple. Bloomfield ciuncludes that

"language enables one person to make a reaction (g) when another person has

the stimulus (S)" (p. 24; italics in the original). Evidently, Jack's
nderstanding of Jill's speech (and presumsbly his learning from it) is indexed,
according to this account, by the "practical reactién" ‘he made that satisfied
Jill. Obviously, this account is highly ove.rsimplified; yet it is about as

far as we can go if we restrict ourselves to observing overt responses. For
all we know, Jack éo_uld have been responding to a pointing gesture; perhaps
Jack wculd have fetched the apple even without a sign from Jill; maybe Jack
didn't even understand Jili's language; etc., etc. Even if we examine tﬁé

structure of Jill's utterance (e.g., "Jack, get me an apple in that tree!") in
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terms of other utterances Jack and Jill might exchange on.this or other oc-
casions, i.e., the whole corpus of utterances in Jack and Jill's language, We
might not be able to trace the connections between "practical events' and
"linguistic substitute reactions (and stimuli)" that could account for the
sequence of observed events. In fact, even the account which Bloomfield gave
did not completely exclude certain unobservable variables--Jill's hunger,
Jill's sight of an apple.

Undoubtedly, the most extensive attempt to develop a rigorous behayioris-
tic account of language behavior is that of Skinner (1957) . According to
Skinner, "the listener can be said to understand a speaker if he simply behaves
in an appropriate fashion. . . . In 'instruction' we shall see that he under-
stands to the extent that his future behavior shows an appropriate change.
These are all ways in which we are said to 'understand a language'; we respond
according to previous exposure to certain contingencies in a verbal environ-
ment” (p. 277). Skinner goes on, however, to describe "another process" that
is involved in understandi.ng:

Suppose we start to read a fairly difficult paper. We respond

.correctly to all the words it contains, so far as dictionary meanings

go, and we are familiar with what is being talked about; still, we

may not understand the paper. We say that we do not "get it" or do

not "see what the writer is driving at" or why he says what he says.

What we mean is that we do not find ourselves responding in the same

way . The paper does not supplement verbal behavior in us which

exists in any considerable strength. We possess each of the responses

in the sense that it is part of our verbal repertoire, but we do not

tend to emit it under the same circumstances as the author of the

paper. This meaning of understand is in accord with the layman's

use of the word. We understand anything which we ourselves say with

respect to the same state of affairs. We do not understand what we

do not say. We misunderstand when we say something else with the

same words--that is, when we behave in a glven way because of the
operation of different variables.

LARL
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Suppose, now, we go over the paper again--as we must if we are
ever to understand it. What processes will explain the changes which
take place? Intraverbal sequences established during the first read-
ing will, of course, leave their effect: the paper will now be familiar.
To some extent, therefore, we will tend to say the same things. Through
this process alone we might eventually memorize the paper. But that
would not be enough; we might still say that we dc not understand it,
though we should probably say that we now understand it to some extent.
Other processes must take place if we are to get the point the writer
is making. Instruction [in a special sense] . . . will probably occur.
Some sentences in the paper will present two or more verbal stimuli
together in what we call definition; the resulting change in our be-
havior will bve felt when these responses occur separately elsewhere
in the text. Other sentences, through predication, will produce other
transfers of response by increasing our "knowledge." Our behavior
will be altered on subsequent readings in the direction of increased
understanding because our usage will then be closer to the writer's
(Skinner, 1957, p. 278).

A basic paradox presents itself in such e "behavioristic" account: the
descript'ion inevitably involves subjective terms-—-terms that are inadmissible

within the behavioristic framework: 'we do not find ourselves responding in

the same way" as the writer when we do not understand him. . . . When we are
informed by definitions appearing in a text, "the resulting change in our

behavior will be felt when these responses occur separately elsewhere in the
text." "Our behavior will be altered on subsequent readings in the direction

of increased understanding. . . ." (Emphasis added.) A strictly behavioristic

account seems ultimately unable to deal with a person sitting quietly reading
a book and making subjecﬁive responses to it, whether those responses i‘epre-
sent understa.ndi_né, misunders'tandi'ng, Or hopeless lack of comprehension, for
there is little chance that one could ever tré.ce lail the consequencés of those
responses in some future behavior, pé.i*ticularly since some of the future b._e-
havior itself would be 1a,i‘éely unob’s"erv_ablbe.

| There have be.er'lbther- accounts of thé behavioristic type. For example,

Staats (1968, pp. 511 ff.) warns against thinking that "comprehension" involves

.19




~15-~

"some ineffable 'mental' process" and claims that instead it involves the pro-
duction of 'new sequences of classically conditioned meaning responses' on
the analogy of sensory conditioning (p. 513). Although Staats has conducted
much experimental work on the production of such meaning responses, there is
at present some question as to whether his results can be accounted for by
a strict classical conditioning interpretation (Rozelle, 1968). In any case,
the only advantage of Staats's account over Skinner's appears to be that it
attempts to describe the moment-to-moment responses of the reader or hearer
to language, even if they are unobservable, and refer them to constructs
arising from general behavior theory. ‘In this sense Staats's account repre-
sents a transition to a cognitive type of theory that I will now present, or
pérhaps to the type of "neo-behavioristic associationism" espoused by Berlyne
(1965) . |

The cognitive view uses the data of subjective experience along with
data from objective observations to construct a:model of mental activity that
hopefully éan be refined and confirmed by further experimental investigation. bIt
views the higher nervous System as an entity that receives, processes, transforms,
and puts forth information through a series of detectable stages or cycles.
Among the proponents of varieties of cognitive theory are Hebb (1949), Simon
(1957), Neisser (1967), and Reitman (1965). One of the essential ideas of the
cognitive view is that the information-processor contains some sort of storage
of memory traces accumulated (undoubtedly with certain transformations) from
previo&g“éxperience' this_storage contaihs an enormous humbef of schemas, more
or less endurlné patterns of bra1n—act1v1ty deallng with the 1nd1v1dual's experl-
ences of his own m1nd hls body, h1s sehsatlons and- pérceptlons h1s envlron-

ment, etc; This storage is contlnually belng added to, as new experlences

]
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accumulate, they tend to have the effect of transforming or modifying the
already existing schemas. Somewhat on the analogy of the arithmetical
processing unit of an electronic computer, the information-processing entity
contains & -special part that is concerned with the processing of percepts
that are formed from moment to moment; some of these percepts are selected;
as it were, for more or less permanent storage in memory while others may be
held aside for later evaluation or even discard.” At least one part of this
information-processor acts as a "seat of consciousness" and processes per-
cepts with a high-priority rating. Even though the information-processor ma&
be thought of as consisting of separate parts, it is actually interconnected
in an enormously complex way; it may.act as 1f a number of separate sub-
processors are operating simultaneously and yet in'reletion,to each other.
Large parts of the memorydere more or less immediately accessible and respon-
sive under the sppropriate conditions: for emample, the memory can immediste-~
1y report recognition of any one of a large number of percepts that have been
previously experienced and return information ebout these'percepts (shepard,
1967). The whole state of this information-processing entity at any given

moment may be regarded as the 1nd1v1dual s conceptual structure at that moment.

Langusge is the prlnclpal means of communlcatlon among the cognltlve
structures of dlfferent individuals. . (It is not the only meens, for other
-actions of an 1nd1v1dual besldes verbal behavior, €. g.; gestures, gross motor
activities, etc.,‘can prov1de th1s 1ntercommun1catlon by furnlshlng the b&SlS fﬁt
of meanlngful percepts to other 1nd1v1dua1s ) Language may also play - Some ;;;[
 part in 1ntra—1nd1v1dual cognltlve processes, such as "thlnklng," but 1t 1s

e 4t :
RS PR

;:beyond the scope of th1s monograph to dlscuss thls poss1b111ty except 1nc1dentally "'u
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in connection with language comprehension processes. At any rate, the principal
function of la.n;zuage mew‘ be said to provide a system whereby one individual

can attempt to modify the conceptual structure of one or more other individuals.
That is,. language proVides a system whereby one individual can encode certain
percepts into messages that under appropriate conditions evoke representations
of their percepts in the information-processing entity of another. If A
reports to B, "I have a headache,." this does not generally cause B to have a
headache, but it does evoke the concept "headache' which is a representation

of past percepts of B's own headaches.

The general model of communication and learning through language can be
depicted in its gross aspects in Figure 2.1. "sychological processes in the
originator of a message are represented on the ‘left-hand side of the figure;
processes in the receiver of the message on the right-hand side. Insofar as/
the message may have any kind of p‘erma.nent i‘orm (a written document, a tape-
recording, etc.) the processes in'the receiver may.take place at any time
after those in the originator,"even centuries." later. Nevertheless, the
originator perceives some kind of occasion tocommunicate: he may know that
some willing hearer is_present s or assume that a potential reader will receive
his written message. Whatever the occa.sion, his percept gives rise to a
process whéreby selected aspects of .his momentary -cognitive structure are
encoded into a linguistic message. From the standpoint of its function, the
‘messa.ge has two aspects: (1) it conveys some kind of "information, and (2)
it has-some intended‘stimulus value. The'information it conveys may be
regerded as a report of certain aspects_of the originator':-.{ momenta.ry cogni-.
tive structure; such a report may inciude a report vof. gapsin the information

possessed by the originator or pot'entiall gaps in the receiver's information
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(as when a teacher asks a pupil a question). The intended stimulus value of

the message may embrace one or more of the following:

(1) Drawing the attentibn of the receiver to some state of affairs

represented in the originator's cognitive structure, that is,

eliciting a corresponding change in the receiver's cognitive

structure.
E.g-, "It's five o'clock." "John came."

(2) Eliciting an affective response on the part of the receiver,

whether or not a corresponding affective response is present in

the originator.
"How late it is!" "Surprise!" '"You're wonderful!"

(3) Eliciting a further verbal response (i.e., & "reply") from the

receiver (usually indicating a gap in the originstor's information)

Wihat time is it?" "Tell me your neme." "What's 2 + 27"

(%) Eliciting any given behavior (cognitive, affective, or motor) on the

part of the receiver.

"Gonsider this fact." "Don't feel sorry." "Write your name

here."

The informé.tion encoded in the message and its intended stimulus value affect

the linguistic structure of the message, but not in any one-to-one manner.

That is, a given kind of information and a given intended stimulus value may
be encoded in a number of ways, €.8.,
What's your name?

Tell me ybur name.

I want tb know your name .

TR
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all have approximately the same information and intended stimulus value (to
elicit a reply containing thé hearer's name) .

On the receiver_side, the receiver.'s momentary state of cognitive struc-
ture, along with environinenta_l stimulat’;‘;ton and/or selil‘-svtimulation, arouses
orienting'procesvses that allow him to "e&ttend" to the message. If he knows
the language, he decodes it into its liﬂguistic elemem_:s-a.nd detects informa-
tion contained in it and some intended stimulus value. This process of
decoding may not be either instantaneous  .o_r accuratga; in any case it is af-
fected by the receiver's cognitive strucf;p.re. The decoding process produces
a potential conceptual structure, (N;dre Idetailed discussion of liﬁguistic
decoding occurs below.) Once the "sense" and "intended stimulus value" of
the me.#.svslage’ have been detected (whether correctly or incorrecﬁly) , these
aspects are submitted to what I have:‘i.called an "acceptance testing" buffer.
This répresents a postulated_process‘i‘whereby the receiver decides whether
the "sense" of the message is true or false, or otherwise worthy of further
attention, retenﬁion, or response. The résult of this "acceptance testing"

determines how the content of the message is stored in the receiver's cogni-

tive structure, and how it may be acted upon in future behavior. The receiver

may decide that the message contains important new information, in which

case it may be tagged in that way as it is stored in cognitive structure. On

' the other hand, the receiver may deci"de317,th:%.a.t the infdrmatidn is not new, or .
false, or confradictory, orv hypof,heticali;_'.; h'."e may decide that the. érigingtor 3
of the message was ly.i_ng, oi\" that he himself? does nof; wish to act upon the
intended stimulus:value, ihyhich case tlllé information contained in the
mess,a‘ge will be tagged accox;,ai_ngly as ‘it ‘ent.‘é'zfs cognitive Sﬁructure. The

acceptance testing process is_‘in any case affected by current cognitive

i
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structure and indirectly by current environmental and self-stirulation. The
outc;ome of the comzhunic_ation process is a change in the receiver's cognitive
structure, representéd in F_igure 2.1 by the part of the cognitive structure
box labeled "assignment of new cognitive structure." This change may be
considered an instance of learning. As determined by the manner in which the
new cognitive structure has been tagged, it may also result in a further
response on the part of the recei\.rer, for example', a motor response, or a
verbal reply (in which case the receiver becomes now an originator). But
;che cognitive structure itself will undergo further changes, over time, with
new experiences and particularly, with further communicative exchanges.
These changes also are phenoména. of learning and retention.

It will be noted that a broken line has been drawn between the emlriron-
mental stimulation of the message originator and that of the Iﬁessage receiver.
This is to represent the fact that even if the originator and the receiver
live at dj.fferent epochs of history, at least some features of their environ-
ment are g%hared. For example, ancient authors may be said td have written
about cerf;ain aspects of their environments that share features in common
with the «énvifonment of the present-day reader--the nature of the bhysicz;l
universe and certain aspects of the social environment. Communication and
learning have to do with cha.ngés in people's cognitive strﬁctures with |
respect to _théir environments: ' in this .éense communiéa.tion and learning have

to do with meaning or semantics. |

The above description is extremely generalized and lacking in detail; it
is intended merely to set the stage for further exposition of a theory of

coomunication and comprehension.
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Two Senses of "Understanding'"

A theory of learning from MVD requires us to _distinguish two general
senses of the verb understand. As a matter of ,fect, these two senses are dis-

tinguishable by semantic and syntactic analysis; rules can be stated that in

many cases can unambiguously assign one or the other of these senses to a
~given instance of the word.
Consider the following possible messages:
(1) I understood "He's coming."
(la) I understood "Er kommt" (Germa,n)
(1b) I understood that utterance.
(le) I understood the broadcast.
(2) I understood his coming.
(2a) I understood him.
(3) I understood he_'s comi_ngf
(W) I understood German (when I was young).
(5) I understood ca;‘buretors.
It is interesting to notice, incidentally, that sentences (1), (2_)»', and

(3) differ only very slightly, yet a competent nativé:a spea.kei' will instantly
interpi';::ﬁf?:ifi'-i‘e'ff'-j{ox_jd understood _ini'-) vt-i‘i-ffl‘exlfent senses, becauseof the semantic
and syntacticai;‘3 status of tne groups of words that fov:l‘:‘:l.ow’. _

| Sentences (l). d.nd-’(la.) clearly exempllfy the sen.,e of the verb understend

whereby 1t means "to apprehend on a part:wular occasion, a partlcular meanlng

of a message, or some presentatlon of a message by a person or. other entlty

i
‘\

capable of orlg_lnatlng a mess_age. ' Let us de31gnate thls meanlng as u.nderstandl
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Sentences (3), (4) and (5) exemplify the general sense of the verb

- understand whereby it means "to be in a state of knowledge, competence s Or ' 3
cognitive feeling (e.g., sympathy) with respect to something." In sentence

(3), th= knowledge was attained by being informed; in (4), it was attained

by some process of language acquisitionj in (5) by some process of learning z

and experience. Let us des‘igriate this mea.ning.as understand ..

=20

Several of the above sentences are now seen to be ambiguous.

(1b) I understood. that utterance = I understood, what it said, the plain

Ao & N R L e i e o b

1 1
message.
I uriders,'t:ood2 that utterance = I u.nders’cood2 why it was said.
(le) I u.nderstoodl the broadcast = I undersi}oodl thg plain sense of the
message it contained.
I u.nderstood2 the broadcast. =1 u.nders’cood2 why it was madé.
(2) 1 understood, his coming = I understood, what he intended to communicate
by coming.
I ‘understood2 his coming = I unders”cood2 the réé.sons for his coming,
the situation that prompted it, etc.
(2a) I understood. him = I understood. what he said.

1 1

I -underst00d2 him = I 'understood2 his nature, characteristics, propensities.

1.

Even (4) might be explicated either as "I was able to understand
"or possibly as "I was able to under-

" sentences in Germen when I was, young,"

stand2 the n_ature' :of ,thé Germa.n language when I was yqung." Actually,
unders’cz_a.nd'2 has a number of scmewhat different senses, as one can see by
consulting a diCt‘iondry; the main concern here is to distinguish understa.ndl‘

‘!‘.."-
Uhie
U
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as a special sense which can occur when the object of the verb is a message
or some presentation o‘f‘a message.

These two senses of understiond correspond, in fact, to two distinguish-
able processes in understanding and learuing from verbal discourse. Under-

sta.ndingl refers to the process of apprehending the "plain sense" and

intended stimulus value of a message, while unders..iianding2 refers to the
knowledge in cognitive structure that may result from learning from all kinds
of experience, including verbal discourse. Although the distinction may
seem obvious or trivial, it is one that has not always been properly observed
in research on learning from verbal discourse. Some researchers have been

concerned solely with understandingl, but many have been concerned with

understanding,) without realizing that understanding is often a prerequisite

1

for understanding2. Even the study of understa.ndingl entails concern for

unc'i‘er'étanding2 because an individual's understanding of a message often
clearly depends upon his prior state of knowledge with respect to the content
of the message.

The distinction also has implications for deciding how to measure
understanding and learning. In an ideal communication situation--at least,
ideal for the transmission of knowledge--aspects of t.herriginator's cogni-
tive structure would be transmitted or exactiy replicated in the. reéeiver'é
cognitive structure. Thus , Einsteiri migh‘t have been able to communicate ali
his knowledge about re.-lafivity to a iearnér_in such é way that the recipient
hé.d the same c_ogniti‘ve struc.i-:ure with réspect tovrelativity‘ as Einstein.
Obviously tﬁié couid névef have happened, for there would. hvave. been infofma-

tion losses (and gains) at various points in the communication process. It
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is cdoubtful that even Einstein could have encoded his cognitive structure

without information loss, both because language may be an imperfect instru-

ment; for such encoding and because Einstein might not have been able to i
!

T ey

select or retrieve precisely the information that a given learner might need.

S
St

Even if precisely the right information had been perfectly encoded by Einstein,

1 R AT,

it is unlikely that a given learner would have been able to decode Einstein's

messages with perfect fidelity, 6r, once decoded, to integrate the decoded

\

messages into his own cognitive structure without various losses and gains of

G G e

s

information. Einstein's u.ndersta.nding2 of relativity could not correspond A

exactly to the learner's u.ndersta.nding2 of relativity, because the learner

started with a different cognitive structure from Einstein's. Nevertheless, %

R

we might content ourselves with a measurement of the learner's u.nders“ca.nding2 e

of relativity before and after he received instruction from Einstein, to

assess the effect of Einstein's mless_ages about relativity. Even this would
be difficult, for there‘ is no sure way of measuring the contents of a person's f
cognitive structure. We can only probe cognitive structure by using the -
learner partly .as a source of further messages and responses and partly as a
recipiénf—evaluator of messages. From such probe.s we might be able to build

} up evidence from which we could make at least some inferences sbout the

u learner's understandi'ng2 of relativity.
Here is the aﬁtempt -of two educators to summarize techniquéis of measuring
‘understandi_ngz on the part of learners (Findley and Scates, 1946, p..' 64)."

| | | | |
i . l. In-every subject-matter area there are available at present many
t well-known procedures for the evaluation of understanding.

2. To provide evidence of understanding, evaluation situations must
-contain an element of novelty, but not too much novelty.

L
)

i

%
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3. Understanding is of meny kinds and many degrees, and evidence
is to be sought on appropriate levels.

4. Procedures employed to measure understanding should provide
evidence of appreciation of primary reality. .,

5, Since intelligent behavior in many situations involves the
gbility to recognize the relevancy and sufficiency of data,
evidence of this ability should be sought.

6. Evidence of understanding is to be found in originality of per-
formance on the pa.ru of pupils.

7. Evaluation procedures should be selected with due regard for the
likelihood of their evoking evidence of the kind of understanding
that is required.

8. In obtaining evidence of understanding, care should be exercised
to insure that the pupil's response reflects his actual level of

understanding.

9. The program of eva.luatlon should be pla.nned so as to foster the
development of habits of self-appraisal on the part of pupils.

A much more limited objective is to try to measure an individual's

understanding. of a message. We do not require that the learner fully accept
1 message P

the content of the message, or learn it in the sense of putting it in more

or less permanent storage; we simply wish to fina out whether he has_ under-
stood, the message "as it stends." To say that an individual can understand,
a message "as it stands" requires the assumption that the message itself
contains & "mea.ning" which. is deriuable-solely from its linguistic structure.
It may appear tha.t the bulk of messages encountered in daily llfe or in
ordlnary rea.dlng do 1ndeed contaln such meanlngs, and it may be- tha.t some do.
rUpon analysis, it will be found tha.t not. all sentences or utterances are
unamblguous by themselves ‘they: are usua.lly dlsamblguated by some ‘sort of .
_surround_mg context" of e1ther‘ a verba.l or non-verba.l cha.ra.oter-_-context

that the reclplent can take account of 1n 1nterpret1ng, tha.t 1s, f‘lndlng a

1"

meaning of the sentence. (Thls may or may not be the ‘ntended" mea.nlng

e gy e e
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encoded by the originator of the message.) If the recipient of a message is
permitted to have enough contextual information he should be able to arrive at
the one most likely "reading" or interpretation of the message. There will,
however, remain a small residue of messages that are not disambiguated even
bby the context. Chapter 3 will survey the various methods that have been

employed to measure understandingl of messages.

Theories of Sentence Comprehension (understandingl)

After a long period in American linguistics during which problems of syn-
tax were largely neglected, the theory of transformational generative gram-
mar developed by Chomsky (l957,_l965) has come to dominate the thinking of
psycholinguists concerned with processes of sentence understanding and‘pro-

duction. Vhile transformational generative grammar does not itself aim to

explain or otherwise account for the actual behavior or perfo*mance of speakers,
hearers, readers, and wrlters in EE&B& language, 1t ‘does aim to provide an
abstract model of the so-called competence of these language users. Presuma~
bly, the language user's competence plays some role in his use of language;
exactly what that role may be is, in fact, the task of the psycholinguist to
discover.

A brief exposition of key concepts in the theory of tranSformational
generatlve grammar ‘will be useful to the reader 1n understandlng”some of the
subsequent d1scussron.. Accordlng to Chomsky and h1s followers, a grmmmar of
a language is a finite set of rules that Wlll generate any one of a.poten-,
t1alLy 1nf1n1te number of sentences that Wlll be accepted by users of thel'
language as. grammatlcaJ"'and none of the sentences that Would ge rejected by

‘ language users as ungrammatlcal """ Hence, the theory of the grammar of a

language 1s a theory of what the language user "knows 1n order to generate

l; ‘ ,j(}§23‘~ dg:_l..v . _ld.ib _,{ o ;h
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and understand grammatical sentences, that is, a theory of his "competence."
The criterion of grammaticality is thus the intuition of the idealized .
language user--one who has absorbed in some way the fules of the language

and can reflect them in his use of the langusge.

The formulation of transformational grammar has™ undergone a number of

changes since first proposed by Chomsky; in fact, it is still undergoing
change. In a brief statement prepared by Chomsky, the grammar of a language

is characterized as

a system of rules that determine a certain pairing of sound and mean-
ing. It consists of a syntactic component, a semantic component and
a phonological component. The syntactic component defines a certain
(infinite) class of abstract objects (D, S), where D is a deep
structure and S a surface structure. The deep structure contains all
information relevant to semantic interpretation; the surface structure ,
all information relevant to phonetic interpretation. The semantic
and phonological components are purely interpretive. The former
assigns semantic interpretations to deep structures; the latter as-
signs phonetic interpretations to.surface structures. Thus the
grammar as a whole relates semantic and phonetic interpretations,

the association being mediated by the rules of the syntactic compo-
nent that deflne palred deep and surface structures.

This formulatlon should be regarded as an 1nformal flrst approx1-
mation (Chomsk'y, 1967, pp. ho6-ho7)

Later,

. . .the linguistic evidence now available seems to point consistently
to the conclusion that the syntactic component consists of rules

~that generate_deep structures combined with rules mapping these into

associated surface structures. Let us call these two systems of rules
the base and the transformetional components of the syntax, respec-
tlvely ‘The base system is, further divided into two parts: the

categorial system and ‘the: lexicon (pp. h19-h20)

.As a concrepe exgmple,aChomsgy takes as a.base-system,a small‘subsetfoff

‘English consisting of a lexicon:;
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it, fact, John, Bill, boy, future" (Nouns)

dream, see, persuade, annoy - (Verbs)
sad | S (Adjective)
will P © (Moda1)
th.e. . - o (Determiner)

and a set of '"re-write" rules in the categorial system: R

S -> (Q) NP AUX VP [read: Sentence may be rewritten -as v SR
. (Question), Noun~Phrase, e
* Auxiliary, Verb-Phrase] R

VP ->be ADJ
VP -> V.(NP) (of NP)
-> (DET) N (that s)
AUX ~> past : SR
AUX - M “ | ! | " 1
N, V, ADJ, DET, M.=> A" (where A represents a.ny termlna.l element
' in a surface structure)

and proceeds to show how such sentences as John was sad“and The boy' will

persuade John of the fact that Bill dreamt can be derived or "generated"

therefrom. For example, the deriuation of John uas sad can be represented

by a "tree diagram" ac follows:

1\"?/ : '\AUX\ V.
N '..pa'st"“be/\
. gé_@ - _, 5’.9.‘.5./ - S_L‘i
| (The formative was is derived from '}E.s_t'_b_e by a supplementary transforma-
tional rule.) o |
A tree dlagra.m thus represents the relation between the "deep and the

"surface structures of the sentence. It also represents the 1nformatlon
required for _sema.ntic interpretétion ef the sentence. For Chomsky, competence."

involves the ability (implicitly) to:assign "structural descriptions" to sen-

tences.
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"A famouslexa‘mple may meke this clearer.
(1) John is_eager‘ to please. :
(2) dohn is easy toplease.
Although these sentences appear to. have similar "surface" structure, their'”

"deep structures" are different, as shown by the fact that we can convert (2)

‘ 1nto another form:

: (2a) 'I'o please.John is'easy

but we cannot smllarly convert (l) to *Toplease John is eager without destroy-

1ng the meanlng. If we follow Chomsky's doctrlne, the "base structure of
(l) derlves John feom & noun phrase that is subject of a verb phrase 1s eager
to please whlle the base structure of (2) derives John. from a NP that is the‘.

obdect of a verb to please 1n a deep-structure verb phrase ('I'o please John is

'easx) . Accordlng to: (‘homsky our 1nternallzed grammar is automatlcally cog-

o nlzant of these grammatlcal relatlonshlps.

~In order to make poss:Lble such recognltlon, of course, j'competence" must
include a sort of "dlctlonary in which the poss:Lble lexlcal and grammatical
features of the formatlve elements (words, afflxes, etc.) of the language can
be looked up and retrieved. It must also contaln som° representatlon of the
rules by which base structures are realized in surfagce structures--not, to
be sure, a completely conscious knowledge of. these rules. Chomsky and his
followers are sllent as to the actual psycholog1cal status of these rules;
this is an issue that is regarded as out s1de the province of llngulstlcs.
Chomsky's object is s1mply to formulate the grammar (1nclud1ng syntactlc,_ v
semantic, and phonologlcal components) 1n‘such a way that 1t will most

W,

pa.rslmonlously achleve the ob,ject of be1ng able to generate (or a551gn
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structural descriptions to) all the grammatical sentences pf the language and
none of the ungra.mm8.tical ones.

Chomsky's transformational generative grammar has given rise to a truly
enormous literature in li_nguistics-—including applications of the theory to
special.problenis in the lgramma.i‘ of English and many other languages, further
developments of theory (e.g., Katz a.;1d Postal, 1964), and critical discussions
(see the bibliography by Dingwall, 1965).

Chomsky's discussions of the distinction betwéén "competence" and "per-
formance" have implications for the field of psycholinguistics. "A genera~-
tive gramm.r,'; he says "is not a model for a speaker or a hearer. It attempts
to characterize. in the most neutral possiblg terms the knowledge of the
language that provides the basis for 'actuai use of language by a speaker-
hearer. . . .When we say that a sentence has a certain derivation with
respect to a particular generative grammar, we say nothing about how the
speaker or hearer might proceed, in some practical or efficient way, to
conétruct such a derivation. These questions belong to the theory of language
use--the theory of performance' (_Chomsky, 1965, p. 9). In brief remarks
"1 owards a theory of performance" he carefully dlstlngulshes between "gram-
maticality" and "acceptablllty," the former a property of sentences formed
by a grannnar, the latter a property of sentences that are "perfectly natural
and immediately comprehensible without peper-and-pencil analysis, and in no
way bizarre or outlandish." He suggests that profitable studies of acceptabili-
ty might consider the role of certain grammatical phenomena, such as nested,
self-embedded, mul‘b.iple-branching, left~branching, or right-branching con-

structions. (As will be seen in this monograph, many studies of these phenomena

have now been performed.)
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During the early years. of the 1960's, a- popuiér research pro“/}f/j'./em: among
psychologists was the éttempt to dem:o‘nstrateﬁ the "psych.ologicar.:l’:_/re‘_.ality.?' of -
various grammatical phenomena, in pa:rti‘culzvar, certain '.’trans’fén*fnation rules"
such as ‘passiviz‘ation, negation, and question-formation.. Unfortunafely, -
although this work seemed to producé._interesting result‘s_, its basis has noﬁ
come under much questioning, partly because of modi'fications of transf,orma- N
tional fheory and pertly because of flaws in experimental procedure and'“
design. This monographfgw"ill review, in Chaptér 4, the present status of“ some
of this work.

- For current opinion on. the theory of performance, I draw on the report

of a conference held in Edinburgh, March 1966 (Lyons and Wales, 1966). I

emphasize those aspects of the discussion that relate to the understanding -
of language. Of particular relevance here are papers by Thorne, by Wales and
Marshall, and by Fodor and Garrett. I will try to summarize the discussion

in terms of a number of major issues.

1. What is the nature of a theofy of competence? From the standpoint
of the linguist,‘a theory of‘competence is essentially an axiomatization of
the rules of 'a language, similar to an axiomatization of the rules of the

number system. As such, it is an abstraction. In saying that the rules of a

- language ''generate" sentences, the linguist uses the term generate in a purely

formal sense: this phraseolcgy makes no statement as to whether in the normal

use of language individuals generate séntences according to such rules. Never-
theless, it can be pointed out that a theory of competence is "psychological
at least in one sense: that it "purports to be a.principlecli account of the
linguistic knowledée of human beings rather than a totally ad hoc description of

the language" (Wales and Marshall, 1966, p. 29). Chomsky has distinguished two
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levels of descriptive sdequacy of grammars: (1) WEAK "descriptive" power--whether
all and only the possible terminal strings of a language ‘are generated; and (2)
STRONG generative or "explanatory" pov;'ei;--whether the struc.turel assigned to these
strings describes correctly how the ideal%zed native speaker would understand
these strings. Particularly in the evaluation of grammars as to their STRONG
generative‘ power, then, it would seem that a theory of competence involves
statements about languagg Lise, ‘i.e., the understanding of sentences. It seems
clear, then, that there is at least a very intimate and perhaps inextricable
relationship between a theory of competence and any theory of performance.

It is agreed, in any case, that a theory of performance must presume an

adequate competence model, i.e., an adequate axiomatization of the language.

Experiments concerning speaker-hearei performance must be desighéd and inter
preted in the light of such a model.

[It may be noted that Schwarcz (1967) has protested against the assump-
tion that there can be an "idealized speaker-hearer" whose-competence is
formalized, because such é concept is a fiction. He suggests that this con-
cept be replaced by that of the "typical speaker-hearer'--'"a set of basic
mechanisms for understanding, using, and learning language, plus a memory
structure for the storage of both linguistic and nonlinguistic facts." 1In

essence, Schwarcz rejects a theory of competence unless it is subsumed under

a theory of performance. ]

2. What would a satisfactory "theory of performance' be? A preliminary

definition is given by Wales and Marshall (1966, p. 30): "It is a theory of

how, given a certain linguistic competence, we actually put it to use—-realize
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it, express it. It is also a theoi’y of the limitations of the mechanisms,
which enable us to express our linguistic competence. . . . We want to be
able to éxplain NORMAL perform‘ance'--when the translation from competence

to performance is proceeding smoothly--~just as much as we want to explain
errors and deviations." As a theory, a theory of performance may be as

much an abstraction as a theory of competence, but the abstract quality of
any theory is pi‘ecisely what gives it its generalizing power. A theory of
performance might, according to Wales and Marshall, consist of two parts:

a part concerned with the general type of system that mekes competence and
performance possible, and a part concerned with the specific mechanisms in-
volved. The task of the psycholinguist is to discove;' these mechanisms.

The theory might include an algorithm that .would describe the manner in which
the individual processes information either in sentence production or in
sentence understé.nding. (A tentative algorithm has, for example, been pro-
posed by Dewar, Bratley, and Thorne (1969) which reasonably simulsates certain

aspects of sentence understanding.)

3. Is it profitable at this stage to develop models or schemas of

linguistic performance? Wales and Marshall (1966, p. 55) propose such a

schema, reproduced in Figure 2.2. They do not claixﬁ it to be a MODEL, however,
offering it only as serving to indicate the hypothesized order of processing
linguistic information and to suggest points for study. For sentence under-
standing, it is to be read from the bottom up; for sentence production, from
the' top down. It assumes that the basic unit of linguistic performance is

the sentence, rather fha.n the word; that the analysis of sentences is con-

'tinuous, rather than operating on input strings in temporary stores; and
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CONCEPTUAL MATRIX

[ |

SEMANTIC INTERPRETATION

DEEP STRUCTURE ANALYSER

PRELIMINARY SURFACE ' SURFACE STRUCTURE

STRUCTURE ANALYSER ' DERIVATION

STATE OF READINESS

THRESHOLD MECHANISM

Y
PRELIMINARY RECOGNITION PHONOLOGICAL COMPONENT
INPUT OUTPUT

Figure 2.2. A schema of linguistic performance (Wales & Marshall, 1966)
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that "at any given time, the process operates only uni-directionally--that
is, recognition and production procedures cannot be simltaneous." (It may
be commented that this last assumption is counter-intuitive; certainly during
sentence production there are processes whereby one recognizes the sentence
being produced.) Nevertheless, Blumenthal comments in the same volume (p. 84)
that Wales and Marshall's schema is "too lofty an abstraction to be of heuristic
value' in suggesting techniques, mnemonics, and cues that the language user
employs. He also feels that it is counter-intuitive in suggesting that input
processing proceeds from surface-structure to deep-structure to semantic
interpretation. In this very comment Blumenthal demonstrates the usefulness
of such schemas in raising issues. My own recommendation is that we continue
to propose and test schemas of this sort, making them as complicated as the
data warrant.

For comparison, a considerably more complicated schema (or "model") of
séntence construction proposed by Danks (1969b), Figure 2.3, may be examined.
Danks is concerned with the processing not only of "normel" well-formed
sentences but also of various kinds of deviant sentences. For this purpose
he introduced "Ziffian" rules (Ziff, 1964) to allow the individual to find
the most probable path to a well-formed sentence. Notice also that Danks
introduces 'context" as additional input, and that the output is an "idea."
Presumably this '"idea" is what gets stored in Wales and Marshall's "eonceptual
matrix." A somewhat similar schema is proposed by Schwarcz (1967) in a pair
of "flowcharts" for linguistic performance. Figure 2.4a is analogous to
Danks' schema for sentence processing, showing the output as a "conceptual

structure." In Figure 2.4b this conceptual structure is taken as input for

4.
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| MORPHOPHONEMIC|, T CexicaL | , + + .
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Figure 2.3. A schema of sentence comprehension (Danks, 1969b)

.42

- e




(L96T ‘zdIemydg) uOTsusyaIdmod 90Ud3UIS JO SBWIYDS JaYIINI °“%°C 2anITJ

3ISNOJS3N
,3ONVLd32DV,

indino

3SNOdS3Y
, 3siyduns

1nd1no

é
NYOML3IN
RN Weihoncs oA
JAILVHYII3C
WY04 ..oz_mwﬂ_%u 03329NS 3LV INISSY,
AL . 0l LdN311V

JUNLINYLS
IvNL1d3ONOI

AYON3IN NI SNOLLIONOD

NO 9NION3d30'NOILSINO
OHJ3 ¥O ‘J¥NLINULS

. MONY 1 NOG, N¥NL3¥

SW3Lll G3NOILS3ND
qvd NO NOILYNY¥OINI

¥3IHL¥NA 3AILVOONYILNI
404 NHOML3N
Y IVNLd3INOD HON¥V3S
OL Q30vHl Kivd SN1d a33%ns
JYNLONYLS TVNLIINOD
| 03137dW0D NEN13Y )
i hSy
JONVHILLIN GILIUJYILNI ATIVIOILNYNIS vV O1 ISNOJS3N IVYNLd3ONOD (9) .
03137dW0D ¢318iss0d
JWN1ONYLS SNOILYIINddY 31Ny
mw. | AYNLd3INOD ON JHOWN ANV S3A
3WNLINYLS
37Ny
4 IVNLdIINOD - u dN%007
w g31VvIJ0SSY €S$38339NS JILIVLINAS .|r ._Idn“.ﬂ_hv_ - WIIX31 o— ONIN LS
m NHO4 S3A AlddVv
]
;
w JINVNILLN NV 40 NOILVIINdYILNI J1ANVYW3S (0)
e . O
kl

Aruitoxt provided by Eic:

E




-39~

further processing depending upon whether the sentence is interrogative or
declarative, and depending upon whether the information in the sentence arouses
a "curiosity motivating conditian." Thus, Schwarcz introduces a feature some-
what similar to the "acceptance testing buffer" I have postulated in Figure 2.1.

Even without schematic diagrams, it is possible to speculate about some of
the detailed processes in sentence understanding. A spoken sentence input to the
hearer inevitably comes in a teﬁporal sequence from '"left to right" but there is
obviously some possibility for "re-scanning'" material already heard and stored
in temporary short-term memory. Printed sentences are normally read from left-
to-right.(leaving aside the reading methods advocated by some "speed reading"
courses), but there is much more opportunity for rescanning. In any event,
there is room for investigation of how the hearer/reader is able to perceive or
"compute" deep structure from surface structure. Does he build a tree diagram
"from left to right" and from "top to bottom," or the reverse? Does sentence
processing proceed in any such straightforward fashion at all, in either direc-
tion? Various superficially plausible models for sentence processing have been
proposed by such theorists as Johnson (1965), Osgood (1963), and Yngve (1960),
but the present consensus seems to be that none of these models are even epproxi-
mately correct. It seems best, for the time being, to wait for further theoriz-
ing and experimental data before fixing upon a detailed model.

One type of model that seems particularly objectionable is the "analysis-by-
synthesis" model originally proposed by Matthews (1962) whereby the sentence
processor generates multiple possible "synthesized" sentences from the input and
then selects the sentence structure that matches the input. Fodor and Garrett
(1966, pp. 139-1L41) show formally that such a device could not possibly operate

in real-time because of the enormous number of searches and matchings that would

be involved.

.~ "
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L. Ts it necessary for the hearer to arrive at a "full structural

description" of a sentence in order to understand it? By a 'full structural

description" is meant an assignment, by the hearer/reader, of each word or
other linguistic element to some position in the grammatical structure of
the sentence~--e.g., that a certain phrase is the subject of the sentence,
that a certain word or phrase modifies it, that a certain part of the
sentence is the predicate, that a certain adverb (e.g., probably) modifies
the whole of the rest of the sentence, etc. (There is a further question,
with.which I will not deal here, as to whether the "full structural descrip-
tion" involves perceiving the "deep structure"; for example, in hearing the

sentence The boy was hit by the ball does the hearer have to recognize that

this is a transformation of a sentence The ball hit the boy? Obviously, the

hearer must recognize that the causal agent was the ball, not the boy, but
the question becomes one of whether sentence perception actually involves
recognizing & transformation.)

Fodor and Garrett (1966, p. 142) give a most confident affirmative to
the question raised sbove: '"That it is the full strugtural description of a
sentence which is the psychologically pertinent output of a recognition
device is not now open to serious doubt. It is only in terms of the rela-
tions the structural description marks that such intuitively-available notions
as grammaticality and syntactic ambiguity can be reconstructed, and only by
reference to these relations that a general characterization of syntactic
similarity between sentences can be formulated. To put it slightly différ-
ently: the structural descriptions assigned by generative grammars auto-

matically provide formal counterparts for grammatical relations, the recog-

nition of which lies within the perceptual capacity of speakers. This fact
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can be explained only if we assume that the perceptual recognition of sentences

involves the recovery of their structural descriptions.”

Two discussants,
however, are not convinced: "Just as the logician makes use of heuristic
devices in proving theorems, so it seems to me certain that the human brain
must do so in recognizing and producing sentences. It does not seem to me to
have been proven that all sentences must be completely decomposed into their
deep structure in order to be uttered or understood. It seems possible that
performance may be controlled more by a system of a.na.logieé than by a more
rigorous generative procedure in which the axioms of linguistics are directly
represented in the brain" (Sutherland, 1966, p. 161). This idea is exempli-
fied by reference to producing utterances: "For example, if the brain can
categorize words into types, new sentences could be formed not by directly
looking up a very general rule but by looking up an instance of the use of a

word of a similar type," but an analogous argument might be made for speech

understanding .

Another discussant: '". . . I really cannot see why the mechanism of a
hearer's understanding need be supposed to produce a full structural descrip-
tion for each wave-form understood; it does not seem even to have to produce
all the transformation-markers (e.g., semantically redundant displacement

markers, as in phone up -»> phone. . .up, can be omitted), let alone the

phrase-markers" (Cohen, 1966, p. 169). Cohen goes on to state that producing
a full description would be "an extraordinarily uneconomical procedure,"
considerihg the vast number of messagés we are exposed to. He proposes that
we "lqok for the most economical means of storing information for the purpose

of showing that we do understand it." N
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The issue that is joined here seems to be marked with confusion as to
the contexts in which sentences are understood. Clearly, Fodor and Garrett
are correct in insisting that understanding implies a full structural descrip-
tion when the hearer/reader attends carefully to every word of an utterance;
the fact that even the omission or misplacement of a word is likely to be
detected under such circumstances suggests that the hearer/reader apprehends
the "full structural description.'” Even in carefully attending to a message
composed in telegraphic style, as a headline, the reader infers a structuré.l
description that specifies every significant relation among the words of the
message. Now, Cohen seems to be speaking of conditions when the hearer/
reader does not attend to every word--as through momentary lapses of attention
or in rapid scanning of a text. Under these conditions, it is probable that
the hearer/reader still infers something like a full structural description

of the material he attends to, filling in certain gaps from his previous

knowledge or by purely logical processes that are a function of the redun-
dancy of the message. I conclude that Fodor and Garrett are correct, in
principle, but that Cohen has introduced the important idea that complete or
nearly complete structural descriptions can be produced on the basis of limited
information. There is no guarantee, of course, that such structural desecrip-~
tions will be as correct as they are likely to be if the full text is attended
to. An interesting research problem would be to study the structural desczl'ip-
tions attainable on the basis of limited information, e.g., in responding

to "telegraphic speech" or randomly scrambled words.

In the course of his discussion, Cohen introduces a seemingly plausible
model for speech understanding that may be worth investigating. He finds

this model consistent with a wide range of experimental data:
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So the hearer's mechanism I am proposing is one that will map wave-
forms on to memory-storage instructions. Such a mechanism must be
capable of recognizing occurrences of those morphemes and combina-
ticns of morphemes (i.e., nouns, verbs, adjectives, etc.) that consti-
tute categories under which information is usefully stored alongside
established relevant rules for identification, individuation, infer-
ence, and so on; and it must be capable of distinguishing those
morphemes from morphemes that are not of this kind (i.e., articles,
conjunctions, etc.). It must also be capable of reversing certain
transformations that have taken place in the generation of the utter-
ance, in order to identify the appropriate filing categories (e.g.,
reversing displacements, like George put his own friends up from George
put up his own friends), and breaking down logically compound sentences
into their constituent kernels plus the relations between these. It
must be capable of filing under each appropriate category a morpho-
phonemic description of the kernel sentence or sentences plus
transformation-markers which CAN be processed for a full structural
description if the hearer needs to show, or utilize, his understand-
ing in a way that requires this processing. And the hearer's mechanism
must also be capeble of treating its description of the wave-form as
a cross-reference to other filings of the same wave-form, and of
filing alongside this description a description of certain contextual
circumstances of the wave-form's utterance (in order to identify the
denotations of personal pronouns, demonstratives, etc., and to assist
in residual disambiguation; I assume that in most cases contextual
circumstances will have determined the initial filing of polysemes).

. . . In short, what I am suggesting is that for a hearer to under-
stand a speaker's utterances correctly is to file a partial descrip-
tion of it under the same memory-storage categories, and to be
prepared to take to at least some extent the same linguistic and
non-linguistic action on it, as the speaker would be prepared to
take if the roles were reversed. To misunderstand is to file under
different categories, or to file a misdescription of it; and to
fail to understand it is not to file it at all, or not to file a

- description of it that is adequate for the purposes of eliciting
implications, answering questions, checking truth-values, and so on
(Cohen, 1966, pp. 169-170).

5. What is the difference between recall of a sentence and understand-

ing it? Obviously, purely on the basis of immediate memory span & string of
words (provided it is not too long) can be recalled without understanding it.
A large proportion of the experiments that have been done on sentence process—

ing have not required true understanding of the sentence; they have required
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only "learning" and recall. Blumenthal (1966, p. 83) suggests that under-
standing is not necessary for memory; it only makes a sentence easier to
remember. The criterion of "understanding" still stands as the recovery of
the underliying grammatical structure, as well as the accompanying semantic
information. To the extent that words perceived without syntectic structure
convey semantic information, some of this semantic information may be recovered
in "pure recall" and certain syntactic constructions imposed on this informa-

tion in the process of recall, This would be a case of "pseudo-understanding"

since the constructed syntactic information might in fact be incorrect. It
may be found quite difficult to separate understanding from recall in experi-
mental work. The most successful procedure appears to involve making the
subject's task one in which he must submit the sentence input to some verifi-
cation procedure with reference to a non-linguistic stimulus--e.g., a picture.
(Chapter 3 will discuss this matter more fully.)

If the sentence presented is understood in the sense defined here, an
interesting question has to do with what, precisely, is recalled at some
later point in time. An experiment by Mehler (1963) suggests that the base
structure and the transformational rules converting to surface structure
are remembered separg.tely, the base structure being generally remembered
longer and 'b;.tter. (Later, we shall adduce more evidence for this sort of
finding, with the suggestion that actually something deeper even than base

structure--some non-linguistically coded "meaning'--is remembered longest.)

6. What grammatical variables influence sentence processing? A large

literature on this topic is now available. Among the major conclusions which

seem reasonably well estsblished are the following:
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a. Hearer/readers tend to process sentences in terms of their

constituents. For example, Anglin and Miller (1968) found that sentences were

more easily learned when their words are grouped according to syntactic con-
stituents rather than otherwise: "“The boy found it/in the woods" would be more
easily learned than '"The boy found/it in the woods." A number of experiments
have shown that in a dichotic listening situation where a sentence is heard in
one ear and a click is heard at a certain point of time in the other ear, the
subjective placement of the click tends to be displaced towards boundaries

of syntactic constituents. Schlesinger (1966b) found that the eye-voice-span
tends to extend to the end of a possible constituent chain.

b. Certain aspects of deep structure, particularly the logical

subject of a sentence, influence recall and understanding more 4han elements

of surface structure. Blumenthal (1967) found that the logical subject was

a more efficient prompt than the nonagent phrase in remembering sentences

such as The gloves were made by tailors vs. The gloves were made by hand.

c. Some failures of understanding are due to incomplete analysis

of the input. For example, interpreting The boy was hit by the girl as

.

equivalent to The boy hit the girl can occur when the subject is under pressure

(S1obin, 1963).

d. Sentences with self-embeddings are harder to understand or

remember than their right-branching equivalents. Representative materials

were studied by Miller and Isard (196L): A sentence with no embeddings (She

liked the man that visited the jeweler that made the ring that won the pri.e

that was given at the fair) is more easily processed and learned than one with

3 embeddings (The ring that the jeweler that the man that she liked visited

made won the prize that was given at the fair).
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|
E e. Syntactic complexity as measured by number of transformations

in the derivation of surface structure from base structure is, however, not

alvays a sure guide to ease of sentence processing. Results of a number of

early experiments on such transformations as passive, question, and negation
vere flawed by confounding of these variables with sentence length, meaning,
etc., in the opinion of Fodor and CGarrett (1966) .

£. Violations of semantic selection rules in "semi~-sentences'

result in poorer sentence procegsing. For example, an anomalous sentence such as

"pink accidents cause sleeping storms" is less well remembered than a "normal"
sentence such as "Pink bouquets emit fragrant odors" (Marks and Miller, 1964).
It may be said, however, that "gemi-sentences" introduce & type of semantic
complexity or distortion that is not merely a matter of violating selection rules.
Semantic complexity is also introduced by negation (Wason, 1961) , unless the -
negation is used merely to emphasize that a f'a.ct is contrary to expectetion .
(Wason, 1965).

Many of the above conclusions will be examined more closely, and the
evidence updated, in later chapters of this monograph. A number of remarks
seem appropriate here, however, as comments on the motivation and presuppositions
of the research on sentence processing reviewed in the various chapters of the
symposium edited by Lyons and Wales (1966):

Obviously the motivation for this research is’to gain data for making infer-
ences about the processes or mechanisms in the understanding of sentences. Inci-
gentally, some of it may provide insight into the nature of linguistic competence,

but if hnguisfié competence is simply the spesaker/hearer's knowledge of his

language, and if that competence can be represented as 8 formal axiomatic system
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that can be verified independently of psychological experiments, we can expect
such experiments to throw little light on linguistic systems. Our main expecta-
tion from psychological experimentation that has been reviewed here is that it
will enable us to construct and refine a theory of linguistic performance.
In the experimental settings that have been employed, there is admittedly
a good deal of artificiality necessary in order to permit adequate control
of variables that might otherwise affect the results. Some eiements of this
artificiality are: |
i) Typically, the subjects are normal, reasonably well educated native I
speakers of English. Few experiments on processes of sentence understanding W

have been conducted with children, sphasiics, schizophrenics, or other special j

populations. (This is not to deny that there is a large literature on the
language or children, aphasics, etc.; the point is that little of this litera-
ture contains experiments on processes of sentence understanding.)

ii) Typically, the sentences presented to the subjects are quite ordinary
sentences using high- and medium-frequency words; they are presented as self-
contained, isolated sentences; if a number of sentences are presented, they
are unrelated in content. (A few experiments present "deviant" sentences of
various kinds, but again, these are presented in isolation and they usually
contain relatively faniliar words or construction.) The content of the
sentences is very ordinary. They are only "hypothetically' informative; a
subject in an experiment is very unlikely to want to add to his permanent
memory store the content of a sentence like "The boy hit the colored ball";
it would be only by an exercise of imagination that the subject could ‘conceive
a situation where such a sentence would be truly informe.ive.

iii) Sentences are ordinarily presented in the absence of any context with

which they might otherwise be accompanied. The subject has to lecarn a sentence
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1ike "The boy hit the colorful ball" without being informed vhat boy and what
ball are being spoken of. Exceptions to this observation are provided by a
fevw experiments that employ pictorial context as referents for sentences that
are to be verified. Also, a few experiments exemplify the use of materials
that are inherently meaningful without context, such as true or false sentences
about the number system ("Five is smaller than two"; "Five is an odd number";
"Five precedes tnirteen").

iv) Sentences are presented for jmmediate understanding or immediate recall,
only very rarely for recognition or recall after a considerable time-pericd.

v) Motivaticn of subjects is typically high, at the level one would expect
ir an experiment where subjects are paid volunteers who are alert and eager to
please the experimenter.

One wonders whether the resultis of experiments conducted under such
artificial conditions will easily generalize to "real-life" situations in-
volving other than the normal, educated speaker/hearers who are the subjects
in these experiments, and jnvolving meaningful verbal discourse that consists
of multiple, connected sentences with ample contextual determination. Even
if we consider only single sentences, it is conceivable thot in "real life"

with appropriate context a complex self-embedded sentence like The race that

the car that I sold won was held last swmer (adapted from an example given

by Miller, 19€2b, p. 755) would be much more eesily understood than it would
in a psychological experiment. {See also Freedle and Craun, 1970.)

On the other hand, in principle everything we would want to know about
sentence understanding could arise from the study of single sentences, be-
cause since single sentences are according to transformational grammar (and

"eommon sense") infinitely expandable by recursive rules, a single sentence can
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{tself contain all the contextual information necessary for its understanding.
Whether this principle can be sustained in a report that is concerned with
the role of meaningful verbal discourse in audio-visual educational media
(with their paraphernalia of non-verbal presentations) is left to the judg-

ment of the reader.

Comprehension vs. Inference

The kind of "sentence comprehension" that has been discussed up to now
involves "assigning stuctural descriptions" to the elements of the sentence.
It involves also understanding the "meanings" of the separate components,

including rare or technical words such as ferrule, soffit, or transducer, if

they happen to occur in the sentence. Comprehension of a longer discourse

such as a paragraph Oor an essay would involve not only these processes but

also identifying the persons, things, jdeas, etc. that are referred to one oOr
more times throughout the text, even though in different words, and fellowing
the development of more complex ideas. We have been, in short, discussing
"comprehension” as understanding the "plain sense" of a message.
"Comprehension" is, however, often used in a much looser seuse to in-
clude both understa.miing1 and understa.nding; es they were defined in an earlier
part of this chapter. An examination of a test of "reading comprehension" or
of "listening comprehension” will usually show that the test is designed so
that the individual's score will reflect not only his ability to understand the
"plain sense" of tne material but also his sbility to make inferences, i.e.,
to create new information that is implied by the plain sense of the message.
vVarious instances of simple inference can be given. Consider the

sentence John is taller than Mary, and Dick is shorter than Mary. It is

.- .
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conceivable that understanding the "plain sense" of this sentence would not

include the inference that Dick ig shorter tnan John; the relations between

John and Mary, and between Dick and Mary, might be "understood" without the

further understanding of the relation between John and Dick.

Inference is also involved in syllogistic reasoning: All A are B; All

B are C:; Therefore all A are C. Consider the following paragraph, used by

Frase (1969c) in an experiment on paragraph reading:

The Fundalas are outcasts from other tribes in Central Ugala.
It is the custom in this country to get rid of certain types of people.
The hill people of Central Ugala are farmers. The upper highlands
provide excellent soil for cultivation. The farmers of this country

are peace lcving, which is reflected in their art work. The outcasts
of Central Ugala are all hill people. There are about fifteen dif-

ferent tribes in this area.

This paragraph contains enough information for a subject to infer that the

Fundalas are peace-loving, even though this is not explicitly stated.

Our survey of processes involved in understanding of text must take account

of inferential processes as well, since what is learned from a text may include

the outcomes of such reasoning processes. To attempt to draw conclusions on

the nature of inferential processes would, however, take us I&r beyond the

scope of this survey.

pre—
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THE MEASUREMENT OF COMPREHENSION AND LEARNING

The Problem

If the analysis in the previous chapter is correct, the act of compre-
hending a sample of verbal material (a "message") consists, at least initially,
of deriving a "meaning" or "semantic interpfetation" for it. Once the receiv-
er of the message has derived chis semantic interpretation, he may evaluate
it for its "acceptability" to him (in terms, for example, of truth, relevance,
or conformity to expectation), and if it is "acceptsble" he may assimilate it
to his cognitive structure, in which case we may say that he has "learned"
the content of the message. 1In addition, he may derive further cognitive
structure from the text on the basis of inferential processes, but because of
the complexity of these processes, we shall give them little attention.

Thus, we pose for ourselves two problems in this chapter:

(1) How can any outside observer of the commmication sequence determine
whether comprehensicn has actually occurred? More specifically, how can an
observer determine how much has been comprehended, and how accurately it has
been comprehended?

(2) How can an outside observer determine what an individual has "learmed"
as the result of his receiving a message? Huw can one determine how the indi-
vidual's "cognitive structure" has changed?

These two problems are very difficult. They are difficult to separate
operetionally, because any procedure for testing the degree to which an
individual comprehends a message tends to involve operations that also test
learning. Furthermore, both of these problems present an inherent difficulty
that arises from the fact that the processes one is interested in measuring

are internal and not directly observable; we can infer their nature only

. o6
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fram observations of overt behavior that accompanies the internal processes,
either spontaneously or as the result of special arrangements that can be
made, such as giving the individual prior instructions as to how he is to
respond.

it should be noted that our concern here i3 primarily with how we can

measure comprehension or learring in a specific insiance vhere a verbal

stimulue has been presented, as opposed to the measurement of comprehension
or learning sbility. An ability is & generalized property of the individual
expressed in terms of the probability that he would comprehend or learn the
meaning of any givern message; one would infer an individual's ability from

his performance in some systematic sample of test situations in which messages
are presented to him for comprehension or learning. The problems of measuring

comprehension or learning in specific instances also apply to the measurement

of comprehension or learning ability, but in ability measurement many of these
problems can be circunvented by statistical averaging processes. For examvle,
comprehension ability can be measured by presenting the individual with a
series of sentences to evéluate for truth or falsity; even though the chance
of getting any one senterli'ce correct by "guessing" is .5, vith a large enough
sample of sentences on ‘,/’could nevertheless obtain a reliable measure. Tﬁis
procedure-~of having sxf:);jects evaluate sentences for truth or falsity-- /:
would be a highly unreliable one, however, for indexing the comprehensi:m of
any one of the sentences.

The main body of this chapter will be devoted to an examination of the

various methods that have been proposed for the measurement of comprehension

(understanding 1 as specified in Chapter II); it will end with some remarks

on the measurement of learning.

97
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Desiderata for Measurements of Comprehension

There are many kinds of procedures for measuring comprehension; we shall
evaluate them with respect to the desiderata specified below. It would be
comfortable to think thai: one could find one procedure that would meet all
specifications , but apparently there is no such procedure. Procedures have
to be selected and tailored to meet the requirements of given situations.

(1) Validity. Ideally, a measure of comprehension should reflect solely

comprehension (the derivation of a correct syntactical and semantic interpre-

tation) and not any other behavioral process such as memory , guessing, or
the like.

(2) Reliability. Ideally, a measure of comprehension should be reliable
in the sense that it gives consistent outcomes on equivalent trials for a
given individual. Unfortunately, 1t is difficult to imagine that in this
context there can be truly equivalent trials, because the individual is likely
to be changed as a result of even one €xXposure of the stimulus. Perhaps for
this reason, there have been few instances where the reliability of an outcome
has been investigated. (However, reliabilities of tests of comprehension
ability have been routinely reported.)

(3) Generality. Ideally, a procedure for measuring comprehension should
be applicable to (a) all types of verbal material, and (b) all classes of
individuals. By "all types of verbal material," we have in mind variation in
the quantity and complexity of the material--whether it be a singlg_ word, &
single sentence, a paragraph, or a longer discourse and whether it be pictur-
able or non-picturable, concrete or abstract, literary or scientific in subject-
matter, etc. By "all classes of individuals" we have in mind children, adults,

native vs. non-native speskers of the language, etc.
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(4) Convenience and practicality. These aspects can be broken down into:

(a) ease in preparing the measurement device;

(b) ease in administering the procedure to the individual;, and

(c) ease in scoring or otherwise evaluating the outcomes in a

} i valid and reliable way. .
MAJOR TYPES OF PROCEDURES FOR MEASURING COMPREHENSION

1.0 Subjective evaluations of comprehension. Probably the simplest and

most obvious procedure for determining comprehension 1is to ask the individual

whether he comprehends. The validity of such a procedure clearly depends

upon the honesty of the individual and his overall comprehension ability. Even

if he is honest, he may report comprenension when he actually misperceives the

; meaning of the stimulus. Nevertheless, he is mmlikely to report lack of compre-

nension when he actually conprehends. Under certain circumstances, this method
may have considerable merit. Several specific procedures that have been in-
vestigated are as follows:

1.1 Subjective evaluations of conprehension, accompanied by a latency

measure . Danks (1969b) presented his subjects with a series of word-strings

varying in grammaticality and semantic abnormality . Samples: Colored

pictures please sick children (grammaftical and meaningful); Families happy

neighbors pleasant meke (meaningful but not grammatical); Wise parties create

early flowers (grammatical but not meaningful); Active reach strange captains

fines (neither grammatical nor meaningful). The subject was asked to press

a button as soon as he "understood" the string, and the latency of this response
was measured. The subjects were kept "honest'' because they knew that every so

often they might be asked to paraphrase the meaning they had apprehended. The
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validity of the procedure is upheld by the fact that the latencies showed

strong relationships to the meaningfulness of the sentences: the "non-

fohes

meaningful" sentences took much longer to "understand." (Grammaticalness,

however, was not as well reflected by the latencies.)
This procedure could not, of course, be used very generally. Danks

worked with intelligent university students, all of whom could doubtless under-

: stand without any difficulty the simple "meaningful" sentences that were in-
- cluded in the stimulus sets. It is doubtful that this method would give

valid and reliable resulté in evaluating individuels' comprehension of

SRR SRR

meaningfui, normal text of a high level of difficulty , especially when the
} subjects are of limited cducation or verbal ability. On the other hand, *this

method somewhat resembles Kershner's (196L4) method of testing comprehension

by measuring reading time, on the assumption that the subject will complete

) his reading only when he thinks he understands the material.

1.2 Subjective evaluations of grammaticalness. Maclay and Sleator (1960),
Coleman (1965b), Danks and Lewis (1970), Quirk and Svartvik (1966), and Tikofsky

and Reiff (1967) have had subjects evaluate sentences for "grammaticalness"

or "grammaticality.' The sentences represent various degrees of deviance

from normal English grammatical usage or patterning, and the evaluations have
been made either by rating scale responses, ranking, or the like. It is found
that in general subjects do indeed give ratings of grammaticalness in line with
the degree to which the sentences conform to standard patterns, or are "well-
formed" according to a grammar. It is beyond the scope of this review,
however, to discuss the results in detail; the interest of this research is.

not in testing comprehension of sentences in response to grammatical patterns
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but in testing the degree to which one can predict the ratings by various
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systems of formal grammatical rules. '."’It is debatable whether this procedure
\ is adequate even for the latter purpose,' in that "aéceptability'ﬂ in a com-

\! mmnicative sense may not correspond very well to "grammaticality' in the
sense of éonformity to a given set of graznmatiéal rules. In any case, the
method does not yield valid measurements of comprehension since it is
addressed principally to grammaticallty, which according to Danks' (1969b)
results can be orthogonal to meaningfulness or comprehensibility.

i.3 Subjective evaluations of comprehensibility . ~Danks (1969b) presented

a series of sentences varying in grammaticality and meaningfulness to univer-

sity subjects, asking them to rate them for "comprehensibility,' no explicit

v

definition of comprehensibility being given. By statistical techniques, it
was found that 95% of the variability in the ratings could l|)e explained by
three orthogonal factors: gramaticainess, meaningfulness, and overall
comprehensibility. Note that an underlying comprehensibility factor was
independent of grammaticalness and meaningfulness! Carroll (1966) obtained
judges' ratings of the "intelligibility" of sentences that were either human

or machine translations of sentences from a Russian text; it was found that

by pooling ratings of several judges, highly reliable measurements of intelli-

gibility could be obtained, and that these pooled ratings were highly corre-
lated with judgments of translation accuracy (and also, inversely, with reading
times). While the judgments of comprehensibility obtained by Danks and by Carroll
probably reflected the degree to which the judges actually comprehended the
sentences, there is no guarantee of this. The method is focused on the

potential "comprehensibility' of sentences rather than the actual degree to

which judges understand them; it is of limited generality since it applies best
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in a situation where the verbal materials show wider variations in grammatical-
nesms and meaningfulness than are exhibited iﬁ ordinary utterances or texts.
Schwartz, Sparkman, and Deese (1970) have used this technique for a wide
variety of auditorily presented sentences and claim that it yields an index

of comprehensibility that is "probably more sensitive and reliable than any
word or sentence count readability index."

1.4 Evaluation of the truth or falsity of a statement. A time-honored

procedure in various kinds of achievement tests is the so-called true-false
item. Usually used in subject-matter achievement tests, it can also be used
in tests vdesigned to measure sheer language comprehensioﬁ, particularly tests
of foreign language competence. Because of the unreliability of the outcome,
which can be influenced by guessing, this procedure is not recommended for
assessing comprehension of a single message; furthermore, it can be applied

& only to statements whose truth or falsity will be immediately appai‘ent to

the subject once he has comprehended it. Nevertheless, Wason (1961) used
this method in an experiment on the effect of grammatical negation; he
presented sentences such as "87 is not an even number," "2L is an odd number,"

etc. and measured the latency of the judgments, pooling results over samples

i of such sentences.

1.5 Evaluation of centrality or importance of ideas in a passage. A

number of reading or listening comprehension tests have used the device of

asking the subject to identify those parts of a connected passage that are

more central, important, or relevant to its main theme (Knower, 19k45;
Husbands and Shores, 1950; Abrams, 1966). Although this device may be useful 3

in a test of comprehension ability, its validity and reliability for measuring i
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comprehension of the material is questionable, because it gets at ccmprehen-
sion only indirectly and could easily yield false positive or false ne’giative
results. It would appear to be more valid in measuring a‘bility to make
inferences from text materials.

1.6 Evaluation of importance of words in a sentence. Segal and Martin

(1966) had subjects rate the importance of words in each of a number of

sentences, finding a tendency for grrmmatical subjects to be rated higher

than logical subjects regardless of the sentence transformation. The materials
were all very easily comprehensible sentences. The procedure does not seem

to be promising as a measure of comprekension; it was not designed for this
purpose in any case.

2.0 Asking questions designed to test comprehension of verbal material

on which the questions are based. One finds on nearly all standardized reading

or listening comprehension tests the device of presenting a paragraph to read

or listen to and then immediately asking a series of questions covering the
content of the paragraph. (Ordinarily, on reading tests this paragraph is
available to the subject as he answers questions. In listening tests the
subject has to depend on immediate memory.) This procedure is used, for example,

in the McCall-Crabbs Standard Test Lessons in Reading, Gates Reading, Tests, the

Metropolitan Reading Tests, the Stanford Reading Tests, the Brown-Carlsen Listen-

ing Comprehension Tests, and many others. Since the object is to measure compre-

hension ability the selection of items is controlled by statistics concerning
whether correct answers to a given item are correlated with generally high
scores on the complete tests, or with some external criterion such as

scholastic success. The precaution of insuring that the itéins cannot be
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answered except at a chence level by an individual who has not read the para-

'graphs is not always taken. It is probably partly for this reason that the

gcorzs on these tests are quite highly correlated with measures of general
verbal ability. Thus we can conclude that these are not pure tests of the
comprehension of the particular paragraphs presented; they may also be tests
of the ability to answer questions. Indeed, this type of test is ofteﬁ an
integral part of "intelligence" .tests such as the Scholastic Aptitude Tests
sponsored by the College Fntrance Examination Board.

The questions posed on such tests are ordinarily of the "objective"
type-—-trﬁe—false, multiple-choice , or matching, but sometimes they are "essay"
or "free-response' items. These item types vary in reliability and validity
but they tend to give highly correlated results (Serling, 1967) .

Tests of this type have often been used in various kinds of experimental
studies on factors affecting reading or listening comprehension (e.g., Moore,
1919; English, Welborn, and Killian, 193k; Jenkinson, 1957; Coleman, 196ka
Jakobovits, 1965; Lee, 1965; and Dawes, 1966) .

It has been claiméd by some that depending upon the content and construc-
tion of the question, different kinds of reading or listening "skills" can be
measured. Davis (19Lk), for example, claimed to be able to distinguish a
number of separate skills such as ability to remember details, ability to
meke inferences, etc., but Thurstone (1946) demonstrated that Davis's data
were well accounted for by a single dimension of reading comprehension abili-
ty. In a careful, recent study, Davis (1968) was able to show small but
significant amounts of unique variance in tests designed to meésure such skills

as "yecalling word meenings," "drewing inferences from content," and '"following
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the structure of a passage.' (Inspection of the items for "following struc-
ture' shows Ehat they are essentially measures of ability to use syntactic

and grammatical-antecedert cues.) It may then be that particular test ques-
tions can identify different aspects of comprehension. Such a conclusion is
supported by the work of Bateman, Frandsen and Dedmon (1964) who showed in

a factor analysis of the Brown-Carlsen listening test that some ;tems measured
memory for details, while others measured the ability to draw inferences. But
memory for details and ability to draw inferences are not really aspects of
comprehension: memory for details is a function of attentional processes and
of time lags between expoéure to the materiél and the time of testing; the
ability to draw inferences is logically distinct from sheer comprehension. 1In
any case, Derrick (1953) was unable to find any clear separations among (a)
the ability to answer factual questions, (b) the ability to '"read-between-the-
lines," and (c) the ability to make critical judgments. Nor was Derrick able

to find that it made any difference whether the passages on which the gquestions

were based were short or long.

If one is going to use questions to determine the degree of comprehension
attained by reading or listening to verbal material, i£ is absolutely essen-
tial to insure that the gquestions cannot be‘answered (except at a chance level)
by individuals who have not read or listened to the material that is to be
presented. For some purposes, it may also be desirable to assure oneself that
the content of the material is probably unfamiliar to the members of the

group tested. Weaver and Bickley (1967c) point out that it is often the case

that
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.reading comprehension tests are highly dependent on examinee
characteristics which often have 1ittle to do with the reading task
the examiner assumes he is presenting. Reading tests are measuring
past learning, word association, irrelevance of distractors, and
'item conceptual~information constraints,' as well as the person's
ability to answer multiple~choice items directly from cues in the
reading display. The sources of variation are so confounded that
two, or more, factors could be hidden here, and one would never know.

Much of the confounding could be reduced by changes in methods of
selecting items.

L e ST

This remark apolies equally well to methods of constructing items. What

5 is needed is a design in which the questions are pre-tested on groups that

hsve not been exposed'to either the general or specific content of the material

to be presented; questions that are equally likely to be answered correctly

vy v
SIS

by both nonexposed and exposed groups are either rejected or changed until

+here are clear differences in the responSes of the two groups. Such pro-

cedures have been used by a few careful investigators (Beighley, 1952, 195k ;

RO

Fairbanks, Guttman, and Miron, 1957a). Marks and Noll (1967) present a tech-

TR 1!-113;;‘_’-3'?»«" ez

nique that is to be highly recommended for evaluating items on reading and

listening tests. By using the controls that they suggest, one can be reason-
zbly certain that responses to comprehension ltems validly measure the
degree to which the subject has been able to acquiré(new knowledge through
exposure to verbal materiai. Use of this technique will also tend to
control for the fact that some pupils have as much difficulty understanding
the questions as they have in understanding the material on which the ques-
tions are based (cf. Piekarz, 1954).

Bormuth (1970b) has pointed out that achievement test questions can
frequently be analyzed as grammatical transformations of material in the text.
He urges that such items are easy to construct when viewed in this way and

likely to be valid in measuring pure comprehension as opposed to inference.

- b6
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3.0 Following Vverbal directions. Tests of the subject's ability to

follow directions have appeared in intelligence tests (e.g., the well~known
Army Alpha) but have rarely been used in experimental studies of comprehen—
sion, despite the fact that such tests could in many circumstances be highly
valid measurements. In a realistic classroom experiment, Brown (1955) studied
students' ability to listen to instruction concerning the spelling rules for
doubling.consonant letters before the suffix -ing and then tested for compre-
hension by having them spell a number of words ending in -ing. Jones (1966)
investigated the effect of the negative qualifier except by having children
perform a cancellation task under either of two instructions: "Mark the
numbers 1, 3, 4, 6, 7" and "Mark all the numbers except 2, 5, 8." These two
instructions were logically equivalent, since only the digits 1 through 8

were presented. Shipley, Smith, and Gleitman (1967) tested young (1 1/2 -

‘2 1/2 years of age) children's ability to respond to commands concerning

pointing to objects and found that they failed to respond to commands con-—
taining nonsense words even When relevant meaningful words were retained in
the command. Coleman (in press) has reported a series of studies on grammati-
cal factors determining the length of time a child needs to read a printed
instruction in order to be ready to perform an arithmetical task (e.g.,
"Subtract two from the mean of the YOWS ) ; thé child then performs the task
to show comprehension. He recommends the following-directions procedure as
one of the:simplest and most valid methods for measuring comprehension.

With Coleman's recommendation we can agree, with the following reserva-
tions, however: (1) as with a number of other procedures , one must assure
oneself that the criterion task cannot be performed unless the subject has

been exposed to the instruction; (2) this procedure may be applicable only
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in connection with & relatively limited range of verbal materials; (3) it

may be difficult to exclude problems of memory and various performence factors--
the individual may comprehend the instructions but forget them, or become
confused, when he actually performs the task.

4.0 Measurements teken during reading. Various oral reading tests

(Gates, 1953; Gilmore, 1951) illustrate procedures in which the comprehension
of a paragraph is measured in terms of the child's ability to read it aloud
without hesitations, mispronunciations, and the like. However, this technique
seems to get at mainly the ability to decode print and is thus beyond the
scope of this review.

On the assumption that an individual will attend to a reading selection
only as long as he needs to gain the information it contains, a measurement
of silent reading time msy give an indirect indication ¢f comprehension. We
have already seen an application of this idea in the work of Danks '(1969b), who
measured the latency of a button press used by the subject to indicate com-
prehension of a simple visually-presented sentence. This idea has also been
used by Weaver and Garrison (1966), who found significant dirferences in
reading times for sentences as & function of the position of prepositions.
Nevertheless, a subject will spend more oOr less time reading depending upon
whether he expects to be tested. Kershner (1964) and Rothkopf (1968a) found
that with repeated exposures to textual material college students took
decreased time to read thé material and at the same time made increasingly
better scores on a ''cloze" test of comprehension (see 9.1). Thus, reading
time during the first exposure is not necessarily a valid indication of
comprehension or of information gained during that expcsure. Reading time

can be used as & measure of comprehension only in special circumstances.
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The same can be seid for the eye-voice span, i.e., the amount of addi-
tional material that an individual reading aloud can report after i{llumina-
tion for reading is terminated. The technique has been used by Schlesinger
(1966b), Levin and Kaplan (1966), and Levin end Turner (1966) to investigate
| the role of grammatical structure in the perception and comprehension of

textusl material; Schlesinger concludes, for example, that the eye-voice span
typically reaches "to the end of either a syntactic constituent or of a
'chain,' which was defined as & group of words that the reader in his left-to-
right perusal of the sentence might teke to be & constituent” (p. 33).
- Edfeldt (1960) has shown that experienced readers do not make subvocal
movements (detectable by electromygraphic techniques) when reading easy

material, but these movements become detectable when the material becomes

difficult. Electromygraphic techniques, then, might be used to index the

@ difficulty an individual has in uncierstending material he reads, but they

would not provide a direct measure of comprehension, and might be affected

by a number of other veriables besides comprehension. Hardyck, Pet_rinovich,

and Ellsworth (1966) report a technique for suppressing subvocal movements.
Patterns of eye movements are so varisble within and among individuals

that they show very little dependence upon the diffi culty of material

(Anderson and Dearborn, 1952, Pp. 128ff.) and are therefore generally unreliable
as indicators of comprehension. As reported by Miller and Isard (19€4, fn. p.
299), however, Mackworth and Bruner were able to use eye-movements to index the
difficulty of sentences. Highly self-embedded sentences were generally read

with more fixation units than sentences not so embedded.




~65-~

5,0 Verbatim recall. The study of recall is one of the best-developed

areas in experimental psychology, but a great deal of the work has concerned
the recall of relatively simple stimulus displays such as lists of nonsense
syllables. The study of the recall of connected verbal discourse has received
| major attention only in recent years. We must consider what if any connection
this has to do with the measurement of comprehension of verbal material.
Logically, there is no necessary connection. One could, for example, compre-
hend a text and then immediately forget it. On the other hand, one might

have perfect recall for a string of unconnected, incomprehensible words in a

LRIt o

foreign language. The connections between recall and comprehension must be
tenuous, or at least complex. In this section we will examine simply the
techniques that have been used for the study of recall, with some preliminary
e comments on the extent to which these techniques yield valid evidence concern-
‘ . ing comprehension.

5,1 Verbatim recall immediately after presentation. When the material

is of very short duration, the subject can recall verbatim as a function of
what is called memory spen or short-term memory. Surprisingly, there is
1ittle direct evidence as to exactly what the memory span for verbal material

(e.g., unrelated words) is; Miller (1956) reports data from Hayes to indicate

5 a el

thet this memory span is above 5 (at least for monosyllables). As soon as

i
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there is any degree of semantic or syntactical organizetion in a series of
words presented for immediate recall, the number of words that can be recalled
correctly increases beyond the normal span (Marks and Jack, 1952). This is not
to say, however, that short-term memory factors cease to operate.

Since memory span for young children is normally less than seven, even a

grammatical sentence of seven words can tap the linguistic competence of a

70




~66-

young child; Binet's developmental scale of 1911 as cited by Terman (1916,
pp. 37-39) included the following items:

Age 3: Repeats & (spoken) sentence of six syllables.

Age 5: Repeats a (spoken) sentence of ten syllables.b

Age 15: Repeats a (spoken) sentence of twenty-six syllables.

The child passed the test only if reproduction was perfect. Terman used
similar tests in his 1916 Stanford-Binet scale, but they no longer appear
in the latest, 1960, revision (Termen and Merrill, 1960). However, tests for
Repeating Thought of a Passage appear at the Superior Adult II and III levels;
here, verbatim recall is not required, but the subject must give, in proper

sequence, accurate reproductions of the "component ideas."

-

The experimental study of verbatim reproduction of longer passages
(Henderson, 1903; Lyon, 191T; Clark, 1940) has generally depended on & scoring
procedure known as the "pethod of retained members." The stimulus passage is

divided into a number of phrasal units of approximately equal size; the sub-

ject's response is then scored in terms of the number of these units that

are accurately reproduced. Sometimes partial credit is given for repro-
duction of the thought of a unit when it is not verbatim. Levitt (1956)

showed that different investigators are likely to make different divisions

of a passage ‘and these differences are likely to be reflected in recall scores.

Indeed, the major difficulty with the study of recalls of connected

(1966), and King and Yu (1962) have reported a series of studies showing that

\

|

1 discourse seems to be that of scoring. King (1960, 1961), King and Russell
!

!

when judges are asked to scale written recalls for excellence, two factors
influence their judgments: & "quantitative" factor having to do with the

, amount of recall (number of words, end the like), and an "organization'" factor
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having to do with the quality and organization of the semantic content. This
would mean, incidentally, that some judges are more influenced by quantity,
‘. others by organization.
One of the most perceptive studies of verbatim recall was by Gomulickil
| & (1956), who presented his subjects with 37 prose passages, from 13 to 95 words

in length. He gtudied the reproduction of each word, Jjudging it as either

vy e

3 "gdequate" or "inadequate." Over the whole set of reproductions, 55.5% words

were reproduced verbatim, 32.7% were omitted, 11.8% were changed, and 6.2%

Bt At RN
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were added words or ideas. The frequency with which a given element was
; "gdequately" represented was regarded as & measure of its "mnemic value."
g

Mnemic value was then studied as a function of semantic content (action vs.

SR
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description) and grammatical function. Recall was regarded &as an "abstractive

G
TR

process' because the best remembered materials described actor-action-effect
sequances; there was even a tendency for Ss to turn descriptive passages into

"quasi-narratives."

Tmmediate verbatim recall of verbal meterials has been used to study many

o T e T A BT s

aspects of language behavior and learning:

Basic processes in recall: Bartlett (1932), Paul (1959), to give only a

few examples.

The effect of organization (order of approximation to English): Miller and

Selfridge (1950), Deese and Kaufman (1957), Sharp (1958), Herrmann (1962),
Tulving and Patkau (1962), Slamecka (196L4), Knox and Wolf (1965), Cohen and

Johansson (1967).

The effect of syntax and other grammatical factors: Miller (1962b) ,

Martin and Roberts (1966), Robins (1968), Slobin and Welsh (1968).
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The effeot of various instructions as %o wvhat is to be recalled:

Schwartz and Lippman (1962), King and Russell (1966).

The effect of associational factors: Rosenberg (1068e).

Method of reproduction: A Clark (1940), Horowitz and Berkowitz (1967), King

(1968c)."

Oral vs. printed stimuli: King and Madill (1.968).

These and other studies will be reviewed under appropriate headings later
in this monograph.

5.11 Verbatim recall after a set of materials has teen presented. A

minor variation of the procedure presented in section 5.1 has been used in a
number of experiments on the effect of syntactical factors in recall (e.g.,
Marks and Miller, 1964). A set of word-strings are presented to the subject
in sequence; he is then asked to write them down in any order as accurately
as possible. Actually, Marks and Miller carried out this procedure for five
trials to trace learning over trials. Since leerming occurred even for
normel sentences it is evident that the procedure tests recall much more
than comprehension; because of the simplicity of the normal sentences (e.g.,
"Rapid flashes augur violent storms") there is little doubt that they were
comprehended on first presentation.

5,12 Prompted verbatim recall after a set of material has been presented.

A further minor variation is to use the procedure in (5.11) but with "prompts."
Mehler (1963), for example, gave Ss a set of eight sentences varying in gram-
metical transformation; after cach trial, S¢ were given prompts consisting of

nouns in either the subject or predicate position.
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5,13 Verbatim recall after a time period in which interfering stimuli

.

have been presented. When the verbal material is extremely simple, it may

be desirsble to test recall by interposing distracting stimuli between the
time of presentation and the time of recall. Wilson (1966) had children
read either single words, 3-word syntactic strings, or 3-word non-syntactic
strings, after which they were required to read ordinary text for 15 seconds
before giving their recall of the stimulus.

Savin snd Perchonock (1965) introduced a technique whereby the amount of
grammatical material encoded in memory was claimed to be measured by the
amount of additionel material that could be remembered at the same time. A
sentence was preserted, followed by a string of eight unrelated words; the
subject was to recall the sentence and then as many as possible of the eight
additional words. However, Epstein (1969) has raised the question of whether
Savin and Perchonock's results might equally well be explained in terms of
difficulty in retrieval processes.

5.2 Delayed verbatim recall. Data on the accuracy of delayed verbatim

recall of a prose passage presented only once are scarce.

In one of Slemecka's (1959) experiments on retention of connected dis-
course, subjects had a mean score of 12.8 (out of a po‘ssible 28) for immediate
recall of a 28-word passage after one presentation; after a period in which
they had to learn snother, unrelatéd passage, their mean vecall was only T.1.
This gives no indication of what their recall would have been if they had had
no original recall and no interpolated learning. Common experience would indi-
cate that verbatim recall of verbal materials after one presentation is not

very good even immediately after the presentation, and decreases rapidly with
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time, especially when the interpolated interval is filled with activities that

tend to interfere with original learning.

5.3 Amount of time to memorize, with uninterrupted opportunity for

repeated inspection. ‘fhe amount of time to memorize verbal material depends

upon the complexity of the material. This can be shown either by giving the
ipndividual a set amount of time to study and measuring the amount of recall,
or by determining the amount of time the jndividual needs until he can repro--
duce the material to some given criterion of accuracy. Rubenstein and Aborn
(1958), using the former procedure, showed that for 30 200-word passages
culled from a wide variety of sources, the average learning score attained
by a group of subjects was highly correlated with two readability indices
applied to the passages and also with a "predictability" score (see section
9.2). Using the latter procedure, Follettie and Wesemann (1967) showed
that learning time was related to various characteristics of prose passages
(principally, their length in terms of grammatical units) .

5.4 Repesated study-test learning trials, one stimulus at a time. In

this procedure, the subject is repeatedly given learning trials cénsisting of

a presentation phase (usually of constant duration) and a test phase (also
usually of constant dguration) in which the subject attempts to reproduce the
stimulus either orally or in written form. The same stimulus is presented

over the number of trials. The number of trials may be constant, in which case
the learning score is the number of words recalled, and/or the number of

errors (Sharp, 1958; Tulving and patkau, 1962; Miller and Isard, 19643 Martin and
Roberts, 1966; Rosenberg, 1968a), or it may depend on the performance of the
subject in attaining a criterion of perfect reproduction, in which case the

learning score is the number of trials to criterion (Epstein, 1961, 1962;
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Coleman, 1965b; Bogartz and Arlinsky, 1966). In this type of study, an
improvement in mean performance from an initially rather low level is uni-
versally noted. The design does not permit any appraisal of the extent
to which the stimulus is understood on any of the presentations since
measurements are concerned solely with the subject's success in retrieving
the memory of the stimulus, i.e., in constructing the response correctly.

5.41 Repeated study-test learning trials, with sets of stimuli and

free order of recall. This procedure is similar to (5.4) but a set of

unrelated stimuli are given in the presentation phase; in the test phase

S is allowed to recall these, as accurately as possible, but in any order he
plesses. The effect of this procedure is to introduce (a) a certain amount
of delay between presentation of the stimulus and the test, and (b) inter-
ference among the several stimuli in a stimulus set. These factors make
the subject's retrieval task more Girficult; they probably have little or
no effect upon comprehension of the stimulus. A study illustrating the
procedure is that by Mertin and Roberts (1967) .

5.5 Paired-associate learning. This classical procedure can be re-

garded as &a method of prompted recall; it is particularly appropriate for
studying the effects of relations between the "stimulus" and "response'
members of pairs, c. of relations among the several stimuli or resyouses

in the set. There are two main varieties of the procedure. One is the

"enticipation' method, in which a trial consists of the successive presen
tation of the paired stimuli (the "stimulus" member of each pair being
presented beiore the "response" member); with succeeding trials, S is re-

quired to try to "anticipate" (say aloud) the response member of each
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peir bef-re it is actually presented. Illustrations of studies using this
nethod are those by Martin and Jones (1965) and Martin, Devidson, and
Williams (1965). The other method, illustrated by studies by Rohwer, Shuell,
and Levin (1966) and Rohwer, Lynch, Levin, and Suzuki (1967), is the '"study-
test" method in which a list of pairs is presented tc the subject for study
for a specified amount uf time, after which he is presented with the stimulus
terms and asked to give the response terms.

5.6 Serial learning. In the usual verbatim recall experiment, a

passage is presented to S to read or hear as a whols. Epstein (1962)

wondered whether the organizational factors that faéilitate recall of

such materisls as compared with unstructured materials would also facili-
tate learning when the materials are presented word by word in the convention-
al serial learning paradigm. The serial learning procedure consists of a
series of trials; in each trial, the material is presented word by word

(e.g., by memory drum), and with succeeding triels § is expected to learn

to anticipate the successive words before they actually appear. Epstein found
that sentences are no more readily learned in serial order than the same words
in random order. Apparently the serial presentation prevents the subject
from readily apprehending any syntactical structure in the material, while
whole presentation does not. However, Epstein did not inform his serial-
presentation subjects to look for structure.

5.7 Recall by paraphrasing or giving essential ideas. To ask the

subject to give back the substance of a sample of verbal material "in his
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own words" would seem to be a rather valid vay of testing his comprehension.

Yet, this method has been very rarely used in experimental studies of

comprehension.

There asre at least three major difficulties with the pro-
cedure, at least if a strict paraphrase is required: (1) telling the subject

to use his "own words" msy place an extra burden on him when he can remember
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some of the words verbatim; (2) it is difficult to score paraphrases for

content conformity to the original, as Downey and Hakes (in press) found;

ey
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and (3) the procedure dces not exclude the possibility that the subject
may have difficulty in retrieving information even though it has been

understood during original presentation. Clark (1940) found that even

when Ss were asked to give verbatim reproductions, successive reproductions

improved in quality even though the subject had no opportunity to re-

inspect the original. Clark's experiment suggests strongly that retrieval

factors are involved in any recall, but it also suggests that the validity

of a recall test (whether it is to be verbatim or & paraphrase) could be

increased by allowing the subject to make several successive attempts at

reproduction.

Jones and English (1926) found that even after one reading of a 9l-word
passage, Ss were able to give an average of T1% of the 31 "ideas" regarded
as contained in it. A similar procedure was used by Cofer (1941). 1In
neither of these studies were the Ss instructed to avoid using the same
phraseology as the original. They found, as might be expected, that recall

of ideas was much easier than verbatim learning.

5,8 The 'probe-latency technique." This technique was developed by

Suci, Ammon, and Gamlin (1967) for investigating the role of phrase structure

Vs
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in the apprehension of language. A subject is given a sample of verbal
material, such as a sentence. This presentation is immediately followed by
the presentation »f one word selected from the sentence; the subject is
required to think back to that word and give the word that followed it.

The latency (time in seconds) of this response is measured. According to
these authors, as well as Ammon (1968), the method gives results in line
with certain expectations regarding phrase structure. While comprehension
might facilitate performence of this task, the technique is not likely to
be a sensitive measure of comprehension.

In sections 5.0 to 5.8, we have reviewed all the techniques utilizing
recall and found them wanting in their ability to measure comprehension.
From results on recall tests, it is generally difficult to tell to what
extent any of at least three factors may be operating: (1) understanding
of the material at the time of original preseﬁtation, (2) "storage"
processes acting during ofiginal presentation to set the stage for recall,
affecting either the semantic content of the material or the particular
words used to express it, and (3) "retrieval" processes during the process
of recall. In view of this, we recommend great caution in interpreting
the results of recall tests.as indications of comprehension.

6.0 Giving a translation of verbal material, with opportunity for

continual inspection. A traéitional way of determining whether an individual

understends material in a foreign language is to ask him to translate it
into his native language. One may also suggest that a way of determining
whether an indi;idual understends materials in his native language is to
ask him to translate it into some foreign language that he knows. Such a

methcd has rarely been used in studies of comprehension as such, however,
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for the obvious reason that subjects are rarely expected to be sufficiently
competent in a foreign language to perform the task. The method has con-
siderable appeal because it offers the possibility of ruling out recall
factors. Nevertheless, there would be difficulty in scoring translations,
particularly inlview of the fact that there are only rarely one-for-one
translation equivalents between two languages.

7.0 Techniques depending on recognitibn. A traditional method of

measuring learning and memory has been the recognition technique, whereby
the subject who has learned something is then presented with some of the
old stimﬁi together with some new stimuli and asked to indicate vhich are
old and which are new. Some of the questioning techniques described under
2.0 depend upon recognition; at least, this is true of true-false questions
and certain kinds of multiple~choice questions when they present material
either unchanged or slightly modified from the original stimulus ﬁzaterial
and ask the subject, in effect, to indicate whether he recognizes the
original stimulus material. Shepard (1967) has sho&éﬁ that college-é.ge
subjects are remarkably efficient in distinguishing new materiel from old
material even when the old materibal- is of considerable extent. For example,

Ss were 89% accurate in identifying sentences they raed inspected in a list

. of 612 clearly different sentences. All the sentences were, however, very

simple to understand (e.g., "A dead dog is no use ‘for hunting ducks."), so

that one cannot say that the test was one’ of comprehension.
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Nevertheless, the recognition technique has been used by several in-
vestigators to examine detailed processes of- comprehension. Clifton, Kurcz,
and Jenkins (1965), and Clifton and Odom (1966) used a recognition task to
index the grammatical similarity of sentences; after presentation of a

i series of sentences, these same sentences together with slight grammatical
: trensformations of them (negative, passive, question) were presented and
the subject was asked to press a telegraph key whenever he thought he recog-
nized one of the '"old" sentences. The patterns of errors were found tc
correspond to some degree with the similarity of the sentences in terms of
transformational distance, lending support to the "coding" hypothesis
whereby sentences are stored in memory in terms of (a) their base forms, and
(b) the transformations applied to them.-

Lee (1965), Fiilenbaum (1966), Newman and Saltz (1960), and Sachs (1967a,

1967b) have used the recognition task to find out the extent to which subjects

remember the verbatim form of words or sentences versus their meanings. The
evidence indicates, in general, that verbatim forms are remembered only for a : |
relatively short time, whereas meanings are remembered much longer. All the ‘
meterials used by these invest_:igators were readily understandable in the

original form (except possibly the longer paragraphs used by Lee). Thus, in

these investigations the recognition task cannot be regarded as a test. of
comprehension. If the original niater_ia.ls were of greater difficulty, however,
the recognition task might offer a useful measuring technique, inasmuch as

~sheer memory for meanings has been shown to be fairly long-lasting.

The "chunking" technique recently employed by Carver (1970a) can in

" fact be regarded as an ‘applicati_on of the recognition task for materials
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that are relatively difficult to understand. Carver's technique is to

present a passage for reading, typically four or five paragraphs long.

This is then immediately followed by a multiple-choice test. In each item

of the multiple-choice test, each alternative consists of a 'chunk" of the

original--a clause, a phrase, or sometimes even a single word; one "chunk,"
however, is chariged in meaning by the substitution of a different word or
phrase. The subject has to indicate which alternative does not convey the
original meaning.

An example will i.llustrate the techhique. The first paragraph of one
of Carver's selections is as follows:

Voter apathy is almost a cliché in discussions of American

v

politics. Yet, only a cursory look at voting and registration
restrictions shows that msny would-be voters do not cast ballots
because they are prevented from doing so.

The test items covering this part of the selection are as follows:

A) Voter apathy

B) is almost a cliché

¢) in discussions

D) of American politics.

E) A recent poll directed

A) at voting

B) and registration restrictions
C) shows that

D) many would-be voters

E) seldom protest or demonstrate

A) because they are prevented

B) from doing so.

¢)l [The remaining alternatives cover the beginning of the next
D)} paragraph in the selection. ]

(E)

The changed alternatives are constructed and item-analyzed in such a way

that individuals who have not read the original passage are unable to score
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much sbove chance. The technique seems to have considerable promise, al-
though it must be noted that the standardization and validation of the
multiple-choice items is a fairly complicated process'.

8.0 Techniques in which comprehension is tested by requiring verifica-~

tion against pictured referents. If a sentence is presented and the subject

is asked either to tell whether a picture accurately represents its meaning
or to choose one of several pictures that best represents its meaning, this
would appear to have rather high ‘validity in testing comprehension, apart
from problems involved in guessing among the alternatives. The technique
haes been successfully dsed in a number of foreign language comprehension
tests, and it is occasionally used in tests of listening or reading compre-
hension, particularly those for young children. An assemblage of such
items constitutes a fairly valid and reliable test of comprehension ability.
The technique does have several advantages: (1) it is "face valid," to the
extent that ;che subject's ability to choose the correct picture reflects
his actual comprehension of the message; (2) it is only minimally affected
by differences in the subject's ability to read printed alternatives

(this is particulerly advantageous in the case of listéning tests, but also
applies in the case of reading tests); (3) alternative choices can be de-
signed in such a way &s to trap the subject .who has only partial compre-
hension. Dis»adva.nt,ages of the technique are: (1) it is usuaily affected '
by a guess’ving component which makes it unreliable fqr testing comprehension
of single sentences; (2) it is often incbnvenient and difficult to prepare
gppropriate pictures; (3) it is limited to senténges or text materials that
lend themselves £0 pictures; 'a.ﬁd".even-so,' many 'concepts. (e.g., tense rela-

tio’nships) are hard to 'repres ent by p_ic{:ux‘es,,except possibly by moving
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pictures or by cartoon sequences; (4) it is practically impossible to pre-

prmnyer

o ad

pare pictures that will discriminete all the lexical and grammatical

ey

material that the sentence may contain; and (5) the technique may depend on
pictorial perception processes of unknown complexity. Nevertheless, with
appropriate care, the technique is highly u.eful in many circumstances.

In several cases, it has been used in experiments concerned with
processes in sentence comprehension. Gough (1965, 1966) had subjects verify

sentences against pictures, under two conditions: (1) the picture was

e

presented coincident with the beginning of the final word of the auditorily
presented. sentence, or (2) the picture <ras presented three seconds after

the termination of the sentence. Even when the picture was delayed, active
sentences were verified faster than passive ones, and affirmative sentences
faster than negatives, contrary to what one might expect if it is supposed
that the hearer immediately decodes a complex sentence by transforming it into

its underlying structure. Slobin (1966) has used a similar technique, finding

that one of the primary determinants of whether passives are not as readily

verified as actives is whether the action is "neversible"” (e.g., both the cat

F chases the dog and the dog chases the cat are possible) or "non. reversible"

(e.g., the girl waters the flowers is possible but the reverse is not).

9.0 Techniques depending upon context and redundancy. One of the

—— — . .

standard tools in mental testing is the "completion item," where the exami-
nee has to fill in a missing element from the context that is given. As
used on "intelligence" tests, the context is carefully selected so that
only one response is acceptable--or at most a very limited number of them. .
The context in this case is often a definition or a sentence that describes

some situation where only one particular word to be filled in "makes sense."
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Use has also been made of the opposite technique--i.e. inserting or
substituting in the text a word or phrase that "spoils the sense'' of the

message , and asking the examinee ‘to identify it. Apparently this technique

was first used in the Chapman-Cook Speed of Reading Test (1923); the

examinee's speed of reading is indexed by how rapidly he can work through

& passage or series of passages and find the extraneous items. Such a pro-
cedure has certain objections: 1it is not a normal form of reading task
since the unwented items spoil the meening and may be & distraction; and
sometimes by adopting & certain appropriate strategy, the subject can
identify the incorrect items without really comprehending the passage.

9.1 The (standard) "eloze' technigue. Introduced, or as some would

have it, re-introduced by Taylor (1953) as a convenient and relisable measure
of "readability" (a characteristic of text material), the "eloze'" procedure

has also gained some acceptance as a measure of individuals' degree of compre-

hension of material (Taylor, 1957). The procedure involves taking a passage
of text material and deleting words in it by some rule, €.g., €Very nth word,
every noun, or the like. Most frequently, 1 is set equal to five, when

systematic deletions are made, but other values, up to n= 12, have been

used. The pupil is then presented with the passage and asked to 1';ry to guess
the missing words. Usually the paslsage is };resented in written .form, in
which case the missing words are indicated by blanks of a sténdard size.
peisach (1965), Dickens and Williams (1964) , and Weaver and Kingston (1963)
nave demonstrated the feasibility of -administering the cloze technique in

an audltory mode: the passage 1s recorded on tape &and specified words are .

rep’laéed by some special signal (e.g., & vhite néise) plus time for recording




g answers, or the test is administered oraliy by a teacher who tells the pupils
3 to guess a word whenever she claps her hands.

; Various types of scoring procedures are employed. Usually, the score
is based on the number of words in the original that. the subject is able to

- guess exﬁctly (aside from insignificant number/tense changes or spelling
errors). Such a score has the advantage of being objective, and it has been

i‘ found to correlate highly with other types of scores, such as those where

words of similar meaning, or of similar grammatical function, are allowéd

as "correct" responses. However, the type of score that is most advantageous

F may depend upon the purpose of the cloze test. For purposes of measuring

TRE

"readability" or "listenability,' where the average score for a passage is

obtained from a considerable number of readers (say, 25), the score based
on exact word replacements may be very satisfactory. Likewise, for measur-
ing general comprehension ability, where the individual's score is based

on a large number of items and passages, the strict scoring criterion is

most convenient and p_robably as valid as other scores. But for measuring
an individual's comprehension of a particular passage, the more relaxed
types of scoring may be more satisfactory. There has not been enough
research on methods of scoring for an individual's comprehension of a
passage. ' |
In most applications, the cloze procedure involves presenting the
dcctored passage "cold"; that is, the subject is not given advance opportunity
to read the passage in its unmutilated form. He is supposed to guess words
on the basis of the context or redundancy in the passage. His success or

failure in doing so is partly a function of the inherent difficulty of the




-82-

e e e e e S

passage (including the inherent difficulties of guessing the deleted words)

and partly a function of his general comprehension ability, which in turn

may be & function of many factors--his verbal intelligence, his maturity,
education, and experience, and perhaps, according to the results obtained

‘l‘ by Weaver and Kingston (1963), a special aptitude for utilizing the re-

| gundancy in the passage. When the cloze scores are pased on systematic

‘l deletions, & number of investigators (Taylor, 1957T; Jenkinson, 195T7; Greene,
]\‘ 1965) have found moderate to substantial correlations of cloze scores with

| verious measures of reading ability. However, Renkin (1958) concluded that
cloze tests in which the deletions are restricted to nouns and verbs are

"not very accurate' measures of general reading skill. Weaver and Kingston

-

reported that even though cloze scores may have moderate correlations with
certain measures of verbal intelligence, all eight of their cloze scores,
obtained with various types of material and with both auditory and visual

presentation, formed a factor-analytic cluster that they identified as

"redundancy utilization" ability.
Thus, when the cloze procedure is used to measure comprehension of a

passage in mutilated form, without prior exposure to the unmtilated form,

e e e e et T T T T

the score eannot be a pure measure of comprehension. One would at least

| pave to control for "redundancy utilization ability" on & sample of passages
! .

and use that as & baseline for determining an individual's comprehension of a

particular passage. The complicated problems of equating involved in such

measurements have not been adequately trested in research so far. By certain

simple scaling techniques, Bormuth (1968a) found that if & pupil answered

43.6% of the words on a cloze test, it was equivalent to enswering T5% of
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the questions on a more standard -multiple-choice test of cqmprehension; his
result was based, however, only on the paragrephs and questions in the Gray
Oral Reading Test and may not be widely generalizsble. Furthermore, this
result was intended to be applied only to assessing the readability and
grade-level suitability of instructional materials, not to assessing a
particular child's reading comprehension. |

Tt has often been pointed out that the cloze technique measures &
rather superficial kind of comprehension--the ability to follow the detailed
ideas and grammatical patterns that occur within sentences or closely
adjacent groups of sentences. There is no clear evidence that it will
necessarily measure the ability to comprehend or learn the major ideas or
concepts that run through a longer discourse.

Numerous investigators have used cloze scores as & dependent variable
in the comparison of groups with different treatment or selection conditions.
In such investigations, it is possible that the confounding variables were
washed out and the results with the cloze scores may be taken as valid.

For example, Peisach's (1965) finding of social class and sex differences in
5th-grade children's ability to comprehend the speech of their teachers is
probably sound. On the other hand, a question may be raised &bout Tatham's
(1967) finding of differences in comprehension depending upon whether "high
frequency" or "low frequency" language patterns were used, inasmuch as the
cloze scores may have reflected nothing more than the "frequency" of the

language patterns; the results would be of significance only if the cloze

gscores reflected comprehension of passages apart from the particular lan-

guage patterns us ed.
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Sometimes cloze scores are used to measure gain in knowledge, as when
an wmutilated passage is presented, followed by a "aloze" test on the same
passage. Coleman and Miller (1968) found that cloze scores based on system-
atic (every Sth word) deletions were unsatisfactory for measuring knowledge
gain, since the scores were hardly higher, on the average, than scores made
by individuals who had not seen the unmutilated passage. Greene (1965)
reported the same to be true of cloze test scores based on noun and verb
deletions. These findings are slightly at variance from those of Rankin
(1958), who compared noun-verb deletion scores with systematic (every 1l2th
word) deletion scores; the former he found to be "sufficiently accurate"
for measuring specific gains in comprehension and knowledge, while the
1atter were not. Rothkopf (1968a) used content-word deletion cloze scores
in showing that the proportion of correct responses was an increasing but
negatively accelerated function of the number of times a student was allowed
to read a written passéage. More research is needed on types of cloze scores
thaet will show knowledge gains when subjects are allowed to inspecﬁ an un-
mutilated passage in advance of a cloze test, and/or on the conditions that
determine whether knowledge gains will be exhibited bSr such scores.

In view of the grossness of cloze-procedure measures, it is somewhat
remarkable that they have been so successful in many circumstances. Their
success is achieved, in all probability, by the averaging of performance
over many separate items. There are indications that a more detailed analysis
of the responses.in cloze tests would be worthwhile. Jenkinson (1957)
attempted to classify the kinds of clues that students use in performing

cloze tests, also studying the kinds of errors made and what those errors
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indicated sbout sources of misunderstanding. A summary of her classification

of clues is as follows:

oy BOY PR TN

I. Structure
: 1. Syntactical
; a) recognition of function words, parts of speech and word order/
» b) recognition of punctuation and accurate location of referents
] - ¢) errors of word recognition
‘ 2. Awareness of language

a) sensitivity to sound (as in poetry)

b) sensitivity to style--appreciation of exactness of expression,

recognition of rhetorical devices and the style of the author ]

3 II. Semantic -

‘ 1. Literal ' i
a) identification of meanings of words, idioms, and groups of g

{ words in context

; ' b) identification of direct meanings of the whole passage

2. Contextual -

3 a) anticipation of ideas and meaning
b) retrospection to check meaning
c) extension and reconstruction of meaning

3. Ideational

~ a) fusion of separate meanings of words or groups of words into :

ideas

b) recognition of the sequence and interrelationship of ideas ;
¢) recognition of implied meanings

P TR PRV

III. Approach
1. Effort to obtain closure
a) verbal closure
b) negative
¢) tentative
d) awareness of error
e) verbal fluency and flexibility
2. Use of experiential background
a) general
b) egocentric
3. Intellectual
a) imagining
b) reasoning, analyzing, Jjudging
¢) problem solving

More research needs to be done on the factors involved in guessing missing
words. Rothkopf (1962) found that performance was best when deleted words
were near the end of a sentence; this conforms to Forster's (1966) finding

it is easier for a subject to provide an ending for a sentence already
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started than to provide a beginning for the ending of & sentence. Pike
(1969) has made & detailed analysis of certain kinds of grammatical con-
straints on f£illing in words in certain kinds of sentences. Such informa-
tion should be of help in constructing more valid cloze tests.

9.2 Progressive cloze technigue. I suggest the name€ "progressive

cloze" for a technique that has been used occasionally for scaling the
difficulty of materials. It is modeled after & procedure introduced by
Shennon (1951) for measuring the redundancy of English. Shannon had subjects
try to guess & passage letter by letter. That is, they were told to guess
the first letter; the number of their guesses until they got it right was
recorded; they then tried to guess the next létter, etc. Rubenstein and
Aborn (1958) had subjects try to guess & passage Eggg_px_gggg. They allowed
only one guesSs per word and measured the gifficulty of the passage in terms
of the percentage of words correctly guessed by a group of subjects. They
showed that "predictability" scores for passages cbtained by this method
were highly correlated vith readebility and learnihg scores obtained from
other groups of subjects. The technique has been used by others (e.g:»
Slamecka, 196l4; Cohen and Johansson, 1967, with Swediéh) for scaling learn-
ing difficulty. Foppa and Wettler (1967), working with German, found that
predictability scores were higher for sentences with compiicated syntax,
however. Whether this was true because of the special characteristics of
the German language is as yet not knowﬁ. | | |

Colemen and Miller (1968) found that this technique WS suiteble for
measuring informatioh gain in individual subjects. Essentially, their pro- -

cedure had the subject make two trials with the seme passage. On the first
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trial, he was askéd to guess the passage word by word. He was allowed only
one guess per word. According to Coleman and Miller:

"If he guessed wrong, he was told the correct answer, and then he at-
tempted the next word. The measure of what he knew sbout material he had
not read was simply the number of correct guesses per hundred words.

"as the subject proceeded through the passage guessing every word, he

must have studied it most carefﬁlly. As soon as he finished, he went

through the passage again, guessing each word. The difference in correct

words on his first and second attempt is a measure of TG [information gain]."
The mean percentage of words guessed on the first trial was 33.73; on

the second trial, 72.66. The scores in the second trial correlated only

-

.57 with the scores on the first trial. However, these results were based
on only 9 subjects and there were no external criteria of validity. One

can only say that the method shows promise.

10.0 Construction and rearrangement tasks. As long ago as World War

I, when the Army Alpha Intelligence Test was constructed, a favorite method
of testing verbal intelligence has been to present a sentence with the words

scrambled. In current terminology, such sentences exhibit a type of gram-

matical anomaly. Until recently, little study has been made of the psycho-
li‘ngui“étic processes involved in ‘performi‘ng the task of reconstructing the
sentence. Clearly, there are individual differg-ﬁces in ability to perform
the task. Oléron (1961) presented subjects with scrambled groups of (French)
words; they were told that the words, when pl}t into their original order,
constituted news items in a telégraphic style. Subjects had increasing
sﬁccess in reconstructing the texts when the words were grouped by twos or

threes in their original order. This method permitted study of the roles
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played by grammatical factors and verbal associations. Similar work has

been done by Bever (1968) with scrambled sentences in English. For certain

types of materials, ability to reconstruct a scrambled passage wouid appear
to be a good criterion of comprehension, but it points up the fact that
subjects do not necessarily use simple syntactical (word order) elements
in comprehension; rather, they use their knowledge of the syntactical and
semantic structures which particular lexical items are most likely to
enter. Ordinarily, the reconstruction task has been applied to single
sentences. Pfafflin (1967) found that Ss could re—-order sentences that had

been scrambled within a paragraph.
CONCLUSIONS ON THE MEASUREMENT OF COMPREHENSION

We have surveyed a wide variety of techniques that have been used by
investigators to study language comprehension and the factors involved in
it. It is evident that no one technique is universally valid for messuring
comprehension; each technique has its own particular sphere of appropriate-
ness. A number of distinct purposes can be discerned in the investigations
surveyed:

(1) Measuring the general comprehension ability of individuals;

(1‘2) Measuring the degree to which an individual comprehends a

. prrélcular sentence or passage;

(3) Investigating the psycholinguistic processes in the comprehension
of textual materials;
(4) Measuring the "comprehensibility," "readability," "listenability,"

or "learnability" of samples of textual materials;

%
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(5) Measuring the "grammaticality" or "communicative acceptability"
of samples of textual materials.

In general, any one of the techniques might be used for any of the
above purposes, but for each purpose there are certain "methods of choice."

Measuring comprehension ability. Measurements of comprehension ability

must be based upon & substantial sample of materials ranging widely in
difficulty, in order to i)roduce scores that are reliable and that accurately
indicate the general level of difficulty that the subject is able to compre-
hend. The "methods of choice" are mostly the traditional ones, such as
multip].e-c'hoice items, but several newer Or more unusual techniques may 8180 be
considered. In approximate order of general usefulness, these methods may

be recommended:

5.0 Asking questions designed to test comprehension-—-pgg_v_i_dgg__tj_l_ai
the questions have been adequately pretested to exclude the
possibility that they are either too easy (and can generally be
snswered without exposure to the material on which the items
are based) or' too hard (pose problems extraneous to that of

comprehending material)

3.0 Following verbal directions
8.0 Verification against pictured referents
9.6 Techniques depending upon context and redundancy-—-
(a) the standard cloze technique, with deletion of every nth
word, where n may range from gbout 5 to about 12
(b) Carvexl"s "chunked'' comprehension test
(¢c) Insertion or gubstitution of words to "spoil the meaning"
1.4 Evaluation of the truth or falsity of a statement

1.5 Evaluation of the centrality or importance of ideas in a passage

- N
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10.0 Construction and rearrangement tests (generally applicable only
for written tests)
Tt will be noted that tests of memory or recalli are not recommended for

measuring comprehension ability.

Measuring the comprehension of a given text. Most of the techniques

1isted above for measuring comprehension ability are also appropriate here,
exéept that even more attention has to be given to the pretesting of the
materials. However, one should probably exclude the techniques listed under
9.0, "Techniques depending upon context and redundancy,’ since the measures
yielded here are too unreliable to be useful for evaluating comprehensicn of
a single text unless the text is fairly extensive. Also, some of the tech-
niques may be inappropriate for a particular text, e.g.; one whose meanings
are not readily picturable, or one that does not lend itself to having the

subject follow verbal directions based on it. Again, tests of memory Or

verbatim recall are not recommended, except that asking the subject to give
a free paraphrase of the text may have advantages in certain cases. The
disadvantage of the paraphrasing task is that it is hard to score accurately.

Investigating psycholinguistic processes. Almost 'any of the technigues

= » considered in this chapter can be of use in psycholinguistic investigations
of discourse comprehension, and I will not at':tempt to discuss them in detail
in this context. One caution may be mentioned, and that is that tests of
recall are very likely to be deceptive in that they fail to distinguish

| '.(/V':". between comprehension at the t‘ime of initial presentation and ability to
retrieve or reconstruct information at the time ofvx"ecall.

Measuring the: comprehensibility of texts. The history of methodology in
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measuring comprehensibility (readability, listenability) seems to have been
characterized by a progressive substitution of one preferred technique for
another. Originally, the "method of choice" was asking comprehension ques-
tions (method 2.0), but this was replaced by various stylistic analysis

counts when it was found that the latter could reas onably well predict the
former. We ha\'re not discussed these techniques above because they are not

direct measures of comprehension or comprehension ability; they deal only

with the characteristics of texts. More recently, however, the cloze
technique in one or the other of its forms has tended to be the method of
choice b‘ecause of its simplicity (apart from the bother of administering and
scoring clcze tests) and apparent validity. The cloze technique is currently
the most favored technique, despite its unwieldiness. It may yet turn out,
nowever, that subjective judgments of the sort used by Carroll (1966) or
Schwartz, Sparkmen, and Deese (1970) may come to replace the cloze tech-
nique as a method of choice.

Assessing grammaticality or acceptability. Strictly spesking, one cannot

assess grammaticality except by grammatical analysis in terms of a particulsar
grammatical theory. "Acceptability," however, can be assessed, but only,
almost by definition, by subjective techniques. An extension of these
subjective techniques occurs when subjects are asked to "correct" the

grammar of a sentence, as did Quirk and Svartvik (1966) and Danks (1969b).
THE MEASUREMENT OF LEARNING FROM DISCOURSE

On the assumption that "learning from discourse'" means "assimilation of
meanings into a long-term memory store," the measurement of such learning

must carefully distinguish between "comprehension at time of original
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presentation” and 'icomprehension after a delay."

Just what period of time
is referred to when we speak of "delay" must depend upon the circumstances:
we will review in Chapter T what‘is known about the retention of verbal
me'anings after various delays. Various recall, recognition, and reconstruc-
tlon techniques are available for the measurement of retention. A sharp
distinction has to be drawn between "rote'" memory and "loglcal’ memory, to
use terms employed by Welborn and English (1937) and Cofer (1941), that is,
memory for v_egp_ait_;g content vs. memory for Ille*aningful content. A further
distinction is that between learning: ("what has actually been stored") and
performance (what the individual can retrieve from memory , and what he can
do with it). The tough problem for the would-be measurer is to determ'ine
exactly what ie perceived or comprehended at the time of original presenta-
tion and what residual percepﬁions or comprehensions remain at the time

when retention is tested. In many studles of retentlon there has been a
failure, either partial or complete, to determine what was comprehended at
the time of original presentation, This must be borne in mind in the subse-

quent discussion.
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Chapter 4

MESSAGE AND SOURCE—‘OF—MESSAGE CHARACTERISTICS

This and the following four chapters will examine the major types
of factors in comprehension of, and learning from MVD. For purposes
of analysis and exposition, these factors have to be discussed one
by one. We will try to avoid artificiality in such an analysis by

considering the relations between the factors as we proceed.
The Comprehensibility of Texts

What aspects of a text--its vocabulary, syntax, organization,
style, content , etc.--meke it relatively easy or difficult to under-
stand as compared with other texts, holding constant such factors
as the individual's competence with the language, his motivation to
comprehend, his background knowledge, his interest in the material,
ete.?

Much of the research on this question has been conducted in the
context of trying to assess the comprebensibility of printed texts,
i.e., their "readability." We know much less about the comprehensibility
of materials presented auditorily--i.e., their "listenahility."

This has led to some confusion, ihl;"the sense that the rea.dability o_i‘

printed texts depends to & substaritial degree on the réading gbility

. level of the reader, or more specificaily, on his ab1] 1ty to "decode"

language from print. The. characteristics of printed texts that make
them difficult to comprehend are in some measure (at least for not-
fully-skilled readers) those characteristics that make them difficult
to decode into. spoken la.nguage. : Because of the vaga.ries‘ of its

orthography, English preSf=nts special difficulties in this respect;
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we might expect somewhat diffefent results if we were dealing with a
‘language (e.g., Spanish or Finnish) whose orthography is mére regular
than that of English. One might wish that research on comprehensibility
of texts in English had been initiated with orally—presented texts.

Such research would have disclosed more readily the characteristics

of language that present difficulties in understanding apart from the
decoding of print. The research could then have proceeded to investigate
comprehensibility of written texts, noting those aspects of difficulty
that may be peculiar to written or printed language. Instead, research
has tended to proceed in the other direction: after a long period of

research on readability, some efforts were made to apply the results

to the comprehensibility of orally-presented texts. Only in recent
years has there been some interest in the comprehension difficulties
in orally presented materials.

It should be pointed out that there are likely to be comprehension
difficulties peculiar to oral texts, for examp.e, those connected

with homophones (different words, perhaps differently spelled, which-

are pronounced with the same phonemes). Furthermore, 'research on the
comprehensibility of orally-presented materials involves special
problems such as the control of articulation accuracy, intonation

and stress, dialect, signal-to-noise ratio, and speech rate.

However, a large proportion of the characteristics. that make
oral language difficult are the same as those that meke printed
language difficult. With appropriate caution, we can generalize

at least some of the results obtained with "preadability" research to

oral language. Because of the extensiveness of readability research,

our review will examine it first,
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Readability Research

Chall (1958), who made a detailed and scholarly review of the
research that had been done through about 1953, indicates that
early in this century the interest was in assessing t<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>