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ERIC User Please Note:
This summary discusses all 5 parts of Information Storage
and Retrieval (ISR-18), which is available in its entirety as
LI 002 719. Only the papers from Part Two are reproduced here
as LI 002 721. Se: LI 002 720 for Part One and LI 002 722 thru
LI 002 724 for Parts 3 = 5.

Summary

2he present report is the elghteenth in a series describing research
in automatic information storage ahd retrieval conducted by the Department
of Compuger Science at Cornell Univérsity. The report covering work carried
out by the SMART project for approximately one year (summer 1%59 to summer
1970) is separated into five parts: automatic content analysis (Sections
I to IV), automatic dictionary construction (Sections V to VII), user feed-
back Procedures (Secticns VITI to XI). document and query clustering methods
(Sections XII and YI1i), and SMAR. systers design for on-line operations
{Sections XIV and XV).

Most recipients of SMART proj :ct repo;ts will experience a gap in
the series of scientific reports received to date. Report ISR-17, consisting
of a master's thesis by‘Thomas Braten entitled "Document Vector Modification
in On-line Information Retrieval Systems” was prepared for limited distribu-
tion during the fall of 1959, Report ISR-17 is available from che Natioanal
Technical Information Service in Springfield, Virginia 22151, under order
n'tmber PB 186<-135.

The SMART system continues to operate in a batch pProcassing mode
on the IBM 330 mod»]l 65 system at Cornell University. The standarxd processing
mode iz eventually to be replaced Iy an on-line system using time-shared
console device§ for input and output. The overall design for such an on-line
version of SMART han been corpleted, and is described in Sectisr XIV of the
present report. hile awaitii.g the time-sharing implerzntatior of the
system, new retrieval éxpeximents have been perriorred using larjer document
coliections within the existirg system. 2ttempts to <ompare i(he performance

ERIC 13
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of several collections of different sizes must take into account the
collection “generality". A study of this problem is made in Sect:ion 1I of
the present repor:. Of special interest may also be the new procedures

for the automatic recognition of "common" words in English texts (Section
V1), and the autqnatic corn . :ruation of thesauruses and dictionaries for use
in an automatic language analysis system (Section VII). Finally, a new
inexpensive method of document classification and term grouping is
described and evaluated in Section XII of the present repcrt.

Scotions I to 1V cover experiments in automatic content aralysis
and automatic indexing. Section I by S. F. Weiss contains the results of
exyeriments, using statistical ond syntactic procedures for the automatic
recognition of phrases in written texts. It is shown once again that be-
caus¢ of the relative heterogeneity of ﬁost document collections. and
the sparseness of the document space, phrases are not normally needed
for content identification.

In Section II by G. Salton, the "dgenerality" probiem is examined
which arises when two or more distinct collections are compared in a
retrieval envircnment. It is shown that proportionately fewcr nonrelavant
items tend to be retrieved when larger collections (of low generality)
are used, than when small, high generality collections sexve for evaluation
purposes. The systems viewppint thus normally favors tho lacger, low
generality output, whereas tho‘user viewpoint prefers the performance of
the smaller collection. ' -t

The effectiveness of bibiiographic citations for content analysis
purposes is examined in Section III by G. Salton. It is shown that in

some situations when the citation space is reasonably dense, the usc¢ of

O
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citations attached to documents is even more effective than :he use of
standard Keywords or descriptors. In.any case, citations should be added
to the normal descriptors whenever tbéy happen to be available.

In the last section of Part'l! certain template analysis methods
are applied to ;he automatic resoluti;n of ambiguous ceastructicns
(Section IV by S, F. Weiss). It is shown that a set of contextual rules
can be constructed by a semi-automatic learning process, which will eventually
lead to an automatic recoygnition oflover ninety percent of ‘he existing
textual ambiguities.

Part 2, consisting of Secticns V, VI and VII covers procedures
for the automatic construction of dictionaries and thesauruses useful in
text analysis systems. In Section V»by D. Bergmark it is shown tuat word
stem methods usirg large common word lists are more effective in an infor-
mation retrievallenvironment that some manually constructed ti.esauruses,
even though the latter also include synonym recognition faciiities.

A new model for the automatic determination of "common" words
(which are not to be used for con:ent identification) is propcsed and
evaluated in Section VI by K. Bonwit and J. Aste-Tonsmann. The resulting
process can be incorpocated into fully automatic dictionary construction
systems. The complete thesaurus construction problem is revieved in Section
VII by G. Salton, and the effectiveness of a variety of automatic dictionaries
is evaluated.

Part 3, consisting of Sections VIIT through XI, deals with a
number of refinements «f the normal relevance fcedback process which has

heen examined in a number of previous reports in this scries. In Section

VIIT by T. P. Baker, a query splitting process is evaluated in which input

xvii 1 ;
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queries are split into two or more parts during feedbackh whenever the
relevant documents identified by the user are separated by one or more non-
relevant cones.

The effectiveness of relevance feedback techniques in an environ-
ment of variable generality is examined in Section IX by B. Capps and M.
Yin. It is shown that some of the feedhack techniques are equally applica-
ble to collections of small and large generality. Technigues of negative
feedback (wher. no relevant items are identified by the users,_but only
nonrelevant ones) are considered in Section X by M. Kerchner. It is shown
that a number of selective negative techniques, in which oﬁly certain
specific concepts are actually modified during the feedbuck process, briny
good improvements in retrieval effectiveness over the standard nonselective
methods.

Finally, a new feeaback methodology in which a number of documents
jointly identified as relevant to earlier queries alre used as a set for
relevance feedback purposes is proposed and evaluated in Section XI by L.
Paavola.

Two new clustering techniques are examined in Part 3 of this report,
consisting of Sections XII and XIII. A controlled, inexpensive, single-pass
clusteriny algorithm is described and evaluated in Section XJI by D. B.
Johnson and J. M. Lafuente. In this clustering method, each document is

1

examrined oniy orce, and the b:ocedure is shown to be equivalent in certain

circurstances to other more demanding clustering procedures.

L)
The query clustering process, in which query groups are used to
define the information search strategy is studied in Section XIII by S.

Worona. A variety of parameter values is evaluated in a retrieval environ-

xviii
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ment to be used for cluster generation, centroid definition, and final

search strategy.
The last part, numbor five, consisting of Sections XIV and XV,
.

covers the design of on-line information retrieval systems. A new

:

SMART system design for on-line use }s proposed in Section XIV by D. and
R. williamson,‘based on the concepts,of-pseudo-batching and the interaction
of a cycling program with a console monitor. The user interface and
conversational facilities are also described.

A template analysis cechnigue is used in Section XV by S. F. Weiss
for the implementation of conversational retrieval systems used in a time-
sharing environment. The effectiveness of the method is discussed, as
well as its implementation in a retrieval situation.

Additional automatic content analysis and search procedures used
with the SMART systeuw are described in several previous reports in this
series, includ%ng notably reports ISR-11 to ISR-16 published between 1956

and 1969. These reports are all available from the National Technical

Information Service in Springfield, Virginia.

G. Salton
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V. The Effect of Common Words and
Syncnyms on Retrieval Performance

D. Bergmark

Abstract

The effect of removing common words from document and query vectors
is investigated, using the Cran-200 ccllection. The method used is com-
pariscn of a standard stem dictionary and a thesaurus with a new dictionary
formed by adding an extensive common word list to the standard stem dic-
ticnary. It is found that removal of common words from ‘he query and docu-
ment vectors significantly increases precision. Query and document vectors
without either common words or synonyms yield the highest precision results
but inferior recail rssults. Synonyms arz found to be more effective for

recall than common words.

1. Introduction

A thesaurus results in about 10% better retrieval than a standard
stem dictiondary, according to results in previous studies (2}. This fact
leads to the questicn of why the thesaurus performs better: is it because
it groups terms into synonym classes, or is it because the thesaurus in-
cludes a large common word list. If both coatribute to the superiority of
the thesaurus, then it is desirable to determine what proportion of this
improvement is due tn each factor. Taking commor werds out of a thesaurus
could consume little time compared to that required for grouping concepts
into synonym classes if an appropriate means of automatically generating
the common word list were found. Therefore, if a large amount of improve-

ment of a thesaurus over the stem dictionary is due to removing common

20



words and putting them in a separate list, then it would be advantegeous to
devote work to methods of isolating the insignificant words.

The subject of this paper, then, is a compariscn of the search re-
sults cf a standard stem dictionary, a thesaurus, and & standard stem dic-
tionary with an extensive common word list. The results of this study indicate
that a large amount of the difference in retrieval performance between thesaurus
and standard stem dictionaries is due to the removal of common words into a
separate list. Surprisingly, the effect of synonyms and of common words are

similar; both encourage higher recall but both Jdegrade precision,

2., Experiment Outline

A) The Experimental Data Base

With limited resources, it is fairly importaat to chcose carefully the
collection tc be studied. First, the collection must bec small enough to be
mandageable within the resources availahle, yet large anough to give signifi-
cant results. The collection also has to have both a thesaurus and a word stem
dicti~nary available.

The Cran-200 collection seems to satisfy these criteria and is chosen
as the basis for the study. This collection has 200 documents and 42 queries,

and the text 1s available on tape for lockup with a new dictionary.

B) Creation of the Significant Stem Dictiorary

Investigatirg the retrieval effectiveness of an extensive common word
list together with a standard stem dictionary requires, per force, the genera-
tion of a new dictionary. Specifically, the new dictionary desired is one which
has the same stems as the standard stem dictionary but with many more words
marhked as common.

ERIC
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The most readily available common word list for the Cran-200 ccllec-
tion is contained in the Cran-200 thesaurus. In fact, the thecaurus is
escentially the same dicticnary as the standard stem dicticnary except that
many more words are flagged as common, and synonyms are grouped into concept
classes by assigrment of the same concept number to all word stems synonymous
with each other. Furthermore, since the same word 1:ay occur in more than cne
concept class, one term may have more than one coacept number assigned to it.

Thus more "significance' decisions are made in constructing a
thesaurus than in constructing a standard stem dictionary, both in removing
common and in removing inlrequently used words from the dictionary list.
Herce ii a thesaurus Is turned Lack into a standard ster dictionary, tie
result is a standard stem dictionary with a large common word list. There-
fore, rather than going through the standard stem dictionary and marking
additional words as common, the strategy followed in this experiment is to go
through the thesaurus and renumber the words su that the conmcn words are
still flagged as corrmon, but the stems are serarated so that no two stems
have the same concept number and each stem has only one concept number,

This method is efficient siice no word-matching need be done to determine
which are common words and which are not.

Punching the Cran-20Q thesaurus, CRTHLS, from Tape § cnto cards
yields approximately 3380 cards with one thesaurus term per card along with
its concept class(es). These cards are then used as input to a 380/20 RFG
program which punches a duplicate deck in which each thezaurus term is
assigned a unique concept number, with numbering starting at 1 for the
significant terms and at 22001 for cocmmon terms. This results in 224(
significant, distinct words and 741 distinct cormon weor s,

Q That the resulting dictionary (henceforth referred to as tre
o
1=
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"sigrificant stem dicticnary”) is the one desired -zan be seen from Appendix

I, which lists some typical query vectors using each of the three dictionaries.
It can be seen that the significant and standard stem queries are sufficiently
similar except for the inclusion of comon words in the standard stem queries.®
The significant stem dictionary has approximately twice as many words marked

as cormmon than does the standard stem dictionary. In addition, the significant
sten dictionary has about 65% as many significant concepts as the standard, and
many of the remainder are actually common and so were never included, cr were
deleted from, the thesaurus. The new dicticnary thus has the same word signif-
icance decisions (i.e., the same common word 1ist) as the thesaurus, but the

same grouping decisions (i.e., none} as the word stem dictionary.

C) Generation of New Query and Document Vectors

With the creation of the new dictionary, it is necessary to reassign
vectors for the queries and documents of the Cran~200 collection in preparation
for search runs. To accomplish this task the LOOKUP pregram, written in FL/I,
is used. This program reads in a dictionary, a suffix list, and the query or
document texts; It then generates concept vectors for the texts using the standard
suffixing rules. It is run once for the queries and once for the documents.

Some decision hLas to be made corcerning the suffix 1ist; ideally it
should be as close as possible to that used for creating the original thesaurus
and standard stem vectors for the Cran-200 collection. The suffix list used in
this study contains approxinmately 195 terms, and the resulting vectors indicate
that it is quite similar to the one used to genera.e thesaurus and standard sten

vectors.

“There was some concern 'n the early stages of this work that the thesaurus coa-
*3'ns many full words rather than stems. Although there are tull words in the

i aurus which aie only stens in the stem dictiorary, the reverse is also true.
[E l(:ny case, analysis of !ndividual queries shows ti.at these discrepancies have

ATty nificant effect on whol is retrieved,



As far as the Cran-200 text is concerned, it has to be picked cut from
the Cran-1400 collection. A slight modification of the LOOKUP program does
this by allowing the user to specify which of the Cran-1400 query and docu-
ment texts are to Le processed. One Cran-200 text (Text 995) is not on the
Cran-1400 tape but is fortunately not relevant to any of the Cran-200 queries;
it is not believed that the missin_; dozurent perturbs results very much.

The average length of the resulting significant stem querias is 6.14
worcs as opposed to the standard stem queries with 8.26 words and the thesaurus
queries with 6.98 words. The size of the dccument vectors varies proporiicn-
ally with the length of the queries, except that the thesaurus docurment
vectors are in gene.al slightly shorter than the significant stem document
vectors.

Why there are more words in the thesaurus queries than in the signif-
icant stem queries is scomewhat unclear. As can be seen from the queries listed
in Appendix I the acditional words in the thesaurus queries arec ccmmon cnes;
these words have been removed from the thesaurus, probably beciause they were
judged to be common, and thus co not appear In the significant stem queries.

On the other hand, some thesaurus queries have fewer significant terms than
the significant stem queries; this is because if two wcrds ar= synonymous,
their concept number dappears only once in the thesaurus query with g heavier

weight.

D) Document Analysis — Search and Average Runs
In order that the =valuation of all three dicticnaries is on a ccn-
sistent basis, search runs rmuzt Le done using vectors gererated u'th all three
dictionaries., Relevancy judgments must be added to the sigaificant sten
query vectors obtained by LOOKUP so that the sare relevancy judgmants are usos
Q
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for each of the three sets of queries. A fairly simple search without complex
parameters is performed so that urnecessary complications in analysis do not
arise. A full search lists the top thirty documents, and then a positive feed-
back search using the tep five documents is done to make sure that removing
common words and synonyms does not have an unforseen effect on feedback.

The results of the three searches, thesaurus, significant stem and
standard stem, are compared by analysis c¢f overall measures as well as in-depth
analysis of individual queries to see to what extent not having synonyms hurt
or help the retrieval process. Similarly, in-depth analysis is required to
see what effect common werds, or lack of them, have on retrieval.

To aid the analysis, the standard averages are obtained as well as
the recall-level and document-level recall-rrecisicn graphs. The three full
searches are compared with each other, and the three feedback runs are compared
with each other. Results are verified using the standard significance tests.

In addition, some statistics are calculated by hand to determine
retrizval effectiveness. Specifically, it is felt that the defaulc. rank recall
measure provided in the SMART averaging routines is not quite suited to the
analysis being done here. When some of the relevant documents 20 not have any
correlation with the query, the averages have to be based »n extrapolation; in the
standard SMART run, the rank recall is calculated uassuming that tle relevant docu-
ments with no correlation appear at the bottom of tre list (i.«., rank 200, 199,
198,...). Since this project s directed toward seeing what effect conmon words
have on precision as well as recall, it seenms Letter to take into account the
number of documents, relevant and non-relevant, which correiate with the query
in the first place. That is, it seems that if cpe is testing prucision, and
if two queries each retrieve six out of nine relevant documents, but cne of

Q
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them recovers thirty more non-relevant documents than the other b:fore going
on to a zero corrslation, it should be judged less Trecise than the other.
Thus in the graphs derived by hand, rank rscall is extrspolated on the basis
of CORR.PANK+1l, CORR,RANK+2, etc. for the relevant documents which have

zero correlation with the query.

All in-depth analysis is performed cn the full search results rather
than on feedback results because the project is more concerned with deter-
mining the effect of dictionaries rather than the effect of feedback «n
retrieval. Tue recall-precision graphs for the three feedback runs are,

however, included in Ap,=ndix II.

3. Retrieval Performance Results

A) Significant vs. Standard Stem Dictionary

The results of this experiment show that, as expected, use of a
iarge common word list improves thre retrieval performance of o standard
stem dictionasy. It can be seem frow Graphs 1 and 2, which show the recall
and precision averages for two full searches, one using the standard stem
dictionary and the other using the significant stem dictionary, that the
cvignificant stem dictionary results in greater precision at all recall and
document levels.

Furthermore e&lor . statistics for these runs bear out the same

conclusion, that the significant stem periorms better than tne standard stem:

Standard Stem  Significant Sten

Rank Re_all » 2424 L3331

Log Precision L1202 L5053

O
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The above statistics are significant according to all the usual significance

tests.
It is interesting to note that the difference: between the signifi-

cant and standard stem curves remains fairly constaat despite the recall

or document level. This indicates that the significant stem periorms roughly

the same retrieval as the standard stem, only more bracisely. In other
words, including common terms in the document and query vectors seems to

uniformly degrade precision performance.

B) Significant Stem vs. Thesaurue

It was originally expected ttat using a standard stem dictionary
with &« large <ommon word list would result in search performance better
than the standavd sten but not as good as the thesaurus. From the recall-
precisi- : Craphs 3 and 4 it car be seen that contrary to these expectations
the significant stem performs just as well as the thesaurus, if nct better.

The similarity of the significant stem and thesaurus curves is
confirmed by global statistics, which while extremely close give a slight

edge to the significant stem dictionary:

Significant Stem  Thesaurus
Rank Recall . 3331 L3222

Log Precision . 5053 . 4880

Here the difference between the two curves is not the same. The
significant sten performs better than th.e thesaurus at the low end of the
curve, but loses this edge as recall increases. One may conclude that the

standard stem queries find only the first few relevant documents faster than

RIC
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the thesarus,

C) standard Stem vs. Thesaurus

In general a thesaurus results in better retrieval performance than
a standard stem dictionary, and this experiment has roughly the same
appearance, Recall-Precision Graphs 5 and 6 indicate the superiority of
ke thesaurus over the standard stem at all recall and cocument levels,
with the superiority most marked at high recall levels. That the thesaurus,
with its common word list and synonyms, is better than the stendard stem
but is approximately equal tc the significant stem, with only a ccmmon word
list, indicates that much of the improvewent of the thesaurus cover the
standard stem is due to the common word list. Furthermore, comparicson of
these three sets nf i1ecall-precision plots secoms to indicate that at the

low recal! end syncnyms actually degrade precis’on, acting as common words do.

D} Recalil Results
The difficulty with the significunt sten dictionary, however, can

be detected in the normalized global statistics (Figuras 1).

| Standard Sten Significant Stem Thesaurus
Norm Recall .8489 .8330 .8732
orm Precision +£615 .69318 6324

Normal Recsll and Frecision for Full Search, All Dictionaries

Figure 1

These global statistics are much (loser than tne Rank Recall and
Log Frecision and indzed, the first favors the standard stem dictionary over

Q the significant stem i1lthough neither are significantly different a-:ordirg
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to the t-test. The problem display2d here is that the significart stem
ultimately results in lower recall than does the standard stem; more

queries have rank and precision measures based on extrapolation in the first
case than in the second.

To be specific, 14 of the 42 queries using the significant stem
dictionary do not have a 1,00 recall ceiling during the full search, while
only nine of the standard stem and six of the thesaurus do rot. The average
recall ceiling fcr the significant stem is 0.8853 while the average recall
ceiling for the standard stem is 0.9390 aad 0.95b5 for the thesaurus. After
feedback, however, the difference narrows somewhat, going to 0.9504 for the
significant stem dictionary and 0.98u4l for the standard stem dictionary
(the tuesaurus at 0.981u after feedback is not quite as good as the stardard
sten dictionary).

It is reasonable that the recall ceiling is higher for i~ standard
stem than for the significant stem, since the average query length for the
latter ic greater than that for the former. Thus chances for a significant
stem query not correlating at all with documents relevant to it are greater
than those fcr a standard stem query. Similarly synonyms improve the chances
fcr the thesaurus nuery's matching at lea~t on: relevant cocument.

To measure this recall difference in another way, Figure 2 displays
a recall measure used by Keene R]based on the average rank of the lest
relevant document retrieved., Figure ? is based on the full search resnults.

The method 1 averages, which meas ire ultimate recall ability, shows
that the thesaurus is superior in this respect, while the significant ctenm
dictionary has the poorest recall. The method 2 averages, however, which
are more A reazurc of precision in that they also irclude a measure of how
y">Y non-relevant docurments are retrieved bteforw correlstion goes to zevo,
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Dictionary Method 1 Methed 2

Standard Stem 83.33 60.29

Significant Stem 87.64 ug, 45

Thesaurus 73.24 57.57

Method 1: Unrecovered relevant dccrirents assigned ranks of 200, 199,
etc.

Methed 2: Unrecovered relevant document:c assigned ranks of CORR.RANK+1,

CORR.RANK+2, etc. where CORR.RANK is the rank of the
documents with the lowest correlation with the query greater

than 0.
i

O
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put the significant stem at the top of the list. Thus these averages

reinforce the previous hypothesis that if tlie user wants to recover every
last relevant document, he shculd use the thesaurus, and if instead he is
interested in minimizing the number of non-relevant retrieved, he should

use the significant stem dictionary.

E) Effect of "Query Wordiness" on Search Performance

While it seems clear that sirnificant stem results in an overall
increase in precisiocn over standard stem queries, it seems likely that the
"wordiness'" of a query, c¢r tne number of common words included in the

standard stem query not included in the signifi =-- ~*~n query, should have
some effect on retrieval. That is, the more v-. .tanaard stem query

is, the more non-relevant documents should be r i Lefore all the rele-

vant oncs. Graph 7 shows the rank recall averars = 1¢ standard and signifi-

cant stems, over all 42 queries, at various lewv..: "o vrdiness".

It is not really clear that retrieval d «.. .13 faster as more
and more common wWords are added to the query. . »{ possible explana-
tions for this are 1) all the common words tege’ rtrieve the sane
documents, since the common words in a given qu - be "relatei", or
2) of the common words added, only cone or twc of ! ve responsible 10
retrieving garbage. (The lattzr theory seems t r firmed by stuly of
individual queries.) The left part of the gra:' course 1dentical for
both diccionaries since at that peint the queri. o practically identical.

') Effect of Query Lengtin on fearch Fer. :-ance

it also seems likely that the differern.c " porforiiance would vary
de; ending on the nurmber of significant cencept 1. to gquery, Foer exaple,

o if the significant stem query is very explicit, ¢ iai.dng many significant
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concepts in it, then the added common words in the standard stem query should
result in extremely precise retrieval. On the cther hand, a very short guery
in terms of significant concepts would, cne supposes, almost have to contain
common words if any documents are to be retrieved at all. This hypothesis,
however, is not bern out by the search results., Graph 8 plots rank recall
for the significant and standard stem queries at various query lengths over
42 queries,

Graph 8 indicates that there are irdeed differences in the improvement
of significant stem over stardard stem queries, but there is no easy way to
characteri~e the difierences. There are other factors affecting retrieval,
such as the number of docurents relevant to the query. For example, with a
very short query and few relevant documents, common words would be more
necessary than if there are a lot of relevant docurments., Thus the only fact
shown by Graph 8 is that retrieval can vary with the length of the query; the
pest recall cgccurs at the average number of significant concepts, which is

roughly six.

G) Effect of Query Generality on Search Performaice

Remaining is the question of whether it is wise to forget about using
a thesaurus with synonyms, since removing common words alone improves stenm
retrieval. Certainly the recall-precision graphs indicate that precision
suffers with the thesaurus, particularly at low recall and document levels.
In many cases, then, it appears that synonyms retrieve more non-relevant
documents than a dictionary withcut synonyms.

Graph 9, howaver, irdicates that the picture for the thesaurus is
not all that black. This graph shows, for all three dictionaries, rank recall
plotted against the nurber of docurments relevant to the query, holding query

length coustant; when query generality is 1-w, the the-aurus performs best,
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Using a thesaurus improves the chances of those one or two relevant cocuments
being retrieved, whereas the signficant stem query may fail to correlate

with any of the relevant documents. When there are many relevant documents,
however, a thesaurus loses its edge because at least one of the relevant
documents is likely to be retrieved by any of the queries, and the thesaurus

synoryms serve only to retrieve a large amount of non-relevant items.

H) Conclusions of the Global Analysis
The general conclusions which may be drawn from this global analysis

are as follows:

1) If one is interested in precisicn, it is definitely wise tc

remove common words from tha query and document vectors.

2) If one is interested in a high recall ceiling during a full
search, one should use i thesaurus. The thesaurus has Letter
ultimate recall than does stem aione, indicating that synonyms

retrieve better than common words de.

3) If there are few documents relevant to a query, one shculd use
a thesaurus., Keen resches much the same conclusicn, saying that
"“"for userc needing high precision with only one or two relevant
documents, the thesaurus is little better *than sterm on IRE-3,
but in CRAl-1 and ADI, a larger supericrity for the thesaurus

" (2] (CRAN-1 is the sau2 collecticn as is Leing usad

is evident.'
here.) It is possible that while synonyns are useful in the
Cran-200 and ADI collcctions, in other collections syncnyrs

would not be required even for high recall.

4} If there are many rclevant dccuments to a query, it is just
as good and perhaps better to remove both common words and

synony™s from the quaery and dogument vectors.
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. Analysis of Search Performance

Having reached some conclusions on the basis of overall statistics, it
is now appropviate‘to examine the reasons for these results by looking at some
specific queriec.

The overall avevages presented in secticn 3 indicate the general superi-

ority of the significant stem dictionary over the standard stem dictionary. At

all recall {and document) levels, the significant stem has greater precision than
does the standard stem. The reason for this improvement in performance can be

seen by .aspection of Query 36 (Figure 3).

Relevant Standa»d Stem Significant Stem Thesaurus
Document # Rank & Corr. Rank & Corr. Rank & Corr,
37 1 L4234 1 .5282 1 .u88%
35 2 . 2413 2 L3111 2 . 3651
36 7 .1365 4 . 2046 [5) L2614
34 14 .1064 5 .1519 5 .2505
TV Rank Sum .ul167 . 8333 . 7143
Log Precision .4503 . 8615 L7762
florm Recall 2941 L9874 RCEL
L Norn Precision »78u3 .9716 . 949
. —
Query 356
Figure 3

The standard stem query has twc more terms in it than does the significant stem
query, 'deter-ine" and "establish." It can be seen from Figure 3 that removal
of these two common words from the query doubles search effecti- -~

All three queries retrieve dccuments 35 and 37 firut; the standard sten
query, however, retrieves four non-relevant docurents before the third relevant
one, Two of these non-relevant docurents are retrieved by the query word
"determine" while the other two are retrieved simply because they are short and
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contain one query term each.

Analysis of this query demonstraics two reasons why removing commen
words is beneficial to retrieval. re is thaet ccmmon words Increase the
chances of the query's correlating with a non-relevant document simply
because that document and the grery have the same common words in therm.

Seco dly, inclusion of common werds greatly increases the length of the
document vectors, but short texts are lengthened relatively less than are
long texts. Thus shcr* texte have a decidedlv greater chance of a high
correlation with the query; having one term in comnon with the query gives it
a uisproportionat:ly high correlation when relevancy should not ke i funcrion
of text length.

Also incicated by the recall-precisisn curves is the similarity of
the significant stem and thesaurus retrieval, with the significant being
slightly better in general. This finding is also borne cut by Query 36
(Figure 3), where cnly two non-relevant documents are retrieved by the
thesaurus query, as opposed to the one cetriaved by the significant sten
query, bLefore a recall level of 1.00 is reached. Interestingly, the short
document containing the terms "axial compre~scr' which was retrieved ecarly
ty both the stem queries is nct one of these two non-relevant docurents
retrieved early by the thesaurus query; rather, synonyms acceunt for th
retrieval of the two non-relevant itens. Specifically, the query tern
“"compressor' appears cnly once in the two nen-relevant documents, while the
synocnym "impeller' appears seventeen times, giving them a high correlaticn
with the thesaurus query.

Query 36 thus deronstrates why synonyns can degrale precisien;

"compressor' is a frequently occurring word in the Cran-200 collectivn ani

ERIC
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in combination with its synonyms can cause retrieval of a numbter o: non-
relevant documents. Using stems aloue, on the other hand, gives less
emphasis to words like '"comnressor" and more to the group of significant
gquery terms as a whole.

Nevertheless, it is difficult to male hard and fast distinctions be-
tween the search precision of thesaurus queries versus significant stem
gqueries. In Query 27 (Figure 4}, for example, it is precisely the synonyms
which account for the high rerformance of the thesaurus query. All three
versions of Query 27 are identical, except that the thesaurus query, of
course, inzludes synonyms. These svnonyms serve to retrieve with relatively
high precision the first three relevant documents. Specifically, document
160 does not ccntain the term '"boundary-layer' but it dces contain its
synonyms "boundary" and '"layer" three times each. In this case, the icw
precision effect of synonyws is offset by the large set of querv terms;
taken as a whole, the complete set of guery terms and their synonyms helrs

pinpoint the relevant documents more accura’ cly.

Relevant Standard Stem Significant Stem Thesaurus

Document # Rank & Corr. Rank & Corr. Rank & Corr.

160 45 .1826 34 L2287 5 L4327

28 43 .1902 ub L2020 8 , 3813

56 31 .2105 32 2297 11 , 3750

29 75 .1035 77 L1226 5S4 , 2307

71 62 L1284 7 1667 71 140

16l 138 .0309 - - 166 L0367
Horm Recall .6796 . 3333 L7285
ilorm Precision . 2920 . 3754 4772
Rank Recall , 0533 L0150 L0623
Loy Frecision , 2539 L1672 . 3336

Query 27

EMC Figure 4

Aruitoxt provided by Eic
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The superior corr-iation of relevant items 28 and 56 with the
thesaurus query as oppcsed to "he stem queries is explained by the shorter

thesaurus document vector lenglhs (Figure 5).

Document Thesaurus Length Significant Stem Length
Z8 57 Ba
56 76 27

Length of Relevant Document Vectors for Query 27

Figure 5

Similarly, the significant stem is more precise than the standard stem
btecause sigrificant stem document vectors are shorter, giving higher weights
to their significant terms.

Search results in this study corroborate the findings of past

workers that the thesaurus is better than the standard stem dicticnaries.

The results also indicate that rnuch of this difference miy well be attribut-
able to the lengthy common sord list of the thesaurus. In Query 36 (Figure
3}, for exsmple, the improvement of the thesaurus query over the standard
stem query is due more to the removal of common words than to syncnyms.

The same improvement can be seen in Query 7 (Figure &) where the
thesaurus results in much tetter retrieval than the standard stem query.
All three queries retrieve the same two relevant ani the sar2> non-relevant
documents in the first thre2 recovered. fter that, however, the next

relevant document is fcund in ranks 11, 1%, and 41 { » the sipgniticant

~
0
L]
o]

stem, thessuris, and standard sten queries, res;ectively. This (iffeve
in retrieval is clearly due to the removal of commeon words, since the twe
Q@ ' :tinnaries with the long cormon werd list ranied abeut the ssze.  Synonyrs

ERIC
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Relevant Standard Stem Significant Stem Thesaurus
Docurent # Rank & Corr. Rank & Corr. Rark & Corr.
41 2 LCu2 ] 490k 1 4762
90 3 L3175 3 . 3536 3 . 3859
uz 4l .1lu58 il L2176 13 L2572
72 53 .1279 b7 1211 35 . 1918
95 60 .1200 70 0773 by . 1672
Norm Recall . 8523 . 8800 .916%
Norm Precision . 534y . 6856 7130
Rank Recall 0343 . 1136 .1563
Log Precision .3528 L4129 4351 J
Query 7
Figure &

contribute very little to the high piecision in the initial retrieval stages.

Results indicate, however, that a: the higher recall levels, the

thesaurus is superior. This is shown in Query 7 {(Figure 6) where the last two

relevant documents are retrieved much faster by the thesaurus query thea by
either of the two stem queries. The reason for this is prinarily the shorter
documant lensths of the thesaurus vectors, and secondarily the synonym
"coefficient" is matched with the query term "derivative" in one case.
{Shorter document length also explains the faster retrieval of 72 by the
significant stem taan by the standard stem.) In the case of document 93,
however, the standard dictionary works better than the significant stem
dicti.nary bLecause the common terms "comparison" and "number' ceorbined with
the sirnificant "mach" becost the dccu~ent-query correlation of 45.)

That the significant sten dictionary has severe short-corings in the
lower corretation, high recall, ranges is without doubt. This degradaticn in
recall is rnot fully reflectea by the recall-precisicn graphs, though it is

ERIC
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seen in the normalized glctal statis:ics (Figure 1).

v-25

The main explanaticn for this phenomencon appears to be that the

significant stem vectors, with neither common words nor synonvms in them,

nave a pood chance of

missing" a relevant docurent altogether.

Ouery 23

(Figure 7) demonstrates this In that one of the two relevant decuments dces

not correlate at 4ll with the significant stem query.

Relevant Standard Stem Significant Sten Thesa:rus
Document # Rank & Corr. Rank & Corr. Rank £ Corr
143 3 .2197 5 .125% 1¢ 1931
L8 13 1346 -~ - 5 2583
Norm Recall L8672 .Lggg L9637
Norm Precision L6393 L3722 L6748
Ranx Recall . 1875 .0lug L2050
Log Precision . 1852 .1003 L1777
Ouery 23
Fipure 7

In this querv, Item 148 has none of the significant query terﬁs. It
does, however, contain the synonyms "impeller'" and "Compressor' for the nquery
term "pump,” and it also contains "method," a common term fcund in tne stan-
dard ctem query. (It should be noted that Deocument 1U8 is picked up after
feedbe~¥ for the significant stem query.)

While both common words and synonyms are useful fer retrieval at
high recall levels, syncnyms are supericr in this respect, 1In Cuery 3

ire 8) the thesaurus is the cnly dicticnary of the tlree which a hieves

cecall during the full search.

ERIC
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Relevant Standard Stem Significant Stem Thesaurus
Document # Rank & Corr. Rank & Corr. Rank & Corr.
57 3 . 2134 3 . 2889 8 .3303
31 24 . 1331 14 . 1862 13 . 2476
30 16 . 1486 21 . 1795 20 .2182
32 9 ..L825 10 . 2102 23 . 2001
b 18 L1459 19 .1827 25 . 1876
32 » - - - - 124 .ouul
Norm Recall .7861 . 7887 . 8351
Norm Precision . 5681 . 5724 .5132
Rank Recall L0775 . 0787 . 0386
Log Precision . 3774 . 3797 . 3497
Query 3
Figure 8

The only reason that document 33 is retrieved by the thesaurus is
that it contains the term '"high-pressure-ratio" which matches "pressure" in
the thesaurus query. Even the five extra terms added to the standard stem
dictionary query fail to retrieve this last relevant item,

It is interesting to note here that while recall is superior for the
thesaurus in Query 3, precision ir not. The synonyms, as noted above, refrieve
many non-relevant documents, and heie more so than even common words do.

Once again, the rule that high recall means low precision seems to be borne out.

Although the significant stem fails to achieve a 100% recall ceiling
more often than both the other dictionaries, there are cases when high precision,
low recall, and feedback can be effectively used to achieve high precision
and high recall. One case of this is Query . (Figure 9) where so many ncn-
relevant items are retrieved by the thesaurus and the standa:d stem that feed-
btack is impossible recause the user sees no relevant documents. Once again, as
is typically the case, the thesaurus has the highest recall ceiling bui not

O
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vepry precise retrieval.

— i . — _
Relevant Standard Stem F> Significant Stem Thesaurus
Document # Rank & Corr. Ranx & Corr. Rank & Corr,
22 2¢ . 0839 1 .2209 33 .1109
21 - - - - 32 L1115
l - - - - - -
Query 1 after feedback
22 29 .0833 1 .9796 33 ,1109
21 - - 9 . 04955 32 1115
1 - - 2 .1396 - -

Query 1

Figure 9

The significant stem query retrieves only one of the three relevant itens
{22}, but this item is used for positive feedback and in turn retrieves
ancther relevant docurent (21). Ho feedback, on the other hand, can be done
with the standard stem query (only 22 correlates, and it is in rank 29} or
with the thesaurus query (two relevant documents correlate with the guery,
but are in ranks 32 and 33). Thus query 1 demonstrates that it is rot always
necessary to have corplete recall, at least during the initial search; high
precision is more useful if feedback is going to be used.

The feedback recall-precision graphs in Appendix Il indicate that
this is precisely what haprens, since feedback improves the precision of
the s gnificant stem much mcre than the other two dicticraries at the hign

recall end of the curve,

The effect of query length on precision, where length is the nurter
of significant concepts in the query vectors, dces not appear to vary

.retrieval results in a consistent wanner. If a querv is worded very

du
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specifically, which dictionary used is immaterial (see Query 12, Figure 10).

On the other hand, a lengthy query may zero in faster on relevant documents

but in the long run retrieves more non-relevant ones,

Relevant

L__, Document #

Rank &

Standard Stem

Corr. Rank

Significant Stem

& Corr.

Thesaurus
Rank & Corr.

46
49
48
50
47
5l

N O BN

L5175
L4759
.h308
. 3936
» 3857
» 3776

@O E NN w

. 5284
5423
LL558
.5185
LL6u2
L4082

. 5217
7272
. 4937
.6963
» 5067
» 4660

[s o BN I NN INUG N RN E, |

Norm Recall
Horm Frecision
Rank Recall
Log Precision

» 3966
.9663
. 8400
. 8B59

.8831
.8111
.72u1
7466

L9914
. 83950
L6771
L7157
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———
Relevant Standard Stem Significant Stem Thesaurus
Dccument Feed- Feed- Feed-
Number Full back Fu:l back Ful kack
102 2z 1 2 1 2 1
84 e 37 5 2 20 25
83 7 5 9 3 11 5
81 - 2 - 4 70 2
80 15 3 15 5 27 3
B2 - 6 - 3] - 13
193 18 1e 21 14 9 Iy
67 2L 31 22 38 4B 4]
85 - £0 - 41 - 33
] ]
Sum of ranrks
after feedback 163 11y 127 %

Query 6, Full Search and Feedback Rankings

Figure 11

It seems obvious, then, that an extensive common word list is

helpful in retrieval, particularly if rrecisicn is desired. If cne wishes

to improve upen a standard sten dictiornary, the first thing he should do

is to find a good, extensive cormrmon word list. After that, additional
improvement may be gained (In recall, particularly) by grouping some of the
dictionary terrms intc concept clsssos. Doing it the other way arcuni can

be disastrous, however, as is seen in Qu.ry 19 (Figure 12).

Relevant Standard Sten Significant Stem Thesaurus
Document # Rank £ Corr, Kank & Corr, Rank & Core,
——]

123 19 . 2016 3 . 3536 15 PR

125 20 .283D s <3073 21 v

122 6 L2490 6 <281y 18 L0107

12y 47 L1254 18 1856 62 .1375
J Horn Recall . 8354 L9710 . 8648
! Horn Precision . 5327 « 7658 SBEET
' o Rank Recall L1087 L2128 L0862
: Log Frecision « 270k < 430¢ . 2483
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thesaurus is the worst.

The signjficant stem dictionary here is clearly the best ani the

In Query 19, there are eight significant terms

which in themselves result in gocd retrieval (as indicated by the perfor-

mance of the significant stem query).

In addition to these eight terms,

there are five common terms in the standard stem query, causing it to

retrieve five non-relevant items before the first relevant one.

Figure

13 shows how the significant terms can be overwhelmed by insignificant terms.

Document 94 86 64 25 148 122 R

signif. planform analytic planform | analytic | flow flow

terms, rectangular | flow wing flow oscillate

in all wing oscillate transonic transonic

queries rectangular wing
wing

common determine determine general determine | determine |method

terms, general general method general general

in stand.| method metiaod method method

stem onlyl possible

common terms added to Query 19; it does eveun worse than the

because synonyms compound the difficuities of common words.

Terms (and Number of Occurrences) Appearing in Top 6
Documents Retrieved by Standard Stem Query 19

The thesaurus query vector for some reason contains

Figure 13

The

three of the

sten dictionar..s

thesaurus

query thus retrieves 14 non-relevant docurents before finding the first

releva

nt one.

relatively large synonym classes.

O
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5. Conclusions

The main conclusion of this study in i{he area of dictionary construc-
tion is that careful constructicu of common word lists is at least as
important as grouping concepts into synonym classes. This is an important
result since it should be earier to construct common word lists automatically
than to construct synonym classes automatically.®

This study, in addition, has relevance to areas other than dicticnary
construction. For example, a fair amount of work Is being done in the area
of automatic document vector modification, which in part involves dropping
“unimportant" concepts from the vectors (i.e., concepts infrequently used
in queries). Since the common word list used in this study also contains
infrequent werds whereas the standard stem dictionary merely includes them
as regular words, there is an opportunity in local analysis of these search
runs to determine the effect of infrequently used words on retrieval. In
particular pcth Query 6 and Query 1 in some of their version: included an
infrequent word not in the other versicns. 1In neither case, did this infre-
quent word affect retrieval except lower correlations by lengthening the
query wvector.

Another area in which this study is relevant is in scatter storage
schemes for dictionary lookups [3]. This scheme can offer improvements in
efficiency but thesaurus-type dictionaries are difficult tc handle, One
has to make a two-step mapping in order to get to the synonyn class from

the original query or uJccument tern; cornssn words, on the other hand, can

% Work is being done in autematic syncnym censtruction or has teen d-re (1].
For these algorithms to work, however, common words pecobably have to te
removed first, anyway.



be handled 2asily enough. Therefore having determined that & stardard stem
dictionary can be considerably improved by removing some words into the
common word list, it would be better to implement this improvement in the
storage scatter scheme than it would be to implement the improvement in-
volving concept classes.,

Finally, this project carries out a suggestion made by Keen [2]
that is the "five rules" of thesaurus construction are to be really evaluated,
several different versions of a single dictionary would have to be made and
tested. In the course of this study, a new dictionary is created, one
which uses the frequency rules but not the grouping rules. Thus the impor-
tance of rules dealing with word frequency versus rules about synonym classes
is established. It is just as important to be careful in constructing the
common word list as in cons:ructing the thesaurus. However, it is probably
easier to follow the rules for common wovk list constructicn since common

words are more Systematic than synonyms are.

6. Further Studies
This investigation raises a few issues which were not settled, and

which may prove interesting for further study:

1) The work presented in this paper is of course not conclusive for
collections other than the Cran-200. The first extension of this experiment,
then, would be to perforix a similar common word analysis on other collections.
One reason for the apparent geod perfcrmance of the significant stem dictionary
is that the Cran-200 thesaurus is not that nmuch better than the standard sten

dictionary in the first place.

ERIC 24
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2) The current Cran-200 collection still contains a fiir nurher
cof common words Iin the thesaurus vectors although these same words have been
marked common in the thesaurus itself. This could also explain the lack
of performance of the thesaurus as compared with the significant stem
dicticnary. Thus a new look-up run should be made on the Cran-200 collectieon
using the current version of the thesaurus to generate vectors without

50 many common words in them.

3) It would be interesting to determine more precisely the influence

of infrequent words on retrieval.

4) lMore careful analysis of feedback results from this investigaticn

should be made.

Jai
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Appendix I

Some query vectors using the standard stem, significant stem and thesaurus

Que Standard Stem Significant Stem Thesaurus
n116 gas 363  gas 226 gas
5087 kinetic 1139 kinetic 118 kinetic
2086 Chapman-
Enskog
1
2576 detail 275 results, solution
7296 rigorous
9083 theo- 33 theory
1553 bound- 253  boundary 394  boundary
" 2u63  cylinder usy cylinder 158 cylinder
h 3392 flow 7 flow 389 flow
5171 1layer 1178 layer 394 layer
lu41l non-circular 151 non-circular
2666 dissociate 568 dissociate 89 dissociate
3137 enthalpy 656 enthalpy 294  enthalpy
3479 free 822 free 11 free
4407 hypersonic 977 hypersonic 57  hypersonic
6625 press- 1690  pressure 386 rpressure
8248 simulate 2019 zimulate 194 sinulate
3 8540 strecm 2202 stream 414  stream
9306 tunn-l 2419 tunnel 190 tunnel
3725 wind 2588 wind 190 wind
4305 high 47 high
6558 rpossible
7113 realize 521 real, practical
7249 _espect
8234 significant
2447 current 477 current 32 current
2603 differ- 547 difiz ence 105 difference
N385 effect 610 effect 388 effect
U258  heat 906 heat 276 heat
5168 law 1176 law 270 law
8465 stagnaticon- 2152  stagnation- 134 stagnation-
point point point
I 9238 traasfer 2389 transfer 251 transfer
2534 viscosity-terperature
9618 wertice 2548 vortic- 281 vortic-
1218 analyses 31 analyscs
1334  assurme 17 e&ssume
26ul discrepancy
€652 prirve . yu  prime ?
7257 result

)]
-
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Query Standard Stem Significant Stem Thesaurus

uu407 hypersonic 977  hypersonic 57 hypersonic
5171 1layer 1178 layer 394 layer
5239 1line- 1217  linear 288 1linear
7282 reynold- 1866  reynolds 362 reynolds
8184 shock 1382 shock 387 shock

5 2534  viscosity-temperature
1218 analyses 31 analy.es
1334 assume 17 assume
5321 lew 4o low
6196 number 384 number
8358 seclution
1388 axial 16y axial 185 axisl
2226 compress- 372 compressor 202 compressor
5090 kink 1140 kink 242 kink

6 5239 1line 1216 line 68 1line
5534 multi-stage 1402  multi-stage
BBES surge 2258 surge 149 surge
3248 explain
1102 aerodynamic 39  aercdynamic 137 aerodynamic
2551 derivatives 525 derivative 429 derivative
4407 hypersonic 97?7 hyperscnic 57 hypersonic
5348 mach 1269  mach 392 mach
S44l measure 1319 measure 32 neasure

7
2207 compare
6196 number 384 number
9086 theoretic 36 theorectical
9764  work
1102 aerodynamic 3¢ aerodynamic 137 aerodynanic
2551 cderivatives 525 derivative
3285 facility 715 facility 207 facility
544l measure 1313 measure 32 measure

8 7353 run- 1893  running 289 running
8208 short 2003  short 53 short
9169 time 2356  time 9 time
1084 adopted
1377 avail
5479 method
1107 aerofoil 44 gerofoil 197 aerofoil
2370 correct- 439 correcticn

9 5582 tmount 1385 mount 55 nmount
9306 tunnel 2419 tunnel 130 tunnel
9330 two-dimensional 2 36  tw>-dimension- 104 two-dimension-
9727 wind-tunnel 2589 wind-tunnel 130 wind-tunrel

O
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Query Standard Stem Significant Stem Thasaurus

3392 flow 777 flow 389 flow
7013 quasi-conical 1761 quasi-conical 157 quasi-conical
B480 state 2163 state 26 state

10
6621 present
9083 theo-~ 33 theory
3392 flow 777 flow 389 flow
5128 laminar 1152 laminar 94  laminar
5543 model 1367 model 184 model
6019 nature- 1410 natural 297 natural
6086 parameter 1580 parameter 271 parameter

11 %242 transit- 2392 transition 394  transition
9306 tunnel 2419 tunnel 190 tunnel
9316 turbulent 242¢ turbul- 286 turbul-
9725 wind 2588 wind 190 wind
4566 influence 249 influence
1060 act- 2y action 250/249 action
1139 air 63 air 165/228 air
1192 altitude 92 altitude 184 altitude
1348 atmosphere 151 atmosphere 228 atmosphere
2712 drag 588 drag 135 drag
4273 height 318 height 184 height

1¢ 6284 orbit 153y orbit 460 orbit
8024 satellite 1913 satellite 318 satellite
8031 scale 1915 scale 43 scale
2334 contract
3536 vary 239 adjust
2543 delta 516 delta 159 delta
3362 flow 777 flow 389 flow
8538 speed 2118  speed 253 speed
8682 sweptback 2268 sweptback 50 sweptback

13 9035 tapered 2298  taper- u98 taper-
9253 transonic 2398 transonic 2896 transonic
9755 wing 2592 wing 223 wing
2609 differ 239 adijust

Query Vectors for Three Dictionary Types
O
E

e
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Run 0 — 42 Queries (Plus 0 Nulls) — Wordstem Feedback = Standard
A Full Search with One Iteration of Fead-
back Using Word Stem Dictionary
Run 1 — 42 Queries {Plus 0 Nulls) — Cranmine Feedl = Sig Stem
Full Search with One Iteration of Feed-
back using Stems with Common Words
Run 2 — 42 Queries {Plus 0 Nulls) — Thesaurus Feedback
A Full Search with One Iteration of

Feedback
Run O Run 1 Run 2
Re.all NQ Precision NQ Precision NQ Precislion
0.0 0 0.806398 0 0.8484 0 0.7783
0.05 0 0.8098 0 0.8484 o} 06,7783
0.10 1 0.8098 1 0.8484 1 0.7783
0.1% 8 0.8098 8 0.8484 8 0.7664
0.20 21 0.8098 21 0.8246 21 0.7521
0.25 31 0.8098 30 0.8067 31 0.7291
0.30 31 0.7881 30 0.7885 31 0.7162
0.35 32 0.7710 32 0.7862 33 0.6583
0.40 32 0.7110 32 0.7862 33 0.6881
0.45 32 0.6810 32 0.7455 33 0.6597
0.590 L14] 0.6810 40 0.7455 C3 ) 0.6587
0.55 40 0.58€3 40 0.68612 41 0.5503
0.69 40 0.5759 40 0.6479 41 0.5117
0.65 40 0.5234 [13¢] C.B6241 41 0.4757
0.70 L0 0.4916 40 0.5798 40 0.4351
0.7% 4o 0.4698 4o G.5509 40 0.4347
0.80 40 0.4043 37 0.4831 39 0.3953
0.8% 40 0.3736 34 0.4419 38 0.3734
0.90 (10] 0.3486 34 0.4278 38 0.3593
0.95 40 0.3486 34 0.4278 38 0.32580
1.00 41 0.3486 35 0.4278 39 0.3580
Norm Recall 0.63855 0.9011 0.9045
Norm Precision 0.7647 0.7999 0.7597
Rank Recall 0.4082 0.4937 0.4207
Log Precision 0.6001 0.6647 0.5885

"

Symbol Keys: NQ Number of Queries used in the average rnot dependent
on any extrapolation.

Norm = Normalized.

Recall Level Averages
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Appendix 2

Recall Revision Results
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Run 0 — 42 Queries (Plus O Nulls) — Wordstem Feedback = Standard
A Full Search with One Iteraticn of
Feedback Using Word Stem Dictionary

RUN O

Rank §R C8R jile) Recall Precision
1 33 33 42 0.,2266 0.7857
2 27 60 1% 0,3817 0.7262
3 17 77 36 0.4505 0.6667
y 13 90 35 0.5129 0.6190
5 5 g5 34 0.5283 0.5571
6 8 1063 34 G.5651 0.5278
7 4 107 33 0.5798 0.4955
8 5 112 31 0.5993 0.4789
3 1 113 29 0.5033 0.458u
10 1 114 28 0.6072 0.4436
11 L 118 28 0.6287 0.4379
12 3 121 28 0.5416 0.4313
13 2 123 28 0.6485 0.4238
14 3 126 25 0.6622 0.4191
15 3 128 28 0.6749 0.41535
16 2 131 28 0.6805 C.4091
17 3 134 28 0.6921 0.4069
18 1 135 28 0. 6947 0.0015
19 2 137 728 0.7054 0.3980
20 2 139 28 0.7148 ). 3948
30 11 150 26 C.7617 0.3702
50 19 169 2 0.8448 0.3531
75 16 185 a 0,9321 0.351u
100 2 187 8 0.9385 0.3491

11 198

10.0% 139 139 28 0.7148 0.3948
25.0% 30 169 20 0.8448 0.3531
£0.0% 18 187 8 0.9395 0.3431
75.0% 1) 193 3 0.9683 0.3u84
90.0% 1 194 2 0.9742 0.3483
100.0% 4 198 0 1.0009 0.3486

Symbol Keys: NR Number of Relevant.

CNR = Cumulative Number of Relevant.
NQ = Number of Queries used in the Average
not Dependent on any Extrapolation.
% = Percent of Total Number ¢f iiems in Collection.

o Document Level Averages (1)
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Run 1 — 42 Queries {Plus 0 Nulls) — Cranmine Feedl =

X
L
3
=~

OO~ TE whN

10
11
12
13
14
15
16
17
18
19
20
30
50
75
100

10.0%
25.0%
50.0%
75.0%
90.0%
100.0%

Symbol Keys:

O
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NR
CNR
NQ

Y OFHFRNDNNFIODNNDWOOT®

N
(o2 B & 2 9

=
N =

144
a2
10

10

35

63

81

93
102
110
115
120
123
125
127
131
135
137
139
14l
142
143
143
144
156
176
182
186
198
1uy
176
186
188
188
198

CNR

Full Search with One Iteration of Feed-
back using Stems with Common Words

RUN 1

NQ
42
ul
35
32
31
31
29
27
26
23
22
21
20
20
20
19
19
19
19
19
18

Nurber of Relevant.

Recall

0.2405
0.41ub
0.5011
0.5478
0.5848
0.8170
0.6393
0.8534
0.6772
0.6368
0.5941
0.7128
0.7273
0.7329
0. 7448
0.7525
0.7555
0.7803
0.7603
0.76u2
G.806u
C. 8885
0.9216
10,9397

0.7642
0.8885
0.3397
0.9504
0.9504
1.0000

Cumulative Number of Relevant.
Number of Queries used in the Average
not Dependent on any Extrapolation.

Percent of Total Number of Items in Collection.

Document Level Averages {2)

b«

Sig Stem

Precision

0.8333
0.7619
0.7063
0.6528
0.6111
C.5734
0.5510
0.5349
0.5170
0.5C038
o.usu0
0.u4912
G.4893
0.4843
0.48G0
0.4767
0.4723
0.u4684
0.4637
0.4606
0.4429
0.435%
0.4310
0.u4291

0.4606
0.:355
0.4291
0.4275
0.4269
0.0278

V-43
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Run 2 — 42 Queries {Plus 0 Nulls) — Thesaurus Feedtack
A Full Search with One Iteration of

Feedback
RUN 2
Rank NR CNR NQ Recall Precision
1 31 31 L2 0.2099 0.7381
2 24 55 41 0.3541 0.6667
3 10 65 36 0.3888 0.5714
L 15 80 36 0.4592 0.5536
5 6 86 34 0.4811 0.5060
6 4 990 34 0.5012 0.4663
7 8 98 34 0.5399 0.4515
8 9 107 33 0.5807 0.4452
9 ) 113 23 0.6138 0,4389
10 2 115 28 0.6232 0.425Y4
11 6 121 27 0.6506 0.4239
12 3 124 25 0.6625 0.4186
13 Y 128 25 0.6787 0.4160
1y 1 129 25 0.6821 0,4087
15 2 131 24 0.6928 0.4047
16 1 132 24 0.6975 0.3998
17 3 135 24 0.7142 0.33982
18 2 137 23 0.7249 0.3958
19 2 139 23 0.7327 0.3935
20 3 142 23 0.7426 0.3929
30 15 - 157 22 0.7990 0.3777
50 18 175 15 0.8886 0.3662
75 10 185 10 0.9331 i 0.3616
100 0 185 10 0.9331 0.3583
13 198
10.0% 142 142 23 0.7426 0.3929
25.0% 33 175 15 0.8886 0.3662
50.0% 10 '185 10 0.9331 0.3583
75.0% 9 194 2 0.9774 0.3580
90.0% 0 194 1 0.9774 0.3576
100.0% 4 198 0 1.0000 0.3580
Symbol Keys: NR = Number of Relevant.
CNR = Cumulative Number of Relevant.
NQ = Number of Queries used in the Average
not Dependent on any Extrapolation.
% = Percent of Total Number of Items in Collection.
[: i}:‘ Document Level Averages (3)
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VI. Negative Dictionaries

K. Bonwit and J. aste-Tonsmann

Abstract
A rationale for constructing negative dictionaries is discussed.

Experimental dictionaries are produced and retrieval results examined.

1. Introduction

Information retrieval often involves language processing, and
language processing frequently leads to language analysis. When the in-
formation initially appears in natural language form, it is desirable tc
perform some sort of normalization at the beginnirng of the analysis. A

system often used in practice assigns keywords, or index terms, to identify

the given information items. Dictionaries, listing permissible keywords
and their definitions, are emplcyed in this process. Somstimes, a negative
dictionary is also used, to identify those terms which are not to be
assigned as keywords.

Various types of positive dictionaries, their construction and uses,
have been discussed elsewhere {1, 2, 3]. The question of the negative
dictionary, or, what to leave out, is a fuzzy one. It is generally agreed
that "common function words", such as "and", "or", "but", which add to
the syntax but not the semantics of a sentence, should be dropped for the
purposes of informaticn retrieval. Other words at the extreme ends of the
frequency distribution cause a problem. For example, "information" and

)

"retrieval” might appear in rearly every document of a collection on that

Sa

subject (high frequency):; if included as keywords, they would cetrieve évery-

Q
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VI-2

thing. Conversely, if only cne docurent discusses '"microfiches" (low
frequency), and that word does not constitute one of the permissible
keywords, that document may never be retrieved. As with most information
recrieval prcoblems, the goals of the systen, either high recall or high
precision, will determine how many words are to be included. In the
SMART system, a standard list of 204 "common English words" is used as a
negative dictionary for all collections.

The gencral procedure used for dictionary construccion ceonsists in
producing a concnrdance of the document collection with a fregquency count,
and including in the negative dictionary rare, low freguency words, common
high freguency wofds, and words which appear in only nonsignificant contexts,
such as "cbserve" in "we observe that . . ." This process requires the
choice of frequency cutoff points, and a definition of the notion of
"nonsignificance". It presumes a priori that such deletions will not efrect
retrieval results too considerably. A preferable system would ke one that
produces a negative dictionary of those terms which can be shown to detract

from retrieval efficiency, or at least, not to affect it.

2. Theory
The set of keywords chosen for identifying documents constitutes the
index language. The number and type of words included will control the

specificity ot the index language. Keen states [3] that

"a dictionary which provides optimum specificity for a given test
environment will exhibit a precision versus recall curve that is

superior to all others probably over the whele performance range."

The purpose of this report is to exhibit a means of measurinyg specificity,

ERIC
6o



and to show how a negative dictionary can be constructed to optimize index
language specificity.

The aim of a negative diction.ry is to delete from the index
language all words which do not distinguish, and leave only tnose words
which giigfiminate, among the documents, If the documents are considered
as points in a vector space, with the associated identifying keywords as
coordinates, then documents containing many of the same keywerds will he
relatively close together. If all keywords are peramitted, then the docu-
ments will all cluster in the subspace defined by the common words; on
the other hand, if only discriminators are permitted, the document space
will "spread out", since each discriminator separates the space into those
documents it identifies and those it does not,

The standard method for measuring "closeness', or correlation, of

two document vector3 v and W is the cosine:

where vi(wi) is the weight of the ith keyword in document v (W), and the
sums run over all possible keywords,
The "compactness"” ("closeness together™) of the points in the

Gocument space can be measured as follows:

1) find the centroid ¢ of all the document points, that is,

ERIC
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where Vij is the weight of the itn keyword in document j, and

N is the total number of documents;

2) find the correlation of each document with the centroid, i.e.,

cos (g,!j), for all documents j;

3) define the document space similarity, ¢, as:

L o]
"
W o~

cos {c,v.)
1 3

J

O has values between O and N, higher values indicating more similarity
among documents., The value O is never obtained since ¢ is a function of
the other vectors, and the wvalue N is oktained only if all the documents
are identical to the centroid. Normalized ¢, i.e. Q/N, is just the
average document-centroid correlation [(though this value is never cal-
culated in the work which follows).

By calculating Q, using the terms provided by differing index
languagas, it is pcssible to measure and compare the specificity of these
langvages — a language 1s more specific the lower its Q. The dquestion
remains how to discover the optimal Q that will give the superior recall-
nrecision curve described by Keen.

To see what happens when a single keyword is deleted, let Qi be
defined as ¢ calculated with the ith term deleted (i.e., vij left out of
all calculations, for all documents j}. Then, lQ - Qil measures the change
in document space similarity due to the deletion of term i. IE Qi > Q, the
document space is more "bunched up", more similar, when term i is deleted,
or term i is a discriminator., Conversely, if Qi < Q, deletion of term i
causes the space to "spread out", to be more dissimilar, and deletion of
t%rm i ray aid in retrieval. In the same way, QI is defined for a set of terms,

ERIC
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I = {il, i vy iq}. That 1is, QI rmeasures the document space similarity

2"
when all the terms in set I have been deleted from tne index language.
Since deleticn of discriminators raises Q and deletion of non-

discriminators lowers Q, scme optimal set of terms Imin should exist such

that QI is minimal. It still remains to b~ shown that the index language
min

consisting of the seat of keywords remaining when the set Imin is deleted
from the total collection of keywords will be optimal in the sense of Keen.

If the total set of keywords is K = (i e ey it}, and I . = {i,,

min 1
P imin}' min < t, then Figure 1 describes what should happen to @
as terms are successively deleted from K (a point (ij,Q) represents
o . 44 i.e., Q for the index language given by X - {i_, . . .. i.}).
{11. C ey lj} 1 3
As non-discriminators are deleted, the document space spreads out and
Q goes down to its minimum. Then as discriminators are deleted, documents
that were distinguiched are coalesced, the document space draws together,
and Q goes up (until all documents are identically null),
It may ! e hypothesized that retrieval will follow the same pattern.
That s, using some method of reirieval evaluation, the best results will
occur at Qi . and as ¢ increases, retrieval "goodness" will decrease.
min
Cne neasure of retrieval effectiveness is the rank of the last relevant
document retrieved. If Nr is the average rank (over a group of queries) of
the last relevant document retrieved, then assuming retrieval follows 9,
Nr versus 1 will be as in Figure 2, As non-discriminators are deleted
(il to imin)' it is easier to find the relevant documents, and Nr goes
down until imin is reached. At that point discriminators begin to be lost,
the document space closes up, relevant documents move closer to non-relevant,
O
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more non-relevant are retrieved alony with relevant, and Nr goes kack up.

3. Experimental Results

The ADI abstracts collection is used as a base for t sting the above
predicticns about the ¢ and Nr curves. The full (no common words deleted)
vectors and the accorpanying word stem dictionary are used. The dictionary

terms are ranked twice:

a) in order of increasing Qi’ i.e., with the supposed discriminators

at the end of the list;

b} in order of decreasing frequency of occurrence (rnuwrber of docu-

ments appeared in), with tue least frequent terins at the end.

Since the ADI collection contains 121¢ keywords, only every 28th (an arbitrary
nunber) point of the curves is considered, i.e., what happens when terms

1-28, 1-56, 1-84, . . . are deleted (using the orderings akove). At the
selected cutoffs, query searches are performed, and the correspnnding QI's

and Nr's calculated.

When the terms are dceted in incrensing Qi order, the QI a.‘d‘Nr

curves come out very much as oredicted {Figure 3 and 4,, bein? khoth of
approximately the same shape: dipping down to a minimum and shooting off
at both ends (see Figure 5 for cocmparison). Interestingly, no documents
are "lost” (have all their keywords deleted) until all but 98 keywords

are deleted, at which time Nr shoots up, indicating that ihese 98 terms are
real discriminators. Also, the Nr curve has a very large, flat middle
"minimum" (discounting noise) area — deleting 28 or 36 x 23 terms does not
make much difference.

The keywords are thus divided into 3 sets (Figure 4):
O
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a) those on the right end whose deletion leads to better retriosval

{(lower Nr) ;
b) the middle terms which do not make much difference;

c) those at the left end which must be retained for good retrieval.

The sharp drop on the right-hand side of the curves is somewhat
misleading. If all the points along the drop were plotted (corresponding
to deleting 1, 2, 3, . . ., 28 keywords), it could be seen that the minimum
actually occurs after the first 10 terms are deleted. These 10 terms
constitute the set a}, and it turns out that for all 10 terms, Q.1 < Q
(@ without subscript is Q@ for the full index language). That is, these
terms are of the type which according to predictions could be dropped from
the index language, and the Nr curve shows that they should be. For all
other terms (sets b) and c}}, Qi > Q. The members of set a) are therefore
easy to identify and include in a negative dictionary: calculate Q for the
full index language and Qi for each keyword and put in the negative dictionary
those keywords with Qi < Q.

The normalized recall, defined by

g (r. - i}
= 1 - =1 ’

n * (N - n)

R
norm

for N the total number of deocuments, n the number of relevant documents and
.th . .

r. the rank of the i relevant% document retrieved, is an alte.nate measure

of retrieval effectiveness. The curve of normalized recall vs., terms deleted

{(Figure 6) delineates the same sets a), b), and c) that the Nr curve did.

Since high recall is an indication of good retrieval {as opposed to low Nr)'

)
E T(jng the recall curve (by subtracting all values from 1) is required to

~
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show that recall also follows the pattern of 9 (Figure 7).

It is interes:ing to note the frequency classes into which the sets
a), b), and c¢) fall. The nun-discriminating members of set a) exhibit the
hijhest frequencies (40% - 100%); the "in~between" members of set b)
have the lowest freguencies (0% =~ 10%), w.il¢ the discrinminators of set
c) have 103 - 40%2. While the terms in each set occur in the akove rances,
within a set they are not exactly in frequency order. Therecfore, in terms
of freguency, the dividing line between discriminators and non-discriminators
is not a clear cne, and its absoclute value (here, 40%) is likely to change
from collection to collection., 1The use of relative Q's to separate out
the non-discriminators, however, does not recquire the choice of such a cui-
off point, and is an easier criterion to apply in constructing a negative
dictionary.

When the terms are deleted in decreasing freguency order, the

predicted curves do not show up (Figure 8 and 9). Q is strictly decreasing
(reading from the right) — the more terms deleted, the more the srace
spreads out. Since the terms are dropped in approximately the order aj,

c): b), the loss of non-discriminator a) terms causes the same initial dip.
Since the ¢) terms occur in more docvments (have higher frequencies) than
the b) terms, deleting them continues the process of spreading out the docu-
ment space, until documents are identified only by a stray, "rare" word frecm
set b). [In Q order, deleting terms from set b) has the opposite effect:
documents that were "pulled away” froum the centroid by odd words now move

in closer together as terms from sct b) are deleted, and § goes up.) Nr

has its initial dip resulting from the loss of the terms of set a), and

then rises sharply as the discriminating terms of set ¢} are lost and the

. remaining keywords prove to be poor identifiers. In this case, documents
v
v
) /0
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are "lost" much more guickly, after only 560 keywords are deleted.
It is interesting to look at the keywords that fall into sets a).
b), and c¢}. Table 1 gives the 10 members of set a) in increasing Q ordex

and their frequencies of occurrence (cout of 82Z).

Keyword Frequency
of £ 78
the 77
and 80
a 62
in 6l
for 54
to 53
information 44
is 46
are 38
Table 1

Nine of the ten are identifiable as "common function words" without particular
senmantic content. The tenth, the term "information", also shows up as a
non-discriminator, for this particular collection. Since the ADI collection
covers documentation, this is not surprising. The fact that "informaticn"
does occur in set a) is an indication that the Q criterion will be hélpful
in constructing negative dictionaries tailored to the collection with which
they will be used.

When 40 x 28 terms are deleted, the 98 which remain comprise set c),

the so-called discriminators. Many of the 98 can classify as "content

words" — "request", "education", "thesaurus", "retrieve" (see Table 2). On
the other hand, several '"fynction words" also occur, e.g., "at", "as", "it",
"not”, "has", "was". That is, in the ADI collection composed of abstracts

(rather than full texts), these words serve to "distinguish” hetween those

RIC
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Keywo -d

index
library
science
exchange
search
Frocess
service
cocuments
center
definitiocn

technical
computer
recad
character
copy

be:

book

use

at
retrieve

analysis
file

date
thesaurus
syStem
from
method

page

transfromation

machine

image
text
automatic

Keywords are in decreasing Qi order, reading down the columns.
"index" is the best discriminatox,

That is,

T'reyuency

19
10
12

3
12
14
10
15

7

3

2
23
6
5
7
15
3
13
18
28

4
6
14
4
33
17
13
5
2
11

1
7
8

Keyword

usage
procedure
national
chemical
program
publication
journal
logic
reference
as

niechanized

it
communication
test

can
education
material

by

concept

need

level
organization
facet
vocabulary
have

or

which
citatica
comparison
relation

request
foreign
special

Freguency Keyword

12 tape

7 produce

6 role

5 manual

17 racognition
5 editing
10 new

[4} been

6 not
23 rules

3 remote

9 interrogation
7 microfilm
5 has
11 prepare

4 graduate

4 into
27 an

7 training
11 that

3 abstract

7 catalogue
1 mathematical
4 access

10 store

15 handle

14 school

4 literature
[~ word

5 was

5 IBM

1 name

8

bein

Frequency

— —
D W B Ww O 2

[

o
=0\ WD

P
[S2INE, IS - oS U L R i R O]

[ <9

That

hetter than "tecnnical”,

which is better than “uszge®, which is better than “tape", which is better
than "name”, whicn is the worst discriminator i1 set c).

ERIC

Aruitoxt provided by Eic:
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"documents" in which they appear and those in which they do not. Again,
the Q criterion is matching the dictionary to the collection to produce
maximal retrieval in a mechanical way without the benefit of human judgment.
The members of set b) appear in an average of two doccumencs eact..
Both "funct.on words" like "would" and "content words" like "overdue" and
"efficiency" are found, Since functio: words are found in all three sects
(and tnerefore at all fregquency ranges), it is clear that a criterion of
fregiency of occurrence alone is not going to find all function words.

At the same time, it will nci be a good judge of true discriminators.

4., FExperimental Method

The above results are produced in an three-step process:

1) a LOCKUP run produces full docurent and query vectors,

and a list of all word stems used;

2) a FORTRAN program reads document-term vectors, calculates
Q. for each term i and produces a file in increasing Qi
ordey of kxeyword concept numbers, frequency of occurrence,

and their total sum of weights (over all documents). A

second program sorts this file intuw decreasing frequency

order;

3} a third program works with the full documents and query
vectors, and either of the turm-freguency-weight files to

perform the deletion of keywords and the search runs.

A) Calculating ¢,
The first program inverts the document-term vectors and works with
tris new file and thn term-frequency-weight file it creates. It finds the

clements of the centroid vector c by dividing the total sums of weights for

ERIC A
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each term by N, the number of documents. To calculate @, it saves
i= 1

for each document j, and Zciz for the centroid. Then

t t
N.z"ij'ci N.z"ij'ci
g - iz - 1 izl
j=1° Zvij -Zciz szi j=1 \/Zvij

where t is the total number of terms, and the values of vij are cbtained
from the term-document f.le. As the program goes along, it also saves

t
z vij- 4 for each document ). Then
i=1

§
(v.. *Cc.) -v, . *cC
1 i=1 ij i kK3j k

Q =
k . T
2 2 j=1 2 2
-\/E(ci IR _\/z("ij b T Yy

where the sums to t are all stored values and the values involving k are

o~

in the program's files.

B) Deleting and Searching

The third program also inverts the document-term file, and keeps
track of zvijz for all documents j, adjusting the values of the sums as
terms are deleted. This program finds Zciz and calculates Q{l-ZB]'
Q{l—56]' « « + ¢ in a manner similar to that described above.

To perform searching a query W and its relevancy decisions are read
in. Using pointers to keep track of which terms are deleted (which part of
the term-document file to ignore)}, the query is rorrelated with each docu-
ment in the collection of full] vectors, then with document vectors with 28

terms deleted, then with 56 deleted, and so on. The cosine Zvi. A /

Q 1
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Y Zvijz" Sw 2

in the inverted term-document file, and w was just read in. The ranks of

. - 2
can be celculated, since the Zvij are stored, the Vij are

the relevant documents can be found by comparing cosines (number of docu-
ments with a higher co<ine = rank ~ 1). Typical results are shown in

Table 3. The output format is as follows:

the iteration number indicates how many groups of 28 keywords were

deleted;

Cl = average cosine of the relevant documents;

C2 = nommalized recall;

Mr = rank of last relevant document;

o= QI for the iteration given by the iteration number;

nR # document n is relevant; the next two numbers are its rank

and correlation with the query.

The SMART routine AVERAGE is used to compare retrieval results for
different index languages. Some of the results for deleting terms in
increasing Qi crder, in particular, iterations 0, 1, 9, 36, and 40, are
shown in Figure 10 (which labels thes~ Run 0, 1, 2, 3, and 4, respactively).
The recall-precision curves show that deieting concepts does improve retrieval
effectiveness. By comparing eatries in the table of recall-precision values
(Table 4), it can be seen that Run 1 falls on top of Run 2. That is, retrieval
performance is about the same whether 28 or 9 x 28 keywords are deleted, but
in either case, performance is better than when no terms are deleted. and
vhen only 98 keywords are left (Run 4), the performance is still better
tihan with the full index language (Run 0), falling halfway betwveen best
and worst.,

. To test the effectiveness of the negative dictionary created by the
$
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Q criterion (i.e., the dictionary consists of the terms in set a) ),

retrieval results should be compared with those obtained on the same
collection using the 204 "common English words" list as a negative dictionary.
The latter collection it not available on the SMART systen, so results are
compared with those cbtainad using the thesaurus dictionary, which lumps
synonyms together as well as deleting the 204 words. As shown in Figure

11, the results with the Q negative dictionary (Run 1 = jiteraticn 1) are

just about the same as those for the thesavrus, except in che low recall area.
Since thesaurus construction involves a large amount of hand work and human
judgment while the @ negative dictionary can be generated mechanically, the
Q method is preferable if high recall is desired, and the tirme and effort
saved by not preparing a thesaurus may justify the use of the Q method

even if precision is the goal.

5. Cost Analysis

The basic rationale for negative dictionaries is that they delete many
of the frequent keywords, tiwus reducing the size of files, and lowering storage
and search costs. There is a tradeoff between file size and retrieval «ffec-
tiveness, and a point of balance between the two has to be found. Fron Figure
10, it can be deduced that deleting 9 x 28 terms leads to about the sare
retrieval results as deleting only 28 terms, and if any terms are dropped,
all 252 can be. However, deleting 36 x 28 (Run 3} lowers retrieval perfor-
mance only slightly. Is the saving worth deleting the extra terms?

The question can be rephrased as follows: wiat is the saving in
costs when extra terms from set b} are deleted? The keywords in set a) are
deleted to improve retrieval (Figure 10, Run 1). Deletion of keywords in

cet b) has a lesser cffect on retrieval (Run 2 and 3), but the terms in

r 8\"\
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set b) constitute the bulk of the terms to be stored. How much do they cost
versus how rmuch do they add to retrieval?

The cost accounting will depend on tine system being used and the
kind of results it produces. Assume a print-out of all retrieval documents

is required and the system works as follows:

a) a full search is performed for each gquery, processed separately;

b) results are in the form "Document Title" and '‘Reference Number",

one line per document, with all documents retrieved printed out;
c) the computer is the 360/65 under CLASP;

d) the search program uses 250K and the file organization of the

SMART system.

Diagrammnatically, the process will appear as in Fiqure 12. Queries are read
in, one at a time, and looked up in the dictionary (2). Each guery is corre-
lated with all members of the document file (B) and ranked. The document
titles for all documents up to the last relevant are icvund in the title file
{C) and returned to the user (D). (Using all documents up to the last
relevant is a convenient measure of how many documents the average user will
see. )

What is the dependence of these operations on the total number of
terms t? Step (A) is independent of t — eath word »f the query must be
checked for occurrence in the dictionary; non-occurrence tikes as long to
discover as occurrence. The search step (B} decpends on t in two ways: as
general file size is reduced, accessing time will go down, and as vector
length is reduced, the number of calculations required to compute query-
document correlations will be lower. Steps {C) and (D) are independent

of t, but are a function of Nr’ the rank of the last relevant document

90
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Dictionary
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Doc-Vectors
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(since all documents uith rank < Nr are printed, relevant or not).

Azcessing time is related to number of disc tracks read. The ADI
ccliection with all keywords included occupies 4 tracks. Deleting about
200 terms will reduce the nuwwber to 3, but even if all the terms found in
set b) are deleted, the number of tracks required remains at 3. For 35
queries, the total time saved with reduction to 3 tracks is 1.2 sec.

In additicn, 50 millisec., is saved in computation time, or for 200 terms
deleted, 10 more sec. saved.

The rank of the last relevant document, Nr' generally increases as
terms are deleted, resulting in more output lines and an increase in time
and cost. Table 5 gives exact figures, in terms of dollars saved, when
various numbers of terms are deleted. Figure 13 is & plot of these values,
showing the savings in scarch resulting from deduction from 4 tracks to 3,

and the total savings, as functions of the nurber of terms deleted.

6. Conclusions

Clearly, a negative dictionary is needed; deletion of some keywords
definitely improves retrieval. Deleting words in crder of increasing ¢
scens the ketter method; while the “r curve for freguency order has a lower
minicum point, it is very unstable. Terms from set a), with :i < Oy
are to te deleted; discriminators frem set ¢} are to ke retained. The
guestion of vhat to do with the middle (set b) )} depends on the needs of
the user. For a large collection, deleting all but the mcst vital terms
will save storage costs and scarch time, possibly at sore small loss ir
retriceval. The ADI cellection is toc srall to show very signifi-ant

differences in cost when terms re deleted.

P
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Number of Decrease
Number of terms Save in in N Save in Total
terms deleted Search (line¥ Print Saved
remaining from set b) (dollars) saved) (dollars) {dollars)
1190 0 0.0 0 0.0 0.0
1162 28 0.0 0 0.0 0.0
1134 56 0.00016 0 0.0 0.00016
1106 84 0.00024 ~ 2 -0.0026 =0.00236
1078 112 0.00033 0 0.0 0.00033
1050 140 0.00042 4 0.0052 0.00562
1022 168 0.0005 3 0.0039 0.0044
994 1%6 0.0006 5 0.0065 0.0071
966 224 0.0667 11 0.0143 0.0810
938 252 0.0668 11 0.0143 0.0811
882 308 0.0670 1 0.0013 0.0683
826 364 0.0671 -1 -0.0013 0.0658
770 420 0.0672 - 6 -0.0078 0.0594
714 476 0.0674 -13 -0.0169 0.0535%
658 532 0.0676 -29 -0.0377 0.0299
546 644 0.0678 -29 =0.0377 0.0301
434 756 0.0682 -41 -0.0533 0.0149
322 868 0.0685 =47 ~0.0611 0.0074
210 280 0.0588 -61 -0.0793 -0.0105

In terms of cost, the optimal number of terms to delete from set b) is
about 950.

Cost Statistics

Table S5
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The algorithm presented for determing the set a) reguires the cal-
culatica of Qi for each term i, and the storage of the entire term-document
file. By judicious hendling of the wvalues invalved, a farily efficient
method for discovering set a) is produced. This procedure should be
reasonably practical to run on a large collection, at least for generating
the initial negative dictionary. Updates rfor the dictionary when the
collection changes could be produced by revurning the programs on a repre-

sentative sample of the revised collection.

O
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VII. Experiments in Automatic Thesaurus Construction for

Information Retrieval

G. Salton

Abstract

One of the principal intellectual as well as economic problems
in automatic text analysis is tha requirement for language analysis tools
able to transform variable text inputs into standardized, analyzed
formats. Normally, word lists and dictionaries are constructed manually
at great expense in time and effort to be used in identifying relation-
ships between words and in distinguishing important "content'" words from
"common" words to be discarded.

Several new methods for automatic, or semi-automatic, dictionary
construction are described, including procedures for the automatic
identification of common words, and novel automatic word grouping methods.
The resulting dictionaries are evaluated in an information retrieval
environment. It appears that in addition to the cbvious economic advantages,
several of the automatic analysis tools offer improvements in retrieval

effectiveness over the standard, manual methods in general use.

1. Menual Dictionary Construction
Most information retrisval and text prucessing systems include as
a principal cormponent a language analysis system designed to determine the

"content'", or "meaning" of a given information iten. In a conventional

library system, this analysis may be performed by a human agent, using

ERIC
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established classification schedules to determine what content ident'fiers
will best fit a given item. Other "automatic indexing” systems are known
in which the c¢ontent identifiers are generated automatically from document
and query texts.

Since the natural language contains irregularities governing both
the syntactic and the semantic structures, a content analysis system must
normalize the input texts Dby transforming the variable, possibly anbiguous,
input structures into fixed, standardized content identifiers. Such a
language normalization process 1s coften based on dicticnaries and word lists,
which specify the allowable content identifiers, and give for each identffer
appropriate definitions to regularize and control its use. In the auto-
matic SMART document retrieval system, the following principal dictionary

types are used as an example (1]:

a) a negative dictionary containing "comnon" terms whose use

is proscribed for content analysis purpcses;

b) a thesaurus, or synonym dictionary, specifying for each
dicticnary entry, cne or more synonym catepories, or con-

cept classes;

c) a phrese dictionary identifying the mest freguently used

word or concept combinations;

d) a hierarchical arrangerment of lerms cr concepts, similar

in structure to a standard library classification schedule-

While well-constru-ted dictionaries are indispensable for a consistern:
assignment of content identifiers, or ccncepts, to infermaticn items, the
task of building an effective dicticnary is always difficult, particularly If
the environment within which the dictionary operates is subject to change,

or if the given subject area is relatively broad and nonhorogenecus. [2]

ERIC
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following procedure summarizes the largely manual procrss normally
SMART system for the construction of negative dicticnaries and

[3]:

a standard common word list is prepared consisting of
t

function words to be excluded f{rom the dictionary;

a keyword-in-context, or concordance listing is generated

for a zample ducument collectisn in the area under
consideration, giving for each word token the context,

as well as the total occurrence frequency for each word;

the common word list is extended by adding new non-
significant words taken from the concordance listing;

in general, the words udded to forn the revised comiion
word list are either very high frequency words
providing 1ittle discrimination in the subject area under
consideration, or very low frequency words which produce

few matches 1 ' een queries and documents;

a standard suffix iist is prepared, consisting of the

principal suffixes applicable to English language
materialj;
an automatic suffix removel program 1s then used teo reduce

41l remaining (nonccmmon) words to word stem form; the

resulting word stem dicticnary may be scanned (manually)

in order to detect inadequacies in the stemming pr->cedure;

the rnnst frequent significant word stens dgre then
selected to serve as 'centlers" of ceoncept classes in the

thesaurus under construction;

the rnord stem dictionary is scanned in alphabetical order,
and medium-frequency word stems are either added to
existing concept classes, or are used as 'centers" of

new concept classesy

the remaining, rostly low frequency, word stems are

99
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insertaed as members of existing word classes;

i) the final thesaurus is manually checked for internal

consistency, and printzad out.

It has been found experimentally that thesauruses resulting from
these processing steps operate most satisfactorily if ambigucus terms are
entered only into those concept classes which are likely to be of interest

”b:}‘L”

in the subject area under consideration — for example, a term like
need not be encoded to represent an animal if the document collection

deals with sports and ball games. Furthermore, the scope of the resulting
concept classes should be approximately comparable,in the sense that the
total frequency of occurience of the words in a given concept class should

be about equal; high frequency terms nrist therefore remain in classes by
themselves, while low frequency terms should be grouped so that total con-
cept frequencies are equalized. [3) A typical thesaurus excerpt is shcwn

in Table 1 in alphabetical, as well as in numerical, order by ccncept

class number. (Class numbers «above 32,000 designate "commod'words.) [4)

A number of experiments have been carried cut with the SMART systen
in order to compare the effectiveness in a retrieval environment of manually
constructed thesauruses, providing synonym recognition, with that of sirple
word stem matches in which word stems extracted from documents are matched
with those extracted from queries. In general, it is found that the thesau-
rus procedure which assigns content identiriers represeating concept cirasscs,
rather than word stems, offers an Improvement of about ten percent in

precision fcr a given recall level, when che retrieval results are averaged

over many seirch requests.

ERIC
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Alphabtetic Order

Numeric Crder

Word or Concept Concept Words or
Word Stem Classes Class Word Stems
wide 438 344 obstacle
will 32032 target

u

wind 345,233 348 atmosphere
meteorolog

winding 233 weather

wipe 403 wind

wire 232,105 3ue airerait
airplane

wire-wound 001 bomber
craft
helicopter
missile
plane

Typical Thesaurus Excerpt

Table 1

ERIC
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& typical recall-precision output is shown in Iig. 1 for hesaurus
and word stem analysis processes. For the left-ha~d graph (Fig. 1 (a)) fulil
document texts we.'e used in the aralysis, whereas document abstracts were
used to produce Fig. 1 (b).#®* (5]

In order to determine what thesaurus properties are particularly
desirable from a pertormance viewpoint, it is of interest to consider briefly

the rain variables which control the thesaurus generation prccess [b]:

a) word stem generation

i) type of suffixing procedure used — whether Fully

automatic or based on a pre-existing suffix dictionary;

i1) extent »f suffixing — whether based on individual
word morphology alone. or also incorpeorating word

context;
b) concept class generation
i) degree of autcmation iIn deriving theczaurus classes;
ii) average size of thesaurus classes;
iii) homngeneity in size of thesaurus classes;

iv) homogeneity in the frequency of occurrence of

individual class members (within a thesaurus class);

v} degree of overlap between thesaurus classes (that is,

nuther of word entries in common be ween classes);

vi) semantic closeness Letween thesaurus classes;

"Recall is the proportion of relevant material actually retrieved, while
precision is the proportion of retrieved rmaterial actually relevant. In
general, one would iike to retrieve much of what is relevant, while rejec*ing
much of what is extraneous, thereby producing high recall as w2ll s high
precision. The curve clesest 1o *the upper right-hand corner of a typical
recall-precision graph represent. the best perforrance, since recall as :11
as precision is maximized at that peint.
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c) "common" word recognition

i) degree of automation in common word recognition

process;

proportion of common words as a percentage of the

[
e
~—

entire dictiocunary;

d) processing of linguistic ambiguitiec

i) depree of automation in the recognition of

linguistic ambiguities;

ii) extent of recognition of ambiguous structures.

The language analysis procedures incorporated into the SMART

document retrieval system all use an automatic word suffixing routine

e
[e]

based on a hand-constructed suffix dictionary. Furtherr::. . .

ambiguities represented, for example, by the occurrence o: Cls

in texts are not explicitly reccgnized by the SMART analv. !

The two main variables to be considered in examining these Leotlve-
ness are therefore the common word recognition and the < . Cuping
procedures., These tvo problems are treated in the remal: is
study.

2. Common Word Recognition

In discussing the <cormmen word problem, it is imp o * . {irot of
g y i

all, to distinguish commen function words, such as prep.. =~ =, cenijunc-

’ prep
“Although several laaguage analysis systems use elabeoraste jrocedures {01
the recognition of linguistic anbipuities [7,8], it appourc st rost
potentially ambijuous structures are autematically vesolvs i by restricztin
the applicaticn of a given dicticnary to o speciiic, w2lil-iefined sub ject

area.
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tions, or articles, from common content words. The forme: are easily ildenti-
fied by constructing a list of such terms which may remain constant cver
many subject areas. The latter, typified by the word stem "automat" in a
collection of computer science documents, consist of very high — or very
low -~ frequency terms which should not be incorporated into the standard
concept classes of a thesaurus, because the respective terms do not ade-
ately discriminate among the documents in the subject area under consicsr-
ation. It 1s important that such words be recognized since thelr assignmen:
45 content identifiers would produce high similarity coefficients between
information items which have little in common, and because their présen;e
woul § magnify the stordge and processing costs for the analyzed information
items,

To determine the importance of the common content word reccrnition,
a study was recently performed comparing the effectiveness in a retrieval
environment of a standard word-stem matching process, a standard thesaurur-,
and a word-stem procedure in which the cammon content words ncirally
ivdentifi=d as part of the thesaurus process were also recognized. [9)
Specifically, a backward procedure was used to generate a word stem dic-
tionary from a thesaurus by breaking down Individual thesaurus classes and
fenerating from each distinct word, or word stem, included in cne of the
thesaurus classes, an entry in the new stem dicticnary. The main differcnce

btetween this new significant stem dictiona(i and a standard stem dicticon vy

is the absence from the dictisnary of word stems corresponding to com

functions and commsn cuntent werds normally identified conly in a thesaurus.
A compdarison between sipnificant and stanjard sten dictlionaries will thera-

fore produce evidence concernine the imjortance of corron word deleticon jroar

ERIC
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document and query identificatlions, while the comparison betweer significant
stem and thasaurus dicticnaries leads to an evaluation of the concept
classes and the term grcuping methods used to genervate the thesaurus.
A recall-precision graph for the performance of the three diction-
ary types is shown in Fig. 2{(a), averaged over forty-two querles ard
two hundred documents in aerodynamics. It may be seen {rem Fig. 2(a)
that the thesaurus produces an Improvement of scme ten percent in pre-
cision for a given recall value cver tne standard stem precess. Unexpect-
edly, a further improvement is cbtalned ror the significant stem dicticnary
over the thesaurus performance, inuicating that the main virtue of the
aersdynamics dictiorary being tested is the identification of common
wor.s, rather than the grouning of term inio ccncep: classes., Tor the
collection under study, the sipnificant stem dicticnary contains abou:
twice as many common word entries as the standard sterm dicticnary.
Obviously, the recall-precision results reflected in the graph
of Tig 2(a) cannot be used to cecnclude that synonym dictionarvies, or
thesauruses based on term grouping procedures are useiess for the
analysis of document and query content in Information retrieval. CQuize
often, special requirements may exist feor individual gueries, such as,
for example, an expressed need tor very high recall, or precision; in
such circumstances, a thesaurus may indeed turn out to be z2ssential.
Censider as an exarple, the cutput graph of Fié. 2{(b) In which

a global evaluation measure, known i3 rank recall, is plotted for ihe

ten queries (cut of forty~two) which were ic-ntificd by eoxactly six

thesauras concepts.® [t is seen thit for suerics with very iow relevant

#The rank recall neasure expresses porformance Ly a3 uingle nuler which
Q ries 1nversely with the ranks achieved by the relevant Joacuments Juring

[E l(jo retrieval process (1. )
106
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VIiI-12

documents in the collection, the thesaurus in fact is able to idertify the
relevant items more effectively than either of the stem dictionaries. As
the number of rwlevant documents per query incredses, the stem methods catch
up with the thesaurus process.

In view of the obvinus importance of common word identification, one
may inquire whether such entries might not be identifiable automatically, in-
stead of being manually generated by the procedure outlined in the previocus
sectior. This questiion was studied using the following mathematical model.
Consider the original set of terms, or concepts, used to identify a given
query and document collection, and let this term set be altered by selectlve
deletion ol certain terms from the query and document identificaticus. One
of two results will then be obtained depending on the .ype of terms actually

removed:

a) if the terms to be removed are useful for content analysis
purposes, they will provide discrimination among the documents,
and their removal will cause the document space to become more
"bunched-up" by rendering all documents more similar to each
other, that is, by increasing the correlation between pairs of

documents;

b) on the other hand, if the terms being removed are ccmmnon words
which do not provide discriminatien, the document space will
spread out, and the correiation between document pairs will

decrease.

This situation is illustrated by the simplified model of Fig. 3,
where each document is identified by 'x', and the similarity between two
documents is assumed invercely preyorticnal to the distance betlweorn corre-
sponding ®'s. The conjecture to be tested is then the following: a term

Q
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a) Original Document Space

P R al

b) Document Space After Removal of
useful Oiscriminators

Space After Removal of

c) Document
Useless Nondiscriminators

Changes in Document Space Compaciness Following
Deletion of Certain Terms

Fig. 3
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to be identified =s a "ccmmon" word, and therefore to be removed from
the set of potential content identifiers (and from the set of allowable
*hesaurus cencepts) is cne which ciuses the document space to spread
out by decreasing its compactness.

The following procedure is used to verify the conjecture [10}.
Consider a set of N documents, and let each .ocument j be represented
by a vector of terms, or concepts, Xj’ where Xij represents the weight
of term i in document j. Let the centroid ¢ of all document points in

a collection be defined as the "mean document", that is

V..
—ij

the centroid is then effectively the center of gravitv of the document
space. If the similarity, between pairs of documents i and j is given
by the correlation r(xi,xi), where r ranges from 1 for perfe tly similar
items to 0 for completely disjoint pairs, the compactness Q of the

document space may be defined as

Q = L rlc,v.), CeQ=N
=1 -]

that is, as the sum of the similarities between each document and the
centroid; greater values of Q indicate preater compactness of the
document space.

Consider then the functicn Qi defining the compaztness of the
decunent space with term i deleted. If 020 the document space is more

compact and term 1 is a discriminater; contrarivise, if Qi<Q, the cpace

ERIC
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is more spread out, and deletion of term i may produce batter retr’eval.
Since deletion of discriminators raises 0, and deletlon of nondiscriminators
{common words) lowers Q, an optimal set I of terms must exist such that QI
becomes minimal.

The following experimental procedure may then be used:

a) consider each term 1 in order and compute Qi;

b} arrange the terms in crder of decreasing Qi (that is,

with terms causing the gfreatest decrease coming first);

c) define the set 1 2f ccrmon terms to be deleted as the set

leading to a minimal O.

Fig. U shows the evaluation results obtained by using this process
with a collection of eighty-two documents in the field of dccumentation,
together with thirty-five user queries. A total of 1218 distinct word stems
were initially available for the identification of docurents. It is seen

from Fig. 4{(a) that the evaluation results wverify the model completely:

a) as high frequency, ncndiscriminators are first deleted,
the space spreads out, and the corresponding recall-
precision output (following deletion >f 252 terms) is

improved by about twenty percent;

b) when additional terms are deleted, the compactness of
the space begins to increase as discriminators ave
removed, and the recall-precisicon performance deteri-
orates; the middle curve of [ig. 4(a) represents the
performance follcwing dcleticn of 1120 terms (in
decreasing Q order), at which tire the retricval

effectiveness his slreoady diminiched by aliout ten percent.
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A comparison between the standard thesaurus performance ind a word
stem method with the top twenty-eight common terms deleted is shown in Fig.
4(b}). Is is seen that the thesaurus process is somewhat superior only
at the low recall end with the two graphs being nearly equivalent over
most of the performance region.

The results of Fig. 4 thus confiim the earlier studies of Fig. 2
in the sense that word stem matching methods produce performance parameters
nearly equivalent to those obtainable by standard thesauruses, providing
only that ccmmon word stems are appropriately identified, and rernoved as

potential content identifiers.

3. Automatic Concept Grouping Procedures

For many years, the general classification preoblem consisting of
the generation of groups, or classes, of items which are similar, in scme
sense, to each other has been of major concern in many fields of scientific
endeavor. In information retrieval, documents are often c¢lassified by
grouping them into clusters of items thereby simplifying the information
search process. Alternatively, terms or concepts, are grouped into
thesaurus classes in such a way that synonyms and other related terms are
7111 identifiable by the same thesaurus class numbers.

In section 1 of this report, various criteria were specified for
the manual, or intellectual construction of thesaurus classes. Since the
manual generation of thesauruses requires, however, a great deal of tirme
and experience, experiments have been conducted for sore years leading
to an automatic determinaticn of thezaurus classes bhasel on the properties

of the available document collecticns, that is, con the assignrent of

ERIC

Aruitoxt provided by Eic:

1143



VII-18

terms to documents. “he general process may be described as follows [11]:

a) a term-document matrix is first constructed specifying the

assignment of terms to documents., including term weights, if any;

b) a term-term similarity matrix is generated from the term-
document matrix by computing the similarity between each pair

of term vectors, based on joint assignment of terms to documents;

c) a threshold value is applied to the term-term similarity
matrix to produce a binary term-term connection matrix in
which two terms are assumed connected (that is, a 1 appears
in the connection matrix) whenever the similarity between

corresponding term vecters is sufficiently high;

d) the binary connection matrix may be viewed as an abstract
graph in which each term is represented by a node, and each
¢xisting connection as a branch between corresponding pairs
of nodes; some function of this graph (for example, thke
connected components, or maximal complete sub-graphs of
the graph) is then used to define the clusters, or classes

of terms.®

A number of investigators have constructed term classifications
automatically, using procedures similar to the ones cutlined above [12, 13,
14]. Unfortunately, the generation of the term-term connection matrix is
time-consuming and expensive when the number of terms Is not very small.

Fer this reason, less expensive autecmatic classification methods, in which

#A connected component of a graph is a subgraph for which each pair of
nodes is connected by a path (a chain of branches); in a maximal complete
AEEbEFdEh’ each pair of nodes is connected by a direct bréﬁbh, and no node
not in the subgraph will exhibit such a connection to all other nodes of
the subgraph.

ERIC

114



VII-19

an existing rough classification Is improved by selective modificatica of
the original classes, tend tr be used in practice. [15, 18]

To determine the effectiveness of such automatically constructed
term classifications in a retrieval environment, three types of experiments
are briefly described involving, respectively, an automatic refinerent
of already existing classes; two fully autcmatic term classification
methods; and a semi-automatic classification process.

The first of these experiments consists in taking an existing term
classification, or an existing thesaurus, and in refining the term classes
by removing classes which are highly overlapping. [1/] One such algoritam
tried with the SMART system was based on the following steps (in addition

to steps a) through d) already listeu):

e) given the existing term classes, a «class-class similarity
matrix is ccnstructed, using the procedures already outlined
for the term-term matrix;

f) a threshold value is applied to the class-class matrix
to produce a binary class connecticn matrix;

g} each maximal complete subgraph detines a new nerged
concept classy

h) merged classes that are subsets of other larger

classes are reroved, the remainder constituting

the new rerged classification.

This procedure wras used to refine the documentution thesautus

originally available for the ADI collection, consistine of eisny-two

"

documents and thiviy-{ive search reqjuasts.  Two "meorpged" thesyuruses

were produced as follows:
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a) thesaurus 1 with a total of 156 concept classes and approximately

3.9 concepts per class;

b) chesaurus 2 with a total of 289 ccncept classes, averaging

1.4 concepts per :zlass. [18)

The global normalized recall arnd precisicon values, averaged over the thirty-
five queries and exhibited in Table 2, show that some improvement in per-
formance is obtainable with the refining process.

The second, more ambitious group of experiments deals with the
fully autoratic classification procedures cutlined at the beginnirg of
this section. In one such study a large variety of graph theoretical
definitions was used to define the tsrm classes, Including "strings of
terms", "stars", "cliques'", and "clumps", and various tnareshold and
frequency restrictions were applied to the class generation methods. [19]
In general, it is fcund that scme of the auvtomatic classifications operate
wore effectively than unclassified keywords, particularly 1f “strong"
similarity connecticns (with a large threshcld value) are used, and only
nenfrequent terms are permitted to te classified. A corparisca of the
automatic classificaticrs with manual thesauruses was not attempted in
this case.

Another fully automatic term classification experiment was recently
concluded, using procedures very similar to the preceding ones, with a
large experimental collection of 11,500 document abstracts in cemputer
enzineering. [20] A class refining process was irplemented in that case,
ani many different parameter variaticns were tried. In the end, ouly
rcdest jmprovements were cbtalned over i standsrd word sten matching pro-

cess, the author claiming that

ERIC



VII-Zi

—

Thesaurus Type

Normalized
Fecall

Normalized
Fr:cisicn

Original Thesaurus
Merged Thesaurus 1

Merged Thesaurus 2

. 800

. 830

. 830

o
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"in relation *to results yielded by our various (zutomatic)
associative strategies, it must be concluded that retrieval
by the simple means of comparing keyword stems provides a

very good level of performance.” ({20, p. 611

The :ast term classification experiment is based on a semi-automatic
methed for generating the criginal term vectors used to produce the term-
term similarity matrix. Specifically, a set of properties i1s manually
generated by asking questions about each term, and properly encoding the
answers.,® Fo; each term, the corresponding property vector is then defined
as the set of answers obtained in response to ten or twelve manually
gener&ted questions. When all term vectors are available, cne of the auto-
matic clessificaticn procedures may be used to obtain the actual thesaurus
classification. {3, 21]

Such a semi-automatic dictionary was constructed for documents
in computer engineering. Its properties are ccmpared with thcse of a
manually consiructed thesaurus in the summary of Table 3. It is seen that
the semi-automatic thesaurus classes are much less homcgeneou; — some classes
being very lsrge, and come very small — than the corresponding manual
classes. Furthermore,'fewer common words are identified in the semi-auto-
matic thesaurus.

The retrieval results obtained with the two thesauruses are included

in Fig. 5. It is seen that the scmi-automiatic thesaurus produces & less

effective perfornance than the corresponding manually constructed dictionary

%A typical question might inquire whether a given ters in computer science
refers to computer hardware (1), or to compater software (2}, or whether the
question is inapplicable to the given term (3); the chosen answer is, then
encoded by the response numbter {n}.

ERIC
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Properties

Manual
(Karris) Thesaurus

Semi-Autcmatic
(RPench) Thesuurus

E

Number of Cencept Classes
Number of Word (stem) Entries
Avg. Number of Words per Class

Number of Very Small (Single
Word) Classes

Nurber of Very Large Classes
(32 to .01 Words}

Number of Words Appearing
in Two or More Classes

Propertion of "Common' Words
Compared to Total Words

863
2551
3

468

RO

52

37.3%

Semi-Autcmatic Dictionary Froperties

O
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over most of the performance range. Only for very high recall i.: the

effectiveness of both dictiocnaries approximately equal.

4. Summary

A number of manual and automatic dictionary construction procedures
2re JescriBed and evaluated in the present study, including in particular,
automatic methods for the recognition of common words, and automatic cor
semi-automatic term grouping methods. It appears that the autsmatic comnan
word recognition metiuodeclogy can usefully be incorporated into existin:
text analysis systems; indeed, the effectiveness of the resulting extended
word stem matching process appears equivalent to that obtainable with
standard thesauruses.

The effectiveness of the automatic term grouping algoritims is still

somewhat in doubt. The autcmatic grouping methods can probably be implemente:

more efficiently than the more costly manual thesaurus constiruction pre
Howaver, no clearly superior automatic thesaurus, using term classes, has
as yet been generated. [22, 23]}

thes

tll

UL

[

For the present time, a combinaticn of manual and autcmatic
methods therefore avpears most promising for practical applicatiens, Invslving
the following steps:

a) automatic common word recognition;

b) manual term classification;

c) automatic refining of the rmanually produced classes.
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{11
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[5]

[7]
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