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CERTIFICATES)

TYPE UF PREPARATION
CIOMPLETED BY STUDENT

ELEMENTARY-SCHDOUL TOTAL cesocccsscses

REGULAR INSTRUCTIUN reseececvccans
SELECTED SUBJECTS(TDTAL) secevcasns
ART ceeeecccccccscccscscasscanse
FGREIGN LANGUAGES «eesss.es

MUSIC seeeecennsscsscanossnss

SECONDARY SCHUOUL

AGRICULTURE cesseccnssccscccccnnnss
ART ceeeesoscsssccssscssscscosasnse
BUSINESS EDUCATION cecececerescens
NISTRIBUTIVE EDULZATIUN ceceeecases
ENGLISH LANGUAGE ARTS(TDTAL) .....
ENGLISH ceceecceoccaccccocnenane
JUURNALISM cecececscccscsncsscsne
SPEECH ANU DRAMATIC ARTS ..eeeee
FOREIGN LANGUAGESITUTAL) ...
FRENCH seeeesccsscoceassas

GEKMAN see.oesesscscasocsnnsnnss
L
RUSSTAN eeeceecccscsscnaannnnnss
SPAMISH seeevessssssssssccscssns
OTHER cecosessssssscscsncnassssnss
HUME ECUNDMICS ceccescscccccccccce
INDUSTRIAL ARTS cecececcccscnssses
JUNTUR HIGH SCHUUL(GUENERAL) seeeen
MATHEMATICS seececessveconcosssnns
MUSIC ceveecnccnnnsnssssssccnnnnnss
PHYSICAL & HEALTH EDUCATION c.ca.s
NATURAL & PHYSICAL SCIENCES
{TUTAL)} ceesvessssssssscncnnss
SUBJECT NUT SPECIFIED .4eeensnses
GENERAL SCIENCE ceeeesveccenssns
BIOLDOLY ceecesccssccncscsnnssnnse
CHEMISTRY cceeeccscscesccsssnncases
PHYSICS cesececsscscscsnnscnnnsns
SOCIAL STUDIES(TOTAL!) ceescsccansse
SUBJECT NUT SPECIFIED .ieeeecees
HISTURY, GEUGRAPHY ,.vecesccaass
ECUNOMICS,y SOCIDLOGY,
PSYCHULUGY ceccccscassnnnasnne
OTHER SOCIAL STUDIES ceeeccccess
TRADE, INDUSTRY» TECHNULOGY eceeees
UTHER ScCONUARY SUBJECTS .cceeseees

SECONDARY=SCHUOL TOTAL ccveeccscrass

UNGRADED

SPECYAL FDUCATIUN ceessreccccccens
LIBRARIAN ceeesesccavcssccscncsans
GUICANCE CUUNSELOR esssccesvscnnes
SCHUNL PSYCHOLOGIST ceecececscsnee
SCHOUL SGCIAL WURKER sssescecsssns
SCHOOL NURSCE seseesscccccscccsnsnss

1

1

2y

TABLE A. -~ NUMBER OF STUDENTS CDMPLETING PREPARATIDN FDR STANDARD TEACHING
BY TYPE DF PREPARATIDN, YEAR, AND STATE (CONTVINUED)

ARKANSAS CALIFDRNIA COLORADD
970 1969 1970 1969 1970 1969
110 1,030 7+309 61682 1,467 1,286
0B3 1,023 6:978 61309 1,434 1,251

27 7 331 373 33 35

9 7 144 157 6 4
cee e 114 112 4 12

12 e 65 89 17 lé6

6 ) 8 15 6 3

57 48 204 116 cee 16
80 64 383 281 216 210
249 259 204 196 156 165

1 2 2 4 29 36
397 389 11293 14213 462 525
302 331 1+110 14088 366 426

8 6 34 23 2 3

87 52 149 102 94 96
46 49 567 513 167 201

19 2 195 165 52 9

4 i 94 73 14 20
res 1 10 10 2 4
cee cee 14 7 5 5

25 27 246 250 94 113
ces cee 8 8 cee coe
148 155 237 243 70 120

39 36 205 234 153 116
cee cee ees .es cee 41
149 136 305 323 157 159
144 129 175 166 158 153
428 382 607 56% 306 358
175 179 508 467 172 197

7 7 90 57 46 55

33 31 46 38 9 13
109 123 300 284 85 101

21 14 49 55 23 20

5 4 23 33 9 8
4zl 436 1,697 11547 432 554
342 303 329 237 191 281

59 67 937 965 182 21¢

20 64 228 152 52 25
e 2 2U3 193 7 29
e e 2 5 1 29
vee cee 36 40 5 16
334 21264 64425 51914 24484 21896
186 139 320 397 172 313

4 4 118 111 cee 7
109 102 300 327 cee 101
cee e 99 147 cee 3
cee ces 35 41 e ces
ves ces 26 19 e e
oo e 178 135 e 67

OTHER UIGRAUEDU cececesvceocasvsnnnn

O
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TABLE A. -- MUMBER UF STUDENTS COMPLETING PREPARATION FOR STANDARD TEACHING
CERTIFICATES, BY TYPE OF PREPARATION, YEAR, AND STATE (CONTINUED)
TYPE UF PREPARATION CONNECTICUT DELAWARE DISTRICT OF COLUMBIA
COMPLZTED BY STUDENT 1970 1969 1970 1969 1970 1969
ELEMENTARY=-5CHOUL TOTAL eececssscnss 2,048 1,770 160 153 377 332
REGULAR INSTRUCTIUN eceeececosssncs 2,045 12770 160 153 372 323
SELECTED SUBLJECTSITUTAL) ecueeeeese 3 voe vee ves 5 9
ART secececssssssnnsssssssssnsss 3 eee cee cee 1 2
FUREIGN LaNGUAGES weecsacanansnsns vee vee vee - . 2
MUSIC ecoeecccccccscasasssasannns eese eee ces ces 1 1
PHYSICAL « HEALTH DUCATION .... ves vee vee . 3 4
SECUNDARY SCHUOUL
AGRICULTURE sseesssscssssssssscsee 2 5 4 2 - -
ART escccesessesssssscsssasssssnnss 155 126 17 12 24 19
BUSINESS EDUCATIUN seesencssssnsss 64 39 22 19 29 30
DISTUIBUTIVE EDUCATIUM wevsvecesce 18 16 1 . - -
ENGLISH LANGUAGE ARTSITUTAL) ..eee 397 346 38 28 121 93
ENGLISH weeessnscsssscsasssscnse 396 346 38 26 97 85
JUURNALISH seuseessescsasnccennsnc ves vee . - - -
SPEECH ANU URAMATIC ARTS veeens. 1 vee .ee 2 24 8
FURETGN LANGUAGES(TUTAL) ... 184 165 25 17 45 38
FRKENCH cocessscsssassasssasns 89 82 11 8 22 20
GERMAIN eassevsessssssssssscasasnss i6 ] 4 2 2 1
LATIN cevseeser sassscsasannnnns 7 10 - . 1 eee
RUSSTAN suevesssescassncsnsscaces 3 1 vee - . -
SPANISH . 67 62 10 7 18 17
UTHER ceecessss 2 2 e eee 2 ces
HOME ECOMUMICS essecessacsccsanans 19 14 33 20 8 2
INDUSTRIAL ARTS sescessacssssscces 54 55 vee . - ves
JUNITUK HIGH SCHUOL{GENERAL) eeeees eos eese s cos 10 cos
MATHEMATICS ceececcnsssccsscsscnnsns 173 147 17 16 36 13
MUSIC (eoesscssesscssssassssssnnss 88 85 12 5 21 16
Fr. SICAL & HEALTH ECUCATION seeaas 217 208 51 32 33 38
NATUKAL & PHYSICAL SCIENCES
{TUTAL) ceececcccsssnsscssnnns 160 143 11 10 29 7
SUBJECT NOT SPECIFIED eevsncanss . 1 vee . 4 4
GEMERAL SCIENCE scesceesacascnes 23 26 1 1 eee 1
HIULUGY eeeseccsccsssssscscssasnes 117 94 8 8 11 1
CHEMISTKY sesesessansncsnnnsnnns 16 12 2 1 8 -
PHYSILS sevesasscnnnas 4 10 - - 6
SOCIAL STUDIES(TOTAL) ... 422 334 45 28 147 98
SUBJECT NUT SPECIFIED seececcces 126 97 16 22 43 19
HISTORY, GEUGRAPHY veeeesseasnse 248 183 26 4 78 67
ECONOMICS, SUCIDLUGY,
PSYCHOLOGY seeessnanscanannns 13 8 3 1 20 eee
UTHER SUCIAL STUDIES eesecvacens 35 46 vee 1 6 12
TRADEsy INDUSTRYs TELHROLOGY ..uaa. 30 30 vee vee 19 9
OTHER SECUNUARY SUBJECTS w-cessnes 112 89 vee - 1 79
SECUNLARY=SCHUOL TUTAL eesscscscnces 25,095 1+802 276 189 523 442
UNGRADED
SPECIAL EUUCATION cecescssscsseces 221 182 4 5 97 83
LIBRARIAMN ceeeesssnsscssnens .e 65 50 - . 43 39
GUIDANCE COUNSELOR seeseae- .e 81 46 . - 55 24
SCHOGL PSYCHOLOGIST saseeccancanss 11 5 . . 10 4
SCHOOL SOCIAL WORKER seeescsasanss - vee ces . . ves
SCHUOL WURSE sesesecssssscsssannns . vee - ves - -
OTHER UNGRAUED eccsccsssccssccsanss 7 8 eee ces eee ees
Q e
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TYPE UF P
COMPLETED

ELEMENTARY-SCHOOL
REGULAR INSTRUC
SELECTED SUBJEC

ART cscenacee
FOREIGN LANGU
MUSIC ceeeaee
PHYSICAL & HE

SECONDARY SCHOUOL
AGRICULTURE ...
ART eceeecaeioase
HUSINESS EDUCAT
DISTRIBUTIVE ED
ENGLISH LANGUAG

ENGLISH seesee
JUGURNALISM ..
SPEECH AND DR
FOREIGN LANGUAG
FRENCH eeases
GExPiAI
LATIN seeeees
RUSSTIAN c4aas
SPANISH caeae
OTHER ceseans
HOME ECUNOMICS
INDUSTRIAL aRTS
JUNTUR #iuH SCH
MATHEMATICS ...
MUSIC cevecensns
PHYSICAL & HEAL
NATURAL & PHYSI
{TGOTAL) ..
SUBJECT NUT S
GENERAL SCIEN
BIULGSGY caeae
CHEMISTRY ...
PHYSICS soeee
SUCTAL STUDIESH
SUBJECT NUT S
HISTUORY, ULEOG
ECUNDMICS, SO
PSYCHODLUGY
UTHER SQCIAL
TRADE, IMDUSTRY
OTHER StCOUNUARY

SECONDARY=5CHUDL

UNGRADEU
SPECIAL EDULATI
LIBRARIAN ...,
GUIDANCE COUNSE

CERTIFICATES,

REPARATIOUN
BY STUNENT

TOTAL secvecncasnsas
TION eevesccccacena
TSITUTAL) ceeceenns
AGES secsecescacans

“sescssssssvesssses

ALTH EDUCATIUN ..

ION ccecescccannnens
UCATIUN cececccenes
£ ARTS{TOTAL) .....

AMATIC ARTS seeeases
ES(TUTAL) ceeecesrsns

s essssssssas

GUL{GENERAL) .eeas

TH EVDUCATION seecee
CaL SCIENCES

PECIFIED seecccansse
CE ceeecsssscancasnse

TOTAL) ceeecescncns

PECIFIED seeescannse
RAPHY ecceeccccsccssnsns

CIOLLGY,

STUDIES eceeevecacss
y TECHNOLOGY <(eeeee
SURBJECTS ee eseees

TUTAL ceccescccanes

OV esesescscscancssns

LUR sececcccccsnsnes

SCHUUL PSYCHDLDGIST cesseccncannsns

SCHUUL SUCTIaL W
SCHOOL NURSE ..
OTHER UnGRAUED
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TABLE A. -- NUMBER OF STUDENTS COMFLETING PREPARATION FDR STANDARD TEACHING
BY TYPE OF PREPARATION, YEAR, AND STATE (CONTINUED)

FLORIDA GEDRGIA

1970 1969 1@70 1969 1970

24625 21481 1,828 1,891 615

21574 21432 1,828 14891 615

51 49 ces e e

23 19 cee cee e

16 26 cee e cee

12 4 cee ese e

Z3 17 25 25 1

186 116 95 96 16

193 i90 230 165 19

27 23 14 11 oo

768 639 466 456 113

660 558 446 433 88

25 14 cee 2 cee

83 67 20 21 25

184 170 140 108 29

59 51 72 61 9

11 13 6 4 1

1 7 23 2 e

2 e cee e 1

111 99 39 41 10

cee cee cee e 8

90 86 162 rie 8

66 52 63 60 13

cee 6 58 80 e

2¢1 255 245 262 30

214 195 122 1349 18

484 490 283 257 51

227 164 i98 219 19

22 15 44 45 3

39 35 38 47 4

111 75 88 95 8

46 34 23 25 3

9 5 S 7 1

1,072 861 774 620 108

575 522 359 300 37

175 121 265 211 59

232 107 56 57 10

90 111 T4 52 2

60 51 20 8 cee

e 1 ces cee e

31845 31316 2+895 2,632 425

312 232 150 137 cee

103 104 29 27 cee

152 126 134 174 cee

e cee cee cee 6C

73 78 829 885 e

HAWALL
1969

495
495

e

301

71
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TABLE A. —-- NUMBER OF STUDENTS COMPLETING PREPARATION FOR STANDARO TEACHING
CERTIFICATES, BY TYPE OF PREPARATION, YEAR, AND STATE (CONTINUED)
TYPE UF PREPARATIOUN 10AHO ILLINCIS INDIANA
CUMPLETED RY STUDENT 1970 1969 1970 1969 1970 1969
ELEMENTARY=SCHOUL TOTAL seccescacsss 489 497 5:5.4 44B66 2y R46 24555
REGULAR INSTRUCTION cecucencncrass 489 497 5:210 4,554 24823 2,549
SELECTED SUBJECTS{TUTAL) ceeecanas e e 304 312 23 6
ART teeessssesseasssaaancsasannsnns e e 46 73 19 cee
FUREIGN LANGUAGES seececssaansas e e 18 30 cee .
MUSIC eeececenccansssnsansnacans cee cee 60 63 2 3
PHYSICAL & HEALTH EOUCATION .... e e 180 146 2 3
SECUNDARY $CHULUL
AGRICULTURE eoseeccaccssssaasnsass 16 13 140 100 147 cee
ART teeeesscsenceaccsccancsscannans 14 20 419 386 180 188
BUSINESS EDUCATION seesesasssasesns 12 39 581 455 265 237
DISTRIBUTIVE EDUCAT!UN ceeescacsnas 24 11 ces tee 11 3
ENGLISH LANGUAGE ARTS{TUTAL) ..... 65 81 1,737 1,428 966 954
ENGLISH nesescascsacascassannnas 60 74 1,296 1,149 749 770
JOURNALISM cuieeseaccacsanccancas e e 16 14 38 37
SPEECH ANU DRAMATIC ARTS seeeses 5 ? 425 265 179 147
FUREIGN LANGUAGESITUTAL) seeeasaes 2 15 655 569 321 334
FRENCH eoesacessssssassasssssaas 1 12 226 223 129 125
GERMAN seessecsccccssscasssansas cee 1 116 71 42 43
LATIN sesseacesssssssssasssssasns cee e 34 36 29 25
RUSSIAN sovaeasesasssscasssasans cee ces 19 8 5 12
SPANISH ceueceasecaccnssancanncss 1 2 246 223 116 129
OTHER eoeenecascsasssnsasanasans e e 14 8 cee e
HOME ECGNUMICS coeessaccasssaasans 11 64 305 291 266 224
INDUSTRIAL ARTS ceceeeccecses . 14 13 312 237 207 199
JUNIUR HIGH SCHOOL{GENERAL) . . e e 119 102 e eee
MATHEMATICS +eeaceasssnccascnasans 21 33 731 590 333 326
MUSIC teeeeecsccssaaccnssannsannns 25 35 490 379 279 259
PHYSICAL & HEALTH EUUCATION ..uaas 87 140 1,202 930 826 771
NATURAL & PHYSICAL SUIENCES
[TUTAL) eeesesceacacacssacarans 62 44 525 461 379 348
SUBJECT NUT SPECIFIED eeececenes 8 3 69 61 47 41
GEMERAL SCIENCE eesececcssancsne 14 5 14 8 36 217
BIOLOGY eesececenssssaasssansans 34 33 308 278 220 213
CHAEMISTRY ceeeceacccnnsansssaass 3 2 81 76 58 49
PHYSICS eesecsccnssssaanssansans 3 1 53 38 18 18
SOCIAL STUDIES{TOTAL) ceeeecesnase 130 131 1,700 19440 1,236 1,263
SUBJECT NOT SPECIFIED 25 67 338 323 582 600
HISTORY)y GEUGRAPHY ceeeaccacsase 64 43 917 754 334 348
ECUNUNMICS, SUCIULUGY,
PSYCHULOGY eeaveaconncsassans 21 12 251 237 203 204
OTHER SUCIAL STUDIES eesseccsncss 20 9 184 126 117 111
TRADE, INDUSTRY, TECHNOLUGY eevess 1 e e 7 6 6
OTHER SECOUNUARY SUBJECTS sevevsnees 182 9 41 38 45 42
SECONDARY~SCHUNL TOTAL wsssasccccass 666 648 8,957 7,413 5,487 5,154
UNGRAD®U
SPECIAL EDUCATION wececcsaccascane 14 11 638 534 198 181
LIBRARIAN eteeecencsanaacsasancsnnsns e e 34 24 102 67
GUIDANCE COUNSELOR eess . . 11 5 195 289 34 37
SCHOUL PSYCHULOGIST ... . . e cee cee cee cee e
SCHUOUL SUCTAL WORKEK eeceecccsccss ces e e cee ces cee
SCHONL WURSE seessecscecesaccssenss . e 4 3 e cee
OTHER UHGRADED seeecoasenccccnsase 7 8 86 47 35 37
O
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TABLE A. -~ NUMBER OF STUDENTS COMPLETING PREPARATION FOR STANDARD TEACHING

CERTIFICATES,

TYPE UF PREPAKATINUN
CCMPLETED BY STUDENT

CLEMENTARY=SCHCOL TOTAL cesccocscsnns
REGULAR TWSTRUCTIUN eevessccasncans
SELECTED SUBJECTS{TOTAL) ceevecass

ART coeeseveccsccacscssanscannas
FOREIGN LANGUAGES seeeescscssnas

U B

PHYSICAL & HEALTH EDUCATION ....

SCCONDAR? SCHULUL
AGRICULTUKE ecessecscscssccscasscas
ART secocecsscascscsssscssscsansccnsas
BUSINESS EDUCATION cescecscccscans
DISTRIBUTIVE tOUCATIUN cevevennnss
ENGL!SH LANGUAGE ARTSITUTAL) eeces

ENGLISH cesescesscssssscssasaacs
JUURNALISK cececocsccssscnsccces
SPEECH ANU DRAMATIC ARTS sveeens
FUREIGN LANGVUAGESITUTAL) coses

FREMCH ssssesssescscsscscnsnnsns

OERMAN eeeeecesvsctsccssscssssasnsns
LATIiV sceoconssosensscsssssnnasns
RUSSTAN cerereeccscccssscsnsssscses
SPANILH ceecosenssessnsssasenssas
OTHER eececcccscsctssassnnasnsnas
HOME ECUNUMICS ceeescscnscnssssass
INDUSTRIAL ARTS seeescscssssssssnns
JUNIUR HIGH SCHOOL(GENERAL) eeneee
MATHEMATICS cececessssscccoacsnnans
MUSIC veeoaseescsnsnsenscscnnscnssns
PHYSICAL & HEALTH EUUCATION .eceee
NATURAL & PHYSICAL SCIENCES
(TOTAL) ceecescesseasccssencne
SUBJECT NUT SPECIFLED sesesnenes
GENERAL SCIENCE seeececocossnsnas
BIULOGY eveeececceacssssncscasses
CHEMIDTRY ceecuoccasccsccsannses
PHYSILS ceececcscavescsvsmsnsanns
SOCIAL LTUDIES(TOTAL) scecnssnscns
SUBJECT NUT SPECIFIED seceevanes
HISTURY y GEOGRAPHY sascescnssses
ECUNOMICSy SOCIULLGYY
PSYCHOLOGY ceevessescnsonsasns
OTHER SOCIAL STUDIES cccecececse
TRAUE, INDUSTRY, TECHNLLUGY eecee.
UTHER SLCUNDARY SUBJECTS seeessess

SECUNDARY=-SCHUOL TOTAL scesecancnces

UNGRADED
SPECIAL EDUCATIDON seveeassccnncsas
LIBRARIAN Leencrocsonsscsscnsnnns
GUIDANCE CUUNSELOR c.esvecsrsscens
SCHUUIL PSYCHOLOGIST secececasnnnss
SCHOOL SOCIAL WORKER essccccsccese
SCHUOL NURSE esceesesccccscnsnsnnss
UTHER UNGRADED cocesecnsccescnncns
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BY TYPE OF PREPARATION,

1970

2,139
21046
33

15

2

28

48

T4
210
142

15
638
515

15
108
244

77

50

5
6
106
189

82

46
229
212
532

264
55
3

134
17
15

717

245

325

93
54

31594

119
76
49
11

YEARy AND STATE (CONTINUED)

10":A KANSAS KENTUCKY
1969 1970 196¢ 1970 1969
21212 11911 11966 2,123 24124
2:161 1+808 1,893 2,019 2,092
51 103 73 104 32
6 21 17 ces 1
1 cee cee ces “ne
2 52 34 11 10
42 30 22 93 21
47 36 26 43 45
138 130 120 160 148
143 161 171 332 300
10 e 7 6 ave
666 523 500 684 699
544 414 434 601 622
10 6 1 lé 14
112 103 65 67 63
234 137 167 119 113
105 44 92 44 51
36 23 21 20 14
4 8 2 5 9
1 ces cee 1 1
88 60 49 48 34
ee 2 3 1 4
247 194 145 194 181
82 121 139 191 160
67 10 cee 24 34
227 166 199 189 189
214 161 172 183 183
476 509 424 527 573
253 175 180 237 228
19 10 39 20 16
37 32 32 e eee
153 116 87 163 169
32 15 17 46 40
12 2 5 8 3
763 465 489 1,082 9l1
265 171 199 134 102
324 220 231 596 5l4
109 64 44 273 234
65 10 15 79 61
e 3 29 11 13
ces 28 14 13 s
34567 2,819 2,782 3,995 3777
70 118 61 153 121
e 33 39 51 43
e 33 34 36 26
cee e 10 cee ces
cee 4 6 1 s
cee cee 24 cee cee

av

DA
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TABLE A. ~- NUMBER DF STUDENTS COMPLETING PREPARATIDN FOR STANDARD TEACHING
CERTIFICATES, BY TYPE OF PREPARATION, YEAR, AND STATE (CONTINUED)
TYPE OF PREPARATION LOUISIANA MAINE MARYLAND
CUOMPLETED BY STUDENT 1970 1969 1970 1969 1970 1969
ELEMENTARY~SCHOOL TOTAL eesoccescsse 2,008 1,758 523 510 14795 14612
REGULAR INSTRUCTIUN sececesccoancnns 2,008 1,751 522 510 1,702 11554
SELECTEL SULJECTS{TUTAL) sscecsces ces 7 1 cee 93 58
ART cseeccsscesscscscccscsssnasnss e 7 coe eoe 45 31
FUREIGN LANGUAGES scececccancsns e ees 1 eie cee e
MUSIC seeeescesccaccccsccsscnnne e e cee cee 23 17
PHYSICAL & HEALTH EDUCATION .. e ees e eee 25 10
SECUNDARY SCHuOL
AGRICULTURE cescceccscssssscnsssas 44 33 e cee 5 8
ART ceeececcsccssscascscasscssnnsns 87 44 29 25 132 147
BUSINESS EDUCATION ceeeccssccscsns 380 252 64 69 46 48
DISTRIBUTIVE EDUCATION secececanes 20 15 cee cee e cee
ENGLISH LANGUAGEL ARTS{TOTAL) essse 484 394 101 2 405 353
ENGLISH sscecccaccoscccsscansans 355 290 1ol e 376 324
JOURNALISM ceseecccccasscscnnnse- cee ces eee 1 cse eoe
SPEECH AND DRAMATIC ARTS ... 129 104 ese 1 29 29
FOREIGN LANGUAGES(TOTAL) .e..e 172 141 24 ese 140 113
FRENCH ssscssoncanssccscscsnsnnss 93 69 20 cee 77 64
GERMAIN seesccesccsscsscsscssnnsss 2 4 2 eee 10 12
LATIN coanee cesssscncas e e ese eee 1 4
RUSSIAN «aea cesssessns ces 1 eee e cee ces
SPANISH ceeesccescscccssscnsnnns 42 33 2 ese 52 33
OTHER ceeesccsccscccsscscsnncsnnsns 35 34 coe coe ees e
HOME ECUNDMICS ... . cesscennns 155 175 90 23 79 75
INDUSTRIAL ARTS cescecsccssccsscns 66 52 30 34 47 40
JUNIDR HIGH SCHOOL(GENERAL) «soeess 1 2 106 79 eee 2
MATHEMATICS ceccecsccsccccsccnsnnnse 220 208 48 69 155 180
MUSIC coceesccsnscscscoccssnnsnnnse 159 138 27 32 91 68
PHYSICAL &t HEALTH EDUCATIUN ...... 423 389 . 31 111 203 142
NATURAL & PHYSICAL SCIENCES
{TUTAL) ceceeccsccecssccsscns 150 126 52 55 130 123
SUBJECT NUOT SPECIFIED ceeeecenes 19 15 2 3 7 6
GENERAL SCIENCE cevecesnnncnnnns 21 19 21 26 15 15
BIUOLDGY eessscscccssscscssssnsss a6 72 23 23 81 78
CHEMISTRY ceeeccecccocccsssnnnns 21 17 3 3 16 16
PHYSICS eceeeecscccccecccccscanne 3 3 3 cee 11 8
SOCIAL STUDIES{TOUTAL) eevecensnens 527 396 157 eoe 512 435
SUBJECT NOT SPECIFIED seeecccssse 484 362 114 cee 204 148
HISTURYy GEUGRAPHY eeesssssccnss 40 33 40 ees 286 271
ECAONGMICSy SOCIOLOUGY,
PSYCHULDGY cceescoccscncssans 3 e 3 e 22 16
DTHER SOCIAL STUDIES eceevescsass e 1 ees eee s cee
FTRADE, INOUSTRY, TECHNOLOGY ...... 9 16 coe 3 cee cee
OTHER SECONUARY SUBJECTS ecececssss 5 13 1 2 ces ese
SECONDARY~SCHUDL TUTAL esccccsscesnns 24902 24354 760 504 1,945 1,734
UNGRADED
SPECIAL EDUCATIUN ceeescccasssscns 90 72 28 22 38 49
LIBRARIAN cceeeeccccscsssssssnssns 42 39 cse eee 13 13
GUIDANCE COUNSELUR ececescsescsncas 188 142 cee ces 14 38
SCHOOL PSYCHOLOGIST .. . . e e eee ese 1 6
SCHOUL SOCIAL WORKER . . . ces e coe cee ese cee
SCHOUDL NURSE ceescccccscscscscansse cee cen ees cee ces ees
UTHER UNGRADED eceseesoscccssccnnns 242 255 ese ces cee ese
\‘1 {7s TN
J
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TABLE A. -- NUMBER OF STUOENTS COMPLETING PREPARATIDN FDR STANDARD TEACHING
BY TYPE OF PREPARATION:

CERTIFICATES,

TYPE UF PREPARATIUN
COMPLETED BY STUOENT

ELEMENTARY-SCHOUL TUTAL ceseessscces
REGULAR INSTRUCTION cescecesscencas

SELECTED SUBJECTS(TUTAL) .ceeeeesnns
ART s ecesescccccessccccsccnscns
FOREIGN LANGUAGES sesscessccnns
MUSIC ceescecccscccccncassanasns

PHYSICAL & HEALTH EQUCATION .o

SECUNDARY SCHUOL

AGRICULTURE +sscecceasccccsessanasnse
ART seveeeroseccesscccsscscssssssene
BUSINESS EDUCATION cevesccsccnsans
DISTRIBUTIVL =DUCATION .icesncences
ENGL1ISH LANGUAGE ARTS{TOTAL) .eeee
ENGLISH cecessscccesscncscanncs:
JUURNALISM suieeeccccccocscnnscns
SPEECH ANU DRAMATIC ARTS ceesses
FOREIGN LANGUAGES(TUTAL) cecescans
FRENCH scceecccccacccsssscssssnss
GERMAN sescecccescsscscscscanss
LATIN cececceccscssccscosccasnsas
RUSSTAN cesescesccccssccsssnnes
SPANUSH cecessccsccascsccsscncnse

DTHER eesesesccccsccasscsscncscns

HOME ECONOMICS cccecccscccassnnnns

INDUSTRIAL ARTS ceeocescecsasssnae
JUNTUR HIGH SCHUOL{GENERAL) eeeeo..
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TABLEL A. -- NUMBER OF STUDENTS COMPLETING PREPARATION FOR STANDARD TEACHING
CERTIFICATESy BY TYPE OF PREPARATION, YEAR, AND STATE (CONTINUED)
TYPE GF PREPARATION MISSISSIPPI MISSOURI
COMPLETED BY STUDENT 1970 1969 1970 1969 1970
ELEMENTARY~SCHOOL TOTAL eeeescesscas 14740 1,406 2,599 24467 655
REGULAR INSTRUCTIDON ceeoeronnnnnsns 1,732 1,390 24578 241454 653
SELECTEL SUbJECTSITUTAL) eeeecenee 8 16 21 13 2
ART cesnrscscccsessaassnasssansces 6 12 3 1 ces
FOREIGN LANGUAGES cecueesnesnsnss cee cee e 3 e
MUSIC eeeesscesscsccsascscassnnnnse 4 4 2 2
PHYSICAL & HEALTH EDUCATIUN ... e cee 14 7 cee
SECCNDARY SCHUOL
AGRICULTURE seesesessscccsscncnnns 71 53 51 49 6
ART ceeeesescsccsscssscsssssssnsnnss 70 54 210 181 50
BUSINESS EDUCATION cececececscannse 407 334 312 271 85
DISTRIBUTIVE EDUCATIUN ceeeesennss 2 2 6 4 6
ENGLISH LANGUAGE ARTS{TUTAL) .eeaue 446 472 899 771 181
ENGLISH coeccecccscccsscnsssnnas 345 358 746 652 179
JUURNALISM seeecescccscscsssnnns 14 13 6 7 cee
SPEECH ANO DRAMATIC ARTS seeeeee 87 101 147 112 2
FUREIGN LANGUAGESITUTAL) scsceccee 57 49 193 198 50
FRENCH eeneesesccacsascscccscasnse 32 21 77 73 20
GERMAN ceeeecccasscasce sancsnsns e 4 15 13 9
LATIN ceeeecsscccacccsscscccnnns 3 ces 6 10 2
RUSSTIAN ceeecccascsscsce sansscas e cee ces ces 1
SPANISH eeeceessccsascscccncnnss 22 24 80 96 18
OTHER seeecscesscccassscacscnsnse cee e 15 8 cee
HOME ECUNUMICS ceeescnscscascnsanns 184 193 265 224 59
INDUSTRIAL ARTS seeeeccsscssscnces 164 104 175 157 13
JUNINR HIGH SCHUOL{GENERAL) ceeeee cee 2 nee e cee
MATHEMATICS ceeevecssccccassssccns 189 151 271 281 53
MUSIC eeeecscscasscsccsascscscnnnsss 184 l44 228 196 41
PHYS1CAL & HEALTH EDUCATION ...ae 497 443 681 411 148
NATURAL & PHYSICAL SCIENCES
{TOTAL) seeessscescsccsscnsnse 177 138 280 251 93
SUBJECT NOT SPECIFIED ceeeesnnss 8 4 6 6 10
GENERAL SCIENCE seeescssccccccas 23 33 24 25 27
BIULGGY ceseesccssesccncssassnas 121 93 208 18 45
CHEMISTRY . cessscssssssssnns 25 7 28 26 9
PHYSICS seeececasssccosssasasans cea 1 14 10 2
SUCTAL STUDIES(TOTAL} cececscccsas 796 550 876 771 225
SUBJECT NUT SPECIFIED ceeeesnnss 645 364 454 493 104
HISTORYy GEDGRAPHY ..ceeccecceee 56 143 298 207 120
ECONDMICSy SOCIDLOGY,
PSYCHULOGY .evcescessccsncnee 16 39 T4 51 1
OTHER SUCTAL STUDIES secesccssss 19 4 50 20 1e0
TRADE, INDUSTRY, TECHNDLOGY seceee 50 23 1 1 ees
OTHER SECONUARY SUBJECTS ceseesans cee 1 28 26 2
SECONDARY-SCHONL TOTAL scceccccsssss 3,294 2,713 44476 3,792 1,012
UNGRADED
SPECIAL EDUCATION eecocescocnncans 99 91 201 149 47
LIBRARIAN ccescesvocssccssnssannsns 48 44 85 68 4
GUIDANCE COUNSELDR cecscescccsncans 58 52 135 125 33
SCHOOL PSYCHOLDGIST scesecesccnces 38 25 cee css ces
SCHOGL SOCIAL WORKER ceseccscccnsns e e ces ces s
SCHODL NURSE cececscsccccscccssnes ene ces ces 1 eee
DTHER UNGRADED cecscsesccccocscsres e 1 28 48 s
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TABLE A. - - NUMBER DF STUDENTS COMPLETING PREPARATIDN FDR STANDARD TEACHING
CtrILFICATES, BY TYPE OF PREPARATION, YEAR, AND STATE (CONTINUED)
TYPE UF PRYPA-ATIU NEGRASKA NEVADA NZW HAMPSHIRE
COMPLETLD HY STLDENT 1970 1969 1970 1969 1970 1969
ELEMENTARY=-SCHOUL TOTAL eesesssasace 1,762 1,718 173 170 471 453
REGULAR INSTRUCTIUN coveecesassans 1+710 11680 173 170 460 448
SELECTED SUBJECTSITUTAL) cessenens 52 38 11 5
ART cesssesssseccccssssaasncnsnss 26 20 7 3
FCREIGN LANGUAGES cessesancoscas ? 7 1 1
MUSIC cesecessscceasannssannnnnss 4 4 3 1
PHYSICAL & HEALTH EDUCATION ... 20 7 ee vee
SECONDARY SCHGDL
AGRICULTURE eensacsssesacsssccnnsns 43 40 2 3 4
N 36 74 12 3 20 23
BUSinEDSS ECUCATIUN seuseessccescss 222 184 14 11 29 35
DISTRIBUTIVE EDUCATION ceesnsnncas 9
ENGLISH LANGUAGE ARTS{TUTAL) ..... 473 395 44 40 110 97
ENGLISH seesssesssessscannes 372 316 33 35 110 97
JUURNALISM ceeevcennacansans 16 11 1
SPEECH AND DRAMATIC ARTS seusess 85 68 11 4
FDREIGN LANGUAGES(TUTAL) seveneess 99 98 11 12 38 54
FRENCH sesecssasccasscassscannsns 37 66 3 5 26 47
GERMAN seeecooessceeassansasssnnnss 15 11 1 2 4 2
LATIN ceescessascansssassnssancs 2 3 2
RUSSIAN esvscccsnansssscesssnans
SPANISH sasesssccasncscnas 43 18 7 5 6 5
OTHER ecesssecesscsccansans 2
HDME ECONDMICS eeeesesacccsssonnes 185 195 6 7 41 37
INDUSTRIAL ARTS .teevesscccecssanes 126 109 2 30 31
JUNIUR HIGH SCHUDL{GENERAL) esease 1 60
MATHEMATICS coeecoosncssacsaasansnns 150 170 9 7 64 57
MUSIC eeseecoscenssncsasnsnnnnnnnns 147 112 6 7 22 25
PHYSICAL & HEALTH EDUCATIDN .uaues 417 302 40 39 115 49
NATURAL & PHYSICAL SCIENCES
[TUTAL) ceeccesssancsasnnnnns 165 135 20 23 54 69
SUBJECT NUT SPECIFIED veseveases 6 12 3 14
GENERAL SUIENCE seeesscscccssnse 30 21 1 2 18 7
BIULOGY secessscascasane . 95 75 13 12 33 40
CHEMISTRY cevensascsesnss . 25 17 4 2 8
PHYSICS seeeccaccecccnnssnnnsnns 9 10 2 7
SDCIAL STUDIESITOTAL) secsenssceos 436 383 54 55 193 165
SUBJECT NUT SPECIFIED .. 183 175 3 102 89
HISTORY, GEOGRAPHY suiseees 208 161 39 39 69 57

ECOUNOMICS, SUCIULOGY,

PSYCHDLDGY coscssccscensannas 31 40 7 8 22 19
OTHER SUCIAL STUDIES .s.ecees 14 7 8 5 cae Xy
TRADEs» INDUSTRYs TECHNDLDGY .. cen ces ) 1 e aee
OTHER SECUNUARY SUBJECTS L..0cesnes 27 26 9 2 cee cee
SECUNDARY-SCHUDL TOUTAL esssssceccacsas 24587 21293 229 213 719 646
UNGRADED
SPECIAL EDUCATIUN sseecosescccscne 31 31 22 17 1 2
LIBRARIAN ceeceecacecscacasnsonans 12 13 1 8 5
GUIDANCE CDUNSELOR eeevevessnccces 56 52 21 15 e 19
SCHODL PSYCHDLOGIST sesesesccacsns coe e 1 1 cen cee
SCHUOGL SOCIAL WURKER s4evevcescssse ) cee cee eee eee .o
SCHODL NURSE eeseesscosscossoannes oo sen ese ass e e
DTHER UNGRADED seesssesessscscscans 35 57 eee e see 19

¥

oz}

ERIC

Aruitoxt provided by Eic:



67

TABLE A. -- MUMBER OF STUDENTS COUMPLETING PREPARATION FOR STANDARD TEACHING
CERTIFICATES, BY TYPC GF PREPARATIDN, YEAR, AND STATE (CONTINUED)

TYPE OF PREPARATION NEW JERSEY NEW MEXICO NEW YDRK
CUMPLETED BY STUDENT 1970 1969 1970 1969 1970 1969
ELEMENTARY=SCHUOUL TOTAL eesesscsssss 3,063 21974 349 3n5 11,400 104522
REGULAR INSTRUCTION «ccuvesescccasns 24994 2+924 347 302 11,069 10,210
SELECTED SUBJECTSITUTAL) seveensss 69 50 2 3 331 312
ART seeseesssessscasssassscssssas 30 22 cee ‘ee 48 49
FUREIGN LANGUAGES eceeeracssssans ces vea N ee 39 33
MUSIC seeeecrosassccnnssasssnnns 39 28 2 3 112 123
PHYSICAL @ HEALTH ELUCATT'N ... . e e tee 132 107
SECUNDARY SCHUDL
AGRICULTURE essnrseces isasasansasas 6 5 13 15 15 15
ART teveeseccssesanssioassarase. os 282 220 16 6 853 8l6
BUSIMNESS EGUCATION weesesascasasas 309 260 50 51 412 398
DISTRIBUTIVE EDUCATION seveesssnses 36 20 2 3 64 47
ENGLISH LANVUAGE ARTS(TOTAL) ..... 752 703 91 78 2,490 21369
ENGLISH ceccensaanssansasnanssans 639 617 82 71 2,121 21027
JOURNALISM seveesassorcassnnncns cee ves 1 e 138 111
SPEECH AND DRAMATIC ARTS sesse.s 113 8~ 8 7 231 231
FOREIGN LANGUAGESITUTAL) cvveeva-s 341 241 42 34 1,164 1,0C2
FRENCH seososasassscssscsssannnns 146 126 2 7 499 378
GERMAN seseesesccccassssasananas 21 13 . e 43 82
LATIN seseesescssosssescansancscs 17 22 ves oo 30 42
RUSSIAN teeeecsssccnnssrsssnsans i ces cee - 16 15
SPANISH ceesesecsscscscsssannaans 152 129 38 25 500 418
DTHER cosesessesssssssscasssanas 4 1 2 2 76 67
HUME ECUNOMICS ceevscannssasnsansns 133 1170 26 29 385 353
INCUSTRIAL ARTS seeseinesesssnssans 208 184 34 22 406 367
JUNTUR HIGH SCHOOL{GENERAL) eceesae 66 81 ces ces 136 163
MATHEMATICS ceusessasnsescscanccens 462 413 25 24 1,186 14077
MUSIC cevececcanssanananssnssnnnns 211 185 16 22 504 507
PHYSICAL & HEALTH EDUCATION seasee 490 414 103 93 887 766
NATURAL & PHYSICAL SCIENCES
{TUTAL) ceeesssaccacscssssnns 332 313 30 42 846 759
SUBJECT NOT SPECIFIED seveeensns 50 72 2 2 188 131
GENERAL SCIENCE seceossesssssens 109 153 4 5 71 75
BIULUGY seecessccancascnssasnnne 134 75 21 31 425 396
CHEMISTRY ceveveveonsscsnnnsenns 23 6 3 3 109 102
PHYSICS seecersssscasassasnnsnns 16 7 cee 1 a7 55
SOCLAL STUUIES(TUTAL) cewesccsssss 685 667 106 101 24453 21202
SUBJECT NOT SPECIFIED ceesnvonas 401 465 30 53 24144 1,814
HISTORY® GEUGRAPHY suvveessassans 130 74 58 25 216 255
ECONOMICS, SDCIOLOUGY,
PSYCHULUGY soeesenccnanananae 1 1 4 2 1 17
OTHER SOCIAL STUDIES ceveeensses 153 127 14 21 92 116
TRADE, INDUSTRY, TECHNOLOGY ...... eee ves 3 3 2 1
OTHER SECDNDARY SUBJECTS cosesccss 45 21 . eee 79 108
SECONDARY=SCHOOL TDTAL seuseessncons 44358 3,887 557 523 11,88¢ 101950
UNGRADED
SPECIAL EDUCATION cosesscscesnenss 354 346 22 18 495 516
LIBRARIAN ceveneees . 1 12 4 3 375 296
GUIDANCE COUNSELCR s essescscmsnnss 302 295 25 18 438 472
SCHOOL PSYCHOLUGIST seveesvcosasnas 38 24 cee 130 127
SCHOUL SDCIAL WORKER o 6 4 e 224 112
SCHCOL NURSE covensosse 80 70 . 18 53
OTHER UNGRADED cevceocesssscssnnnas 290 263 . 2 384 402
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FOREWORD

The theme of the Ninth Annual Forum on Institutional Research was '"The
Challenge and Response of Institutional Research." The Forum was held in
Chicago, Illinois, during May 5-8, 1969, and an effort was made to identify
the problems and issues confronting institutional research as a budding pro-
fession as well as to assess the "measured response" of institutional
researchers.

As in previous published Proceedings of the Annual Forum, it has not been
possible to include the clinics conducted on the first day of the Forum or the
panel discussions held at various times throughout the meeting. It has heen
possible, however, to include several selected panel presentations along with
the. customary President's address, invited addresses, and contributed papers.
The Editor sincerely hopes that these will represent with fidelity the gist of
the Forum.

Limitations of space have necessitated not only the condensation of many
contributed papers but the omission of many tables, charts, and graphs. In
many cases the contributing author will find the editing of his paper exces-
sive, if not downright brutal. The Editor can only offer his abject apologies
and trust that the essential content and actual value of each contribution has
not been destroyed. The Editor cannot escape full responsibility, however,
and he asks that readers who desire more complete information about a particu-
lar paper contact the author directly.

Many members of the Association for Institutional Research will regard the
publication of these Proceedings as inexcusably tardy. To such a charge the
Editor can only enter the plea of nolo contendere and add that he has been able
to rationalize most of the delay as unavoidable. Yet, his sincerest apologies
go to the Association and its members.

An expression of appreciation must be given to the many persons who con-
tributed time and effort to this publication. Not only are thanks due those
who gave invited addresses or contributed papers but also to the many members
of the Association who participated in the workshops or appeared on the various
panels. As in the 1968 Proceedings, the competent typing of Mrs. Nina Berkley
must be acknowledged; her speed and accuracy were certainly no cause for the
delay in publication. Once again, the Proceedings have had the valuable
assistance of Joseph Moorman who assisted in numerous ways, and special appre-
ciation must be given Mrs. Alicia Hobbs who proofread type, checked grammar,
and caught many an error. Lastly, a final careful reading was graciously given
the manuscript by Mrs. Jean Bronfin. Such excellent assistance should absolve
the Editor from blame for any errors remaining, but it cannot and it does not.

March &4, 1970 Cameron Fincher
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ASSESSING PROGGRAM QUALITY

Joe L. Saupe
Director of Institutional Research
University of Missouri

When I recently faced the fact that I would be called upon to make a pres-
idential address (after first wondering if the custom that brings us together
this evening is not already anachronistic) I quite naturally turned to the
printed versions of the addresses of my predecessors. John Stecklein with his
memorable lost page, Jim Montgomery with his circular administration building,
and Lee Hull, with his "fact, myth, and doubt'" have more than ably discussed
the history, the present and the future of our Association and of our work,
institutional research. They could not be topped. As a consequence, I decided
to address myself to a specific substantive issue in higher education, one that
it seems to me, should be of concern to each of us. The issue is the assess-
ment of program quality.

Everyone talks about quality or excellence, but nobody does anything about
it. Now, this is an overstatement, certainly; but it is sometimes fair, I
think, to overstate in order to make a point. It has been our corporate in-
ability to come to grips in specific and meaningful ways with the concept of
quality in educational programs that underlies my contention that not very much
has been done about it. To be sure, quality has been viewed as low student-
faculty ratios and this view has guided actions. Quality has also been viewed
as distinguished faculty and some of these have be~»n recruited in its name.
Indeed it is the latter view that seems to underlie the well-known Cartter
report. These views may be applauded, if only on the basis that they have pro-
vided grounds for action. They are at least superior to the view that quality
is intangible, undescribable, and, consequently, unassessable. The logical
implication of this view is that in fact there is nothing that a college or
university can do about the quality of its programs. If this were the case we
would do better to stop talking about it, and get on with more practical prob-
lems. But this is an area that we can not in good conscience treat in so cava-
lier a fashion. We must, I think, continue the search.

It is clear to me, at least for now, that the student-faculty ratio, dis-
tinguished faculty, and similar single-dimension views of quality ip higher
education are overly restricted and may be inappropriate guides to action. I
would hope that what I have to say might not only convince you that these views
are too narrow, but would also suggest an alternative view that has some merit.
It is easy to be critical, but criticism is most helpful when alternatives are
proposed.

My remarks derive from a very intensive effort we have initiated the past
year at the University of Missouri. This effort has been directed towards
developing a concept of and assessment procedures for graduate program quality.
Consequently, I can claim little, if any, credit for any originality that may
appear in what follows; my colleagues have contributed much. I will, of course,
accept responsibility for the limitations of these remarks. Indeed, the ideas
expressed here have already received some fire in discussions with University
of Missouri faculty groups, following their review of the position papers which
we prepared as a stimulant to these discussions.

7
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We have directed our first efforts to graduate programs and you may notice
this focus in some of my remarks. We had to start somewhere and our efforts
will be extended to undergraduate programs. I don't apologize for not giving
you a complete and final set of procedures for the assessment of quality. It
is important that in this controversial area, there be room for you, your ad-
ministrative officers, and your faculties to reason together on central issues
and procedures.

Purposes of Quality Assessment

Why should we attempt to assess program quality? Simply stated, because
we talk abour it all the time. A little more specifically, each of our col-
leges and universities is committed to maintaining and developing quality in
its programs and in the absence of a concept and evidence of quality this
commitment is hollow. Even more to the point is the fact that program quality
is what education is all about and this fact should force institutions of
higher education to take it into explicit consideration in all matters of
decision making, management, and planning.

Another approach to answering this question of why quality assessment is
needed lies in what it should be able to do for us. T will suggest five spe-
cific purposes of program quality assessment.

New Programs

The expansion of knowledge and its reorganization into new categories, the
natural desire to expand offeri.ags to higher degree levels, the attempt to
attract attention through breadth of offerings, and a sincere desire to satisfy
social needs for trained manpower in special areas all prompt our faculties to
ask for authorization to offer new programs. New program proposals compete
among themselves and with existing programs for scarce r2sources. On what
basis should decisions for approval of such proposals be made? Clearly, in any
rational process, the mission of the institution and the relation of the pro-
posed program to this mission and to existing programs is a central considera-
tion, as is student and social demand for the program. The most crucial con-
sideration, however, has to be the degree of quality promise by the program.
If a meaningful concept of program quality exists, then proposed programs can
at least be ranked on the basis of quality promised and, other considerations
being equal, the program of highest promised quality can be given priority.
Even if the other considerations are not equal, no college or university with
integrity will institute a new program without a promise of some acceptable
level of quality, no matter how significant the need for the program on other
bases. Program quality should be a central consideration in the review of new
program proposals and this consideration should be based upon a meaningful con-
cept of quality and how it may be assessed.

Existing Programs

The assessment of quality of existing programs can do two important things
for the college or university that is interested in implementing its commitment
to quality. First, it can provide a ranking or, at least, a categorization of
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these programs on the basis of their relative quality. (As an aside I will
mention here that it is probzhly inappropriate to compare diverse programs,

say philosophy and physics, by the same standards. But in some way. or another
the diverse programs must be reflected on a common quality scale.) The ranking
or categorization of programs may lead to the identification of some programs
of high quality. These programs, in general, must be supported and nourished
in a manner that will maintsain this quality and the institutional leadership it
signifies. Another group of programs will be identified as possessing adequate,
but not high, quality. With this identification, and by bringing other obvious
considerations to bear, decisions as to which of these programs should be main-
tained at just this level of quality and which should be nourished with the
specific intent of raising their quality to the high category can be made.
Finally, some programs will certainly be identified as possess<ng substandard
quality. It is largely within this group that candidates for discontinuance
can be found. If a substandard program is not marked for termination, the
institution automatically marks it for specific attention directed towards
increasing its quality to at least the "adequate quality" category. Specific
evidence on quality may be the critical factor in permitting an institution to
do what everyone knows should from time to time be done, but seldom is, and
that is to prune academic programs.

The second service that quality assessment of existing programs can pro-
vide is to identify the specific program characteristics of the program which
need attention if its quality is to be raised. This point leads me to the
third potential benefit of quality assessment.

Guidelines for Budget Support

The idea of program quality assessment should provide guidelines for use
by departments in requesting budget support for program ox quality improvement
purposes. The identification of program weaknesses should be expected to re-
veal the specific manners in which money may be deployed to alleviate the
weaknesses and thereby enhance overall program quality.

To digress a moment, I would point out that the quality dimension is so
central to higher education that its explicit consideration is what should dis-
tinguish program-planned budgeting for higher education from its application
to other areas of human endeavor. With our computerized and even our implicit
models of college or university operation, budgets for program continuation can
be calculated in a largely automatic fashion on the basis of enrollment pro-
jections, course enrollment cross-over matrices, inflation factors, and the
likes. Others have dealt with this topic; I will not pursue it here. The point
is that the automatic calculation of continuation budgets allows the institu-
tion to focus program and budget attention where it should be focused--upon
program improvement and new program budgets. Departments which identify spe-
cific weaknesses in their programs through quality assessment may, with the
specificity required by the idea of program-planned budgeting, request money
for program improvement. Program improvement requests then may be aliowed to
compete in a meaningful manner in the arena of scarce resources and, perhaps,
with new program requests. Priorities can then be attached to such requests
and they can be funded as far down the list as the money lasts. As with others
of my statements, this one is oversimplified, but it does point up what I mean

by using program quality assessment to facilitate budgeting for quality improve-~
ment.
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Cost-Benefit Analysis

Quality assessment is also the basis for the cost-benefit analysis of new
program and program quality improvement expenditures. By this T mean that
after a new program has been instituted, the degree to which the quality it
promised has developed should be determined, and ex post facto reviews of the
impact of program improvement budgets should be carried out. QCuality assess-
ment is the means for these types of analyses,

Necessity of Research

Finally, and in a slightly different vein, the following proposals for
quality assessment must be subjected to research in order to estimate the pro-
cedure's validity and as a basis for revisions in the procedure. 1In language
this group will understand, what I have to propose may be considered to be a
model. The research I speak of here would be directed towards a validation of
this model.

A Concept of Quality for Assessment

I hope it has not been procrastination which has led me to delay so long
this evening in facing up to necessity of suggesting a definition of program
quality. At this point I am beginning to feel like the chef in the restaurant
which advertised that "We serve everything." A patron, noticing the sign with
this slogan, ordered an elephant sandwich. The waiter took the order and after
a consultation with the chef, had to inform the customer that they couldn't
kill a whole elephant for just one sandwich.

The matter of program quality is certainly an elephant. Perhaps, if I can
produce a single sandwich for us to chew on without killing the elephant, that
will be enough. Clearly, the quarity of an educational program is indicated by
the impact of the program on the behavior of the students who participate in
that program. This statement has direct implications for program quality
assessment and, indeed, it has served as a guide for some research on quality.
For any particular program, of course, the statement needs to be fleshed out.
What behaviors is the program designed to change and in what directions? Be-
havior, of course, must be broadly viewed and probably needs to include covert
and affective as well as cvert and intellective behavior. Also, how can be-
havior change be measured or assessed? Again, others have dealt with these
questions and I will not review their work. However, I will assert that while
as recently as ten years ago the measurement technology for first approximation
assessment of relevant behavior changes did not exist, such tools are available
to us now. We are merely avoiding the problem if we continue to hide behind
the folklore that it cannot be done.

But there are problems in restricting our view of program quality to that
provided by the behavior change framework. One of these is that we should be
concerned with quality assessment as a basis for action and the behavior change
approach to quality assessment takes time. For undergraduate programs it takes
four years, at least, plus another number of months for data analysis. 1In any
ultimate sense, product measurement would take place at some point in time after
the student has left the program. In either case, programs change and the re-
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sulting quality assessment would have dubious relevance to the program which
existed when the evidence was available.

An even more fundamental problem is that while behavior change may be the
ultimate indicator of quality, it provides at best only an indirect assessment
of program quality. It cannot be expected to reveal why a program possesses
the quality revealed by the assessment. It does not shed light on specific
relationships between characteristics of the program and the program's overall
quality and it is these characteristics that must be manipulated in an action-
effort aimed at program quality. The point is that, though student behavior
indicates quality, it does not provide a definition of it. The quality of a
program lies in the program itself. Consequently, the assessment of quality
must be based upon measures of characteristics of programs. A pseudo-definition
of program quality, then, is that it is the combination of program factors that
influence student behavior change. Now, I struggled for a few minutes in fram-
ing this definition and these words do not satisfy me altogether. Perhaps I
would have domne just as well to leave quality as an undefined term. You can be
the judge.

Where this leads us, however, is to an attempt to identify those program
factors or variables that do or should be expected to influence student develop-
ment and to devise methods for measuring and evaluating these factors. What we
are really doing is developing assumptions or hypotheses which assert that given
program factors relate to quality as indicated by desirable behavior change.

At this point we azre ready to begin assessing program quality by mears of meas-
urement on program variables. Without forgetting the basic assumptions, we can
agree, I think, that it is such a set of measures which provide direct quality

assessment and the basis for action.

Furthermore, these direct program measures, in combination with behavior
change measures, provide the basis for specifically examining and revising the
basic assumptions or hypotheses and of modifying the quality assessment pro-
cedure to the end of increasing its validity in reference to student growth.
Action on the quality front could be delayed until evidence from this research
is in, but if we are impatient, and perhaps we should be, the assumptions and
evidence on program variables can provide guides to action while the research
evidence is being assembled.

Program Variables for Quality Assessment

What are the program variables that may be relevant to quality? The ap-
proach we have used in the University of Missouri effort in identifying meas-
ureable program variables related to quality has been based upon a view of a
university ac a handler of knowledge. A university carries out the interre-
lated activitics of generating knowledge, of transmitting knowledge and those
attitudes and intellectual skills and abilities associated with generating,
processing, storing, and applying knowledge. Allied with these activities are
the integration, analysis and synthesis of knowledge through scholarly and
creative work which i.cludes dealing with affective knowledge. This framework
has led us to the specification of categories of program variables which re-
flect (1) the availability of existing knowledge in the field of the program,
(2) the existence of effective knowledge transmittal procedures, and because

11
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our effort focuses upon graduate programs, (3) the existence of pruotucis ve
activity in developing new knowledge.

For this paper I will modify these categories slightly and surgest a set
of six categories that can be used as a framework for identifying quality vari-
ables. You will recognize in all of this the ideas of iuputs, resources, pro-
cesses, and outputs. Thus, perhaps I am talking about a model and, indeed, one
day we may be able to identify the linkages in such a way that it will fully
deserve to be called that. For the moment, though, I am interezted in merely
directing attention to the assessment of program quality and ir initiating first
steps. Therefore, I will not rely heavily on the model concept. The six cate-
gories I will use are (1) Program Rationale, (2) Knowledge Rescurces, (3) Trans-
mission Variables, (4) Research and Scholarly Activities, (5) Support Resources,
and (6) Operating Characteristics. Let me deal with each in turn.

Program Rationale

The assumption here is that a quality program will be guided by meaningful
goals and objectives and that the design of such a program wiil be based expli-
citly on these objectives. Now, it is possible that an anarchial program is
at least as effective as one that is guided by objectives, but, as has been
amply discussed in other contexts, the nature of desired behavior change and
measurement of it are incompatible with an absence of ob jectives.

It should be clear that my concern is with programs of instruction and
with objectives for such programs. Although colleges and universities do inter-
mingle instructional, research, and other activities and should do so on the
basis of the mutually reinforcing nature of them, it is the instructional pro-
gram and the objectives for it that are of concern here and these must as
clearly as possible be distinguished from the objectives of research programs.
While it may be possible to nourish both birds with a single feed, I would
suggest that efforts to improve instruction cannot be completely equated with
efforts to improve research, even at the graduate level.

Much can be said about objectives. I want to emphasize just one pcint and
that is that objectives must indicate the competencies the program is intended
to develop in its students. One issue for graduate programs is whether teachers,
researchers, or teacher-researchers are being trained. Questions of this type
must, we all know, be faced.

The second part of the program rationale category has to do with the de-
gsign of the program, the catalog description of the courses and related experi-
ences provided for the students in the program. It is obvious that this design
must be based on the objectives of the program. If an objective of a graduate
program is to prepare its students for college teaching, one would expect that
provision for relevant experiences, perhaps teaching internships, would appear
in the program design.

Program rational variables can be identified and measured for individual
programs. At a minimum the existence of meaningful objectives and of a related
program design can be scored one, and their absence, zero. Similarly, the rel-
evance of the design to the objectives can be rated. Perhaps even specific
questions that program objectives should be expected to answer can be developed
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and serve as a basis for judgement. Probably, there is no need to go rnwuch
beyond this, because there is no reason why a program rationale should not be
complete and completely rational.

Knowledge Resources

The assumption underlying this category of variables is simply that pro-
gram quality is dependent upon the existence of the knowledge that defines the
program in convenient places and in retrievable forms. Existing knowledge is
the base which is transmitted to students and upon which new information is
developed. This base should be not only appropriately broad, but also open-
ended. It suggests the existence in the program of faculty, trained to the
doctorate, in the specialties required by the program design and of retrievable
library and related resources.

The library and related resource centers, either on the campus or accessi-
ble in the community or by electronic or other means, is one subcategory and
faculty expertise is a second. I will not attempt to detail relevant variables
in these categories. My only advice here is that in the identification of
variables to reflect library resources and faculty expertise, specific atten-
tion should be devoted to the relationship of the variables to the education of
students. Faculty accomplishment in research, for example, may be a mark of
expertise, but one may question the degree to which it is a relevant component
of knowledge resources for instruction.

The idea of a critical mass of faculty for a program will be considered
under another heading, but the coverage of the program by faculty expertise is
a variable that perhaps best fits here.

Transmission Variables

The assumption underlying this third category of quality variables is that
effective knowledge and skill transmittal procedures contribute to student
development. Perhaps it is trite to state this assumption, but this is the
pattern I have chosen to follow. This category of variables may also have
library or resource center and faculty components. Is there a library staff
qualified to assist students in the program in an efficient and effective man-
ner? Is available library technology used effectively for instructional
purposes, etc?

The faculty transmission side obviously includes any and all of the in-
structional effectiveness variables that are in the literature and these are
certainly central variables in the quality scheme. The matter of student
advising, as an indirect component of the transmission process, may be relevant.
Are students advised in the directions suggested by the program design? The
adequacy of thesis guidance is a variable for graduate programs and the per-
vasive factors of faculty accessibility, suppcrtiveness, and rapport with stu-
dents can be considered for any program.

Faculty evaluation has often included attention to initiative and efforts
at innovation in instruction and curriculum, and while the results of such
innovations w"y appear as pluses in the instructional effectiveness complex,
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the existence of instructional experimentation may carry a “halo effect" that
transforms faculty dedication and enthusiasm into student motivation and en-
hanced learning.

Finally, students themselves may initiate and carry on non-class activities
in connection with the program that result in enhanced transmission of knowl-
edge, skills, and attitudes. Student clubs and student-sponsored seminars are
illustrative. As we talk about the student's responsibility for learning, we
cannot ignore indicators of this type as measures of program quality.

Research and Scholarly Activities

This class of variables applies particularly, but perhaps not solely, to
graduate programs. The assumption is that the climate produced by, as well as
active student participation in, research and related scholarly and creative
activities enhances student learning in desirable directions. Perhaps this
enhancement is most directly related to training in research competence for
students in graduate programs and it is this type of rationale that most
directly connects research with graduate programs. The connection provided by
faculty and knowledge growth as basic to undergraduate and graduate instruction
is less direct.

Specific variables that could be measured with respect to this category
can be identified with respect to the following four attributes of research and
scholarly activity. One, the volume of this type of activity is simply the
extent to which activities of this type exist. This may be considered to be
a dimension of input. Two, the volume of production from the activities is
the simple, unevaluated, output dimension and would be revealed by counts of
completed projects, publications, and the like. It must be recognized that
there will be a time lag between the activity and measurable evidence of its
output. Three, the quality and significance of the production has to do with
the efficacy and style, the clarity of purpose, the appropriateness of tech-
nique, the extent of development from and articulation with existing knowledge,
the clarity of communication, and even its ultimate social impact. Measures
would include the "referred journal' publication count, peer ratings, and
others. This attribute would clearly be significant in the assessment of
quality of research programs and is probably of more significance than the
preceding two in the assessment of instructional program quality.

But of even more importance may be the degree and style of student in-
volvement. Great research programs may be operated without students or at
least with a style of student involvement that can be expected to contribute
only marginally to student development. The extent to which graduate students
are involved in ongoing faculty research and the extent to which this involve-
ment is of a type that should be expected to contribute to their development of
research competence, in particular, can be estimated.

Support Resources
This fifth category of quality variables is based upon the assumption that

physical, financial, and emotional support by the college or university for a
program is necessary, if maximum student learning is to occur. The effect of



these types of support variables may be mediated through other categories of
quality variables, but at least in an experimental program of quality assess-
ment these variables deserve attention. Included here are amounts and adequacy
ratings of physical facilities--space and equipment for teaching and research;
levels of institutional and, perhaps, extramural financial support for the pro-
gram; secretarial, clerical, and technical support; business procedures support;
support from related academic departments; and even the emotional support of the
administration. Many or all of these types of variables can be measured.

Operating Characteristics

This final set of quality variables is considered here because they in-
clude some traditional measures of quality and because they may be useful as
indicators of program quality even if they are not as integrally related to
quality as may be the variables of the preceding categories. I will not try to
offer a general definition of the term "operating characteristics" nor will I
attempt to state the assumptions of the relationships of these factors to stu-
dent development. In some cases this type of assumption would be awkward at
best. Perhaps the consideration of these variables can be justified on the
basis of tradition and for the sake of completeness. I will suggest three sub-
categories of program operating characteristic.

(a) Program Magnitude. While it certainly cannot be claimed that
size is a direct or even highly relevant indicator of quality,
it is to be expected that a quality program will attract stu-
dents and faculty. Furthermore, there is some rationale that
suggests that a program cannot achieve quality in the absence
of some minimum magnitude which may be expressed in terms of
“"eritical masses" of students and faculty. This may be the
point at which to consider the proportion of students in the
program who are studying on a full- as opposed to a part-time
basis. Perhaps each program should undergo analyses designed
to reveal what these critical masses for it should be and how
it serves the special needs of part-time students. But I am
getting close to talking about efficiency or productivity and
this comes later.

(b) Program Growth. At least up to some maximum planned size a
quality program should be expected to grow in magnitude
(students, faculty, degrees, and resources). Program growth
may be expected to reveal something about the vitality and
momentum of the program.

(c) Program Efficiency and Productivity. Efficiency and effec-
tiveness, that is, quality, are often considered to be
independent, one of the other. In fact they may be separable
and it is certainly desirable to aveid confusing the two.

Yet, much as reliability is a requisite for validity in
measurement, efficiency may be & component of quality in
educational programs. Purposive and vital programs may be
expected to be efficient and productive and the former two
attributes are clearly related tv Guality. Specific variables
for measurement might include some relevant student-faculty
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ratio, degrees granted per faculty member, degrees per student
enrollment, and average time to complete the degree. There
are others.

Program Measures and Quality Assessment

To summarize to this point, we have talked about behavior change as the
ultimate criterion of program quality and have suggested, without being spe-
cific, that relevant measures cf behavior change can be applied. Then we have
discussed six categories of program quality variables and the assumptions that
relate these to program quality. I have not extended this discussion to the
identification of all of the individual variables that can be derived from this
sort of analysis. In our University of Missouri effort we have identified
nearly one hundred program variables using this type of analysis. Very clearly,
our next step will be to examine this list very carefully to the end of reduc-
ing it to some more manageable number while making certain that each category
is adequately covered. This will be a critical step and we plan to do it.

What remains is to identify the specific procedures by which measures on
these quality variables may be obtained and at this point I will merely sug-
gest some of the measurement approaches that are available. Some of the meas-
ures will, initially at least, be crude and subjectivity will be involved.
Clearly, equal-interval measurement will be the exception rather than the rule.
The following list illustrates available measurement procedures:

(1) Regular institutional operating record systems can provide data
on enrollments, faculty, degrees granted, finances, space, and
other items.

(2) An exit questionnaire for degree recipients can be developed
to yield not only evidence on behavior change and graduate
competency, but also student evaluations of relevant program
variables.

(3) Annual activity, accomplishment, and program evaluation
reports by faculty members can be used.

(4) A special, more-or-less standardized annual report for each
program by the department chairman may be required.

(5) For proposed new programs, the proposal document should pro-
vide the basic data required and rating scales can be developed
for use in conjunction therewith.

(6) A program statement, including objectives, rationale, and
program design should be available for each program offered
or proposed. The structure of this statement can be explicitly
specified and ratings of it can be made.

(7) Ratings and judgements by outside consultants will be used
for some program variables. The appropriate variables can
be specified and rating scales standardized.
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This list is not exhaustive. As specific variables for quality assessment are
selected, other measurement procedures will be suggested.

What will result will be a set of measures for each program in some more-
or-less standard framework. These may be aggregated by weighting according to
some initially subjective basis or may be presented in a profile format as a
basis for overall program quality assessments.

The resulting measures must be interpreted by reference to some set of
standards. Because of basic differences among programs, these standards can-
not be uniform for all programs. Ideally, national standards based upon
corresponding measures for a reference group of corresponding programs across
the country would be used. For many variables, at least for the present, such
explicit standards will not be available. Implicit and relative standards must
then be employed.

Clearly, national standards should be used where they are available. Con-
sultants can be asked to make their evaluations on the basis of their knowledge
of national standards. For other variables it may be possible to develop fixed
institutional standards based upon the nature and requirements of individual
programs. Critical numbers of students and faculty for programs may be estab-
lished in this manner.

For those variables which require faculty or student ratings and evalua-
tions, absolute internal standards may be required. The rating by a faculty
member or student of some aspect of a program as “excellent," "fair," or '"poor"
may be allowed to speak for itself without reference to any outside standard
or criterion.

A Program of Program Quality Assessment

You may by now be thinking to yourself that the magnitude of what I have
been proposing makes the undertaking of this type of systematic program quality
assessment unfeasible, if not impcssible and, to be sur: I do not underestimate
the magnitude of the task. However, despite the fact that we have been meeting
our classes for one or two hundred years without such a program of quality
assessment, we are convinced at the University of Missouri, at least, that such
a program is essential. We recognize that it won't be set in motion in a day
and are talking more in terms of years. I am confident that by the end of five
years we will be well underway and that by then we will be making many types of
academic and fiscal decisions on the basis of evidence of program quality. I
challenge you to think about it in these terms, too.

I would pose one further question. Where should the responsibility for
quality assessment 1lie? As I see it there will be some central system for re~
cording the evidence and some uniform sets of guidelines that will be central
to the effort. However, and this is fundamental, the quality assessment pro-
gram must be both developed and applied on a broad base and with faculty under-
standing and, hopefully, acceptance and support. To this end we are now holding
faculty seminars on the topic and are both communicating the intent of the
effort and soliciting ideas and suggestions for it. Faculty participation is
essential.
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If program quality assessment is to be valid and useful, it cannot be
imposed from on high. We expect that such a program will be carried out in
departments in an essentially self-study manner. Specifically, responsibility
will rest with the departmental faculty for each program to present through

. regular channels evidence of program quality in terms of agreed-upon variables
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and guidelines. Each department may add to the standard set of variables
others which it considers relevant to its particular programs.

Central offices, for example, the office of institutional research, may
serve to coordinate the effort and to serve as resources to departments for
evidence that can be most readily collected centrally. But it will be the
department's responsibility to assemble and present the evidence for the neces-
sary central evaluation.

I fully expect that eventually the data base of the university will in-
clude a regularized and validated system of accounting for and reporting evi-
dence of program quality and that this system will be as routine and as central
in university management and planning as are our present systems of accounting
for academic activities, students, and finances. I invite you to share this
expectation with me.
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UNIVERSITY REFORM AND INSTITUTIONAL RESEARCH

Frederick deW. Bolman
Associate Director
Esso Education Foundation

Demographer Philip Hauser of the University of Chicago has posed an inter-
esting problem for mankind. Let us assume an annual increase in population of
one percent--a modest growth by world standards--and a starting population of
50 men and 50 women. After 5000 years the density of population of the land
surface of the earth will be 2.9 billion persons per square foot. Bentley
Glass brought this bit of intelligence to my attention, gently observing,
"Obviously something is going to have to change!" 1In the same vein, we can
say that something is going to have to change about our institutions of learn-
ing. The vital difference is that the campus explosion is now, not in the dis-
tant future.

I have a gnawing concern about the dilemma change seems to pose for the
American character. We are often at one and the same time theoretical and yet
wholly pragmatic in our approach to change of all sorts. By that I mean that
we love to foresee the future to the nth degree, and we love equally well to
do little or nothing until a crisis emerges which forces us to change. For
example, urban planning in this country is as old as Pierre L'Enfant in the
18th century. But only riots in the inner cities of America have forced us to
consider massive changes.

I am afraid that our approach to change in our colleges and universities
is like our approach to change in the cities or our approach to the population
explosion. Some 50 years ago Stephens College began institutional research in
behalf of change. Since then, institutional research has grown, if not by
leaps and bounds, at least fairly steadily. Both ingenious people and outside
assistance have helped. Curriculum revisions and experiments in better utili-
zation of teaching resources were sponsored by the Ford Foundation. John Dale
Russell and A. J. Brumbaugh sought to bring rhyme and reason into the utiliza~
tirn of space and facilities. 8Sidney Tickton staged a one-man revolution in
behkalf of financial long-range planning. Recently the Esso Education Founda-
tion has sponsored educational innovation under its program of Support for
Promoting the Utilization of Resources (SPUR), The Carnegie Corporation has
now undertaken a long, hard look at the future of colleges and universities.
Planning for change was and 1s the order of the day.

Yet several crises we now face will bring us to change much more rapidly
than any of our plecemeal approaches or anything of a theoretical nature. Most
dramatic of these crises is the student revolt stretching from Berkeley in 1964
to Harvard in 1969. It seems that somehow our planning failed to limn the
problems which have emerged as central in the minds of many of our students.
Why? Has institutional research simply been lazy, or at any rate, drowsy? I
am deeply disturbed by our neglect. Institutional research must be reoriented
to prevent such lapses in the future.

Ot consider a second crisis~-the financial condition of higher education
throughout the nation. Economists point out that the per student cost of
higher education over the past decade has escalated somewhere between 7-1/2
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and 10 percent--well ahead of the inflation factor. Certainly salary increases
have been justified and, in the main, account for such escalation in unit cost.
But my complaint is that I hear not enough from institutional research about
increasing productivity while in other sectors of our society, such as indus-
try, productivity increases some 3 percent per annum. I am not willing to
accept the economists' pleas that education, like the arts, is labor intensive
and that efficiency is therefore irrelevant. I shall have something more to
say about this later. My point now is that the escalation of unit cost and the
increase in our college population has brought us to a crisis in both public
and private higher education. Once more institutional research did not work
soon enough and hard enough to help avoid our present plight.

A third crisis, engendered by the two just mentioned, may be around the
corner, yet few if any persons in or out of institutional research are sending
out early warning signals so that we may meet the problem. I refer here to
what may suddenly become a widespread public reaction against the entire per-
formance of higher education in America. That may sound unduly fearful, but
look to recent history regarding public attitudes toward secondary and elemen-
tary education. Arthur Bestor and others sounded the alarm, and suddenly out-
rage blistered all over the country. It is true that reform of lower education
had already begun before Bestor and company began to beat the drum. But those
reforms had not come soon enougn or pervasively enough to dampen the zealous
attacks by the public and its lay boards of education.

The ivory towerism of our universities may stand them in poor stead. A
gale if not hurricane wind of hostile criticism may soon surround our halls of
learning if we do not make it abundantly clear to the public that we are in the
process of making fundamental improvements within those halls. I foresee out-
rage of proportions to make the Bestor-engendered hostility look like a Boy
Scout camp fire as ever larger parts of our society are dependent upon the
output of higher education. Powerful segments of society, public and private,
will demand reform. Once more institutional researcin has done little to help
us face or ward off such a crisis.

You may feel that I am taking an unnecessarily dour view of the future of
our colleges and universities. But the justification for my views is that
institutional research must begin today to take a far broader and more pene-
trating look at our institutions of higher education, and our administrators
and faculty must act quickly on the basis of sound planning and not just wait
for each crisis to erupt. It is time that we begin to ask what some call "the
dirty questions'" and others refer to as "gut issues.'”" Long ago, a Secretary of
the Treasury had a iittle sign on his desk for his staff to note: 'Don't tell
me the answers. Tell me what the probliems are." My interpretation of institu-
tional research is that it must now more than ever guide us so we may really
see what the problems are--and then, of course, help us to solutions.

The perennial first issue for all of us is 'What should a university be?"
The strange thing is that while a few men such as Clark Kerr or James Perkins
or Jacques Barzun keep posing the problem, it has required student action to
force the question before all members of the academic community. Actually,
everyone inside and outside our institutions has both a stake in and hence, to
some degree, a say about the nature of the university. I suggest that activi-
ties outside the halls of learning should share in the constant task of rede-
fining the role of the university.
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Looking ahead, we can surely see that three powerful human resources in
our society must be articulated. I refer to higher education, industry, and
government. These three foci of organized human activity and development must
have increasing organic relatedness, but in such a way that none stifles the
values of the others. It was none other than the late President Dwight Eisen-
hower who warned against too great dominance of "the military-industrial com-
plex." The same warning must be issued for higher education and government,
One problem in our society is balance and productivity among power centers.

Perhaps the role of the university which most needs clarification today is
its relation to society and to social change. Here I must part company with
some of my 18th-century-minded friends who say that the university has been
destroyed by its contact with the world of living issues outside its walls.

To me this is patent nonsense, unless a so-called community of scholars is an
end in itself and scholarship has no relevance to reality, I take it that man
developed his three-pound computer by solving important, not just trivial,
problems.

The trouble is that administrators are worn thin, to the point where they
cannot look at the whole of our institutions, let alone the whole of our social
life, and so are unequal to the task of redefining the nature of the university.
David Riesmar has suggested that vhat in earlier days was the business of fac-
ulty, namely, attending to the nature and function of the university, the
latter has given up in its retreat to the guilds. He then recommends that the
task must now be undertaken by institutional research. This is a radical and
an important prescription and one I wish to underscore.

One difficulty is that institutional research began and has waxed by
attending to bits and pieces of the university, whereas its central and con-
tinuing role should be to define the nature of that university. Both by the
limited nature of its work, as well as the technical skills of the personnel
it has thus far attracted, institutional research has been limited and unaware
of what it should be and do. Arnold Nash has recommended that more humanists
should be placed in our offices of institutional research, and I concur with
that suggestion. First and foremost, the problem of institutional research is
that of human values and the search for what is good for man. Pcets, histori-
ans, philosophers and others should direct or at least help direct our efforts
to define the ever-changing nature of the university we want.

Only if institutional rezearch can grapple, and grapple successfully, with
the big issue of what a university ought to be can it bring any real light to
the other two major tasks which I see for it and which it has more traditionally
undertaken. I refer now to the matters of managerial efficiency and instruc-
tional effectiveness. Sound goveriiance and good learning are what make a good
university.

But governance and the learning process must be understood as intercon-
nected, not separate parts of institutional research. Here once more I think
institutional research has failed to stress the interconnection and to reveal
that when one aspect of the university changes, so must other aspects. This
failure probably arises when we have one group of people doing research on
institutional data and a wholly separated group doing research on learning and
learning resources.
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Genuine institutional research should be the nerve center of the institu-
tion: it is an early warning system of impending crises, it helps redefine the
university, and it aligns the modes of operation so as best to avoid disaster
and to achieve goals.

Instructional effectiveness is--or should be--the core concern of the
institution. In a sense, everything else is useless or at best meaningless if
this is not so. Hardly anyone would dispute the 19th century aims of the uni-
versity, which were teaching, research and service, although the priorities
among them are frequently debated. Increasingly since World War II, faculty
have, in fact, acted as if research were the primary function of . he university.
Recently students have attempted to dramatize their belief that the service of
the institution to society is primary. There are moments when it appears that
the learning function of the university is downgraded.

George J. Benston of the University of Rochester recently suggested that
while universities have of late sought prestige through research, they will
soon be forced to realize that their prestige--and support--in the future will
be based on successful learning experiences of their students. For survival,:
universities may have to ccncentrate on student learning more than on faculty
research. We may enter a new, post-research-oriented learning era. This in
part is what the student rebellion is about. And present students are future
determiners of the finances of our colleges and universities, both public and
private.

The 1ssue we are confronted with here is the effective use of human re-
sources on campus--students and faculty. But there is a conflict of goals.
The faculty goal is prestige, currently achieved through research and publica-
tion, whereas the student goal is successful learning. Questions are beginning
to be asked about the need for radical alteration in the reward system for
faculty. Should not the engendering of student learning be rewarded by ad-
vances in rank and salary equal to, if not greater than, those granted for
research? Or at the very least, should we not evaluate research and publica-
tion far more carefully than we actually have done in the past?

Institutional research has the task of providing information so that stu-
dent and faculty resources may best be utilized and fulfilled. Some radically
new questions must be asked, and some equally radically new answers should be
forthcoming. A new learning technology, a new systematic treatment of learning
must come into being faster than is currently promised. We have assumed that a
person who knows something can transmit his knowledge to others, but this is
not always true and it is not sufficiently true to form the basis of our in-
structional processes. Worse yet, we assume the knowing man can teach everyone
alike and in the same sequence of thoughts and at the same speed, which simply
compounds the horrors of what we wish was a community of learning. Some stu-
dents riot today because they say there is no learning and there is no community,
and they feel they alone are asking the penetrating questions and, in the
process, achieving for the first time some sense of community.

One great task for institutional research is to discover why there is so
much resistance to innovative and creative change in the student learning situ-
ation. Paul L. Dressel and Frances H. DeLisle found recently that there is
little mobility in the undergraduate curriculum of American higher education.
That's one aspect of the problem. Perhaps more fundamental is widespread
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faculty resistance to innovation in higher education, stressed recently by
Richard I, Evans.

I suspect thet at least two items account for our immobility in discover-
ing and applying new methodclogies of learning in higher education. The first
is the faculty reward system that I have already mentioned. The faculty is
really not primarily paid to improve the product, so to speak. And they are
never or only rarely downgraded for failure to improve the product. All this
seems to me the height of inefficiency and iueffectiveness.

But there is a second reason why innovation is hard to come by on the cam-
pus. The university has never really understond research into and development
of better learning methodologies. Let me put the matter in terms of ancther
form of organization in our society, namely, industry. In 1966 the electrical
and communications industry spent 3.4 percent of net sales on research and
development. Does any institution of higher learning spend even 1/2 of one
percent of the cost of education on R&? But the ignorance of universities is
worse than that. Of the total expended for R& in industry, 4.2 percent is
expended on basic research, 18.8 percent on applied research, and 77 percent on
development so the product may be manufactured. I have not talked to a single
academician, even among those seriously committed to innovative improvement, who
has known of the true dimensions of R&D or who has the foggiest idea what im-
mense efforts have to be made between the search for an idea and its execution
on a massive basis.

Faculty and administrators and the folk in institutional research are all
guilty of misunderstanding the task of change in human learning. All tend to
rest on the comfortable but potentially explosive assumptions that present
methods are best, that teaching is labor intemsive, that rewarding faculty for
research will develop a better learning community, and that whatever new ideas
do by chance come forth can easily be put into practice. The development of
scientific agriculture in this country is a shining example of the ,vigorous
pursuit of improvement. An originally dominantly agrarian society we shall
soon have less than 20 percent of the population living on rural land and far
less than that producing not just all of our food, but lots for the rest of
the world. Agriculture succeeded because it had a reward system for improve-
ment and it discovered the real meaning of R&D through experimental and demon-
stration stations. Higher education has not made even remotely similar prog-
ress, And this failure must be laid at the door of institutional research and
lack of conviction about the dire need for real strength in institutional re-
search,

Coupled with the need for greater understanding and use of R&D in the
learning process is the need for greater investigation and insight into both
the social and physical environment of learning. Pace, Stern, Riesman, Jencks
and others pioneered the study of the culture of the campus. Affective learn-
ing, the process of value formation, and many other areas of undergraduate life
have received increasing attention. Living-learning centers have come into
being at institutions like Michigan State and Santa Cruz, and they are being
evaluated, The Educational Facilities Laboratories, Inc. has helped greatly
to revolutionize our thinking about the planning and structure of campus build-
ings. And architectural firms have done much to develop better campus plans.
In all of these areas I see promise for real advance in knowledge about the
necessary environment for learning.
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The task here for institutional research is to penetrate further into the
ecology of the students' and the faculty's lives. While it is often financial-
ly rewarding to make class schedules, space utilization, building design and
location and all the rest more efficient, too often these activities assume
that the present learning environment is generally satisfactory. Institutional
research must not be so narrow, but must reach out for the knowledge to change
and improve the whole environment of learning. It must be concerned here, as
elsewhere, with effectiveness as well as efficiency. Psychologists, sociolo-
gists, anthropologists and others must become intensively involved in inctitu-
tional research if it is to serve the university.

Closely correlated with the need for research into all areas of instruc-
tional effectiveness is the need for constant reexamination of all aspects of
management. Earlier we suggested that as one part of a university changes, so
must other aspects change. If F. M. Cornford was right when he said that the
faculty conviction appears tc be that nothing should ever be done for the first
time, it is equally true that administrators and boards of trustees also often
act that way. Once more it has taken the crisis of the student revolt to make
many see that the management structure of the university may be completely out-
moded.

Fortunately the whole area of the governance of our institutions is begin-
ning to receive some scrutiny, and I only plead that institutional research
take into consideration the findings to date and push ahead to further inquiry
and analysis. Industry and govermment have long been working to develop better
stratagems for management. Sociologists like Amitai Etzioni have studied com-
plex organizations, but only rarely do they or their findings become involved
in changes in the governance of universities and colleges.

Let me give an example of how snarled we may be in our thinking and con-
sequently in our structuring and functioning. In 2 sense, administration begins
close to the action, and the academic department is where the action is today.
We justify the depariment on several grounds: it preserves a discipline, it
encourages growth of knowledge in that discipline, it fosters greater excel-
lence in scholarship, it promotes iiLs discipline among students, it contains
peers who alone can assess each other for advance in rank and pay. So far so
good. But how does it work? Not very well, says Paul L. Dressel, who has just
completed a study of the academic department in American higher education under
a grant from the Esso Education Foundation. Dressel bluntly calls the function
of departments '"the confidence game." He finds that so-called professional
relations on campus--and he includes faculty, departmental executives, and
deans--are grounded as much or more in human, interpersonal relationships as
in systematic and rational treatment of substantive issues. While a scholar
today may live his ego life in what Riesman calls the guild, he gets his bread
and butter and promotions from departmental success, through the personal con-
fidence placed in him by a very few colleagues. It may be that our present
structure and functioning of departments does little to fulfill what is claimed
by and for departments.

If such be true of academic departments, it may equally be true that much
else of governance up to and including boards of trustees is shot through with
irrationality and malfunction. Robert H. Finch, Secretary of Health, Education
and Welfare, commented recently that administrators were so used to facing
attacks upon academic freedom from outside the institution that they were un-
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prepared for attacks from within. What we call governance today frequently
finds itself immensely tangled and in crisis simply because it leads an unex-
amined life. Institutional research has an immense job to do to discover the
effective roles for students, faculty, department heads, deans, presidents,
trustees and all the rest in the total organization and management of the house
of higher education.

For administration to be effective once its structure and functions have
been established, there is increasing need for management data for control and
direction. Here the capabilities of institutional research have lately been
much expanded. Many instituticns, such as Duke, Emory, Rochester, and the Uni-
versity of Washington, with aid from my own and other foundations, have organ-
ized their data collection, made significant use of the computer, and begun to
provide an abundance of organized information for management decision making.
The availability of this expanded, better organized data may make apparent some
new aspects of decision making, and this, in turn, may point to the necessity
of 1eform in governance. Administrators may be jolted by information never
before perceived, and thaf is all to the good.

One aspect which will need attention, and properly organized data for it
must be secured, is the whole area of cost-benefit ratios. As we develop
alternative ways of learning and management, cost-effectiveness analyses can
be developed and economic decisions made. I suggested earlier that higher edu-
cation must become more efficient, that the whole area of productivity must be
searched into, and that only our thorough understanding of how we should oper-
ate will secure support from legislators, the federal government, individuals
and foundatioms.

Finally, in the management area, institutional research must provide the
tools and information for long-range planning of the university or college.
Here again some new experiments are being tried and hopefully will aid in the
sophistication of our whole approach to planning. Integrated information
systems, resource allocation, modeling, and program planning and budgeting can
all help to develop institutions into coherent, workable organizations articu-
lated with their respective enviromments. An example of a systems approach of
the kind I have in mind has been under way for four years at the University of
Toronto under the direction of Richard W. Judy, with the aid of a major grant
from the Ford Foundation.

What the public must realize is that the crisis of the campus today is
part and parcel of the crisis, or rather the several crises, of our society.
"These problems,'" says a recent statement of the American Council on Education,
"affect all of society, not the university alone or the young alone. We must
all be concerned to deal intelligently and responsibly with these problems that
are neither the exclusive discovery nor the sole responsibility of the young."
I would add that many of the feelings of conflict and polarization in society
and on our campuses have been building and in existence for many years. Sud-
denly these feelings and these oppositions could no longer be contained. We
had failed too long to be aware of them and to deal intelligently with them.
And so a crisis now moves us to actionm.

But, as Associate Justice William 0. Douglas once put it, '"crisis" in

Chinese contains two characters: one meaning danger and the other opportunity.
In a crisis, there are moments of fluidity before a new event takes place when
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directions may be radically altered. We must now in the face of very real dan-
ger seize the opportunity to do three things quickly. We must redefine the
nature of the university and its relation to society. We must enhance the
learning effectiveness of our campuses. And we must improve our managerial
techniques. These are the three points I have tried to make and to show that
these three areas must be treated as closely interrelated.

In this huge task, which should be an ongoing one, I cast institutional
research in the central role--the inner think tank and nerve center of the uni-
versity. This has not been its role to date for the simple reason that boards
of trustees, presidents, other administrators, and faculty have been altogether
too narrow-minded as to the real significance of institutional research. Many
administrators thought they knew all the answers, yet they were too busy to ask
"the dirty questions." They tended to look down at institutional research or
to look to it only for material efficiencies. Unless administrators and their
governing hoards take seriously the need for an entirely new era in institu-
tional research and recognize that sporadic investigations of university crises,
such as the Cox report, will not save higher education, then the folly of their
ways will lead to irrational reform of the university. It is not too pessimis-
tic to say that that may take place.

Institutional research must become the catalyst of our philosophical as
well as our methodological approach to the university. To do that job, it re-
quires humanists and social scientists as well as mathematicians and systems
analysts. This message must gradually be forced upon those concerned with the
direction and governance of our universities and colleges. It must happen
quickly, and the public must recognize that it is happening.
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DEVELOPMENT OF CHICAGO CIRCLE CAMPUS

Norman A. Parker
Chancellor
The University of Illinois Chicago Circle Campus

Since reference is often made to the inadvisability of leaving planning to
administrators, I feel obliged to offer a bit of justification for being in-
cluded here. Actually, I have spent most of my thirty-nine year career as an
engineer and engineering educator. I entered the field of academic planning
quite by accident as chairman of a committee. (My experience prompts me to
advise anyone to stay away from committee chairmanships unless he is prepared
to follow through.) The next step, as in my case, is often deep involvement in
administration.

I have frequently questioned the wisdom of this involvement. The presi-
dent of the University of Illinois first asked me to move to Chicago almost nine
years ago, when funds became available for the planning and construction of the
new campus. He said to me then, "You can have the fun of implementing the plan-
ning and construction of the campus and of personally operating it."

May I advise you now, from my own experience, to exercise caution before
jumping at the opportunity of living with your own mistakes. Whenever faculty
or students complain about organization, buildings, or other matters, I reflect
upon my decision.

I would like to review with you today some of the historical documentation
on the Chicago Circle Campus. The campus is often called an "instant univer-
sity,'" which is really a misnomer. That "instant" started in 1946, when the
University of Illinois established a two-year branch at the Navy Pier in Chi-
cago. The pier had been converted from a warehouse into a school for training
Navy electronic technicians during the war. After the war the University of
Illinois used it to accommodate the returning war veterans, who were e¢nrolling
in college under the G. I. Bill.

Classes actually began in the fall of 1946 with approximately 3000 students
in the two-year program. It was established as a temporary institution. You
are all well aware from your own experience of the meaning of so-called "tem-
porary buildings" on college campuses. Such was the case at Navy Pier, except
the University did not even own the pier.

By 1950, which had been the original target date to close the Navy Pier
operation, it was very clear that there was a real need for a permanent branch
of a state~-supported university in the city of Chicago, the largest city in the
United States without such a public institution. The University, in 1953, was
directed by a commission of the legislature to begin the planning for a per-
manent four-year campus, and that is when I first became involved in the campus.

I was a member of the first committee that was established to start the
planning and of nearly every subsequent committee. While the planning went
ahead, the committee decided what it wanted to do. Many people, both in and
out of Chicago, were in disagreement with our plans.
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Those of you who may be familiar with the long and difficult search for a
site will recall that we first engaged a real estate research corporation as
consultants to assist in this site selection. We studied approximately 90 sites
in the process.

It seemed rather easy to come up with the first five choices. We selected
the number one site and made a recommendation, which the University board of
trustees approved. Subsequently, we learned that the Forest Preserve of Cook
County was not willing to release 320 acres in the western suburbs to allow us
to build a new campus. At that time, we were thinking about a residential
campus, 320 acres for 20,000 students was our projected need.

During the next two years we analyzed one site after another, selected one
after another and, for one reason or another, failed to get any of them. In
this process, however, we did find that a possible site next to the Miller
Meadow Forest Preserve was a privately owned golf course which could be con-
demned. It was estimited that it could be condemned at $1.008 per square foot.
This figure is important, because shortly thereafter the mayor of Chicago said,
"Come into the city and I will see that you get a clearance site, and it will
cost you no more than you will have to pay for the Riverside Golf Course."

That is how the cost to the University was set on the area of 106 acres,
where the Chicago Circle Campus now stands. Of course, city and urban renewal
funds provided the many million additional dollars required for the site.

However, there were many heartaches in acquiring it becauses it was in an
area occupied principally by second generation immigrants--Greeks, Mexicans,
and Italians. These people all faced relocation. Before the site was finally
approved, the city council held four days of public hearings. Now, many of the
people who violently opposed us welcome the University to the neighborhood.
Many programs of interaction with the neighborhood have been developed by the
University.

At an early stage in the planning, we faced the problem of deciding the
kinds of educational programs which would be offered at the University in
Chicago. Six colleges have been established: 1liberal arts and sciences, busi-
ness administration, engineering, architecture and art, education (including
physical education), and a graduate college.

A major question to be answered concerned the distribution of students
among the disciplines. A second major question concerned the development of
priorities for construction of facilities for the educational program. We had
the advantage of some fifteen years of data gathering at the Urbana-Champaign
campus and ten years experience at Navy Pier, all collected by the Bureau of
Institutional Research.

Trend curves were prepared expressing as a percent of the total FTE en-
rollment, the full-time equivalent students that were taught, for example,
within the department of German, the percent in architecture and art, and so on
for each of the thirty-some departments comprising the educational program.
These curves all have the common characteristic: they will go up or down with
change in student choices of courses, but the variation is not very much. They
are fairly accurate control curves, and will not vary more than ten or fifteen
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percent. With these curves we were able to extend the projection from that
date (1958) to 1963, which is when we hoped to have the first phase of the cam-
pus in operation; then they were extended to 1965, and then to 1969.

We entered upon this kind of a schedule in formulating our plans, prepar-
ing to move to the new campus in 1963 with some 6500 -tudents in freshman and
sophomore work. We planned to expand that work to four years in 31 departments
by 1965. The enroilment would be expanded to 12,000 by that time, and then to
20,000 by 1969.

Because of difficulties in financing and site selectiocn we lost two years
of our time schedule. Thus Phase I was completed for us to move in in February
of 1965 instead of 1963.

Once we had made the distribution of the number of full-time equivalent
students for every department, it was a simple matter to estimate the ratio of
full-time equivalent students to staff for each of the disciplines. These
ratios varied from 10 in art and physical education to 20 in political science.
Art and physical education had 10 because their contact hours are so very high
in terms of the credit hours. The ratios for most of the laboratory sciences
was 12, and most of the foreign languages and English was 15. In areas in
which large lectures could be employed, such as political science, 20 was used.

These early-evolved standards were used to calculate the first estimate of
staff required. With certain other factors adjunct staff requirements were
estimated. From total personnel needs the number of offices required could be
calculated (we used 150 sq. ft. per office). Professors and associate profes-
sors were given private offices, and assistant professors and instructors were
housed two to an office. Using somewhat similar methods, classroom areas and
laboratory areas were computed.

All of these were detailed in a document (the Parker-Edsall Report) which
was given to the architects as the space planning estimate for building and
campus design.

At about this time one of the first situations developed which made it
necessary to alter the plan. The 50 million dollars that was available for
Phase I would build the buildings that we had in mind for 6500 students in a
two-year program, but tae site was only partially cleared. Since the site for
the physical education building was not cleared, the decision was made not to
build the physical education building, but to take the money (about 3 million
dollars) and build other academic facilities in an attempt to catch up with the
two lost years of enrollment capacity. We would build the facilities which
would produce the greatest enrollment accommodation.

One of the values of this kind of planning was the development of a table
of the total net square feet per FTE student required for each academic area.
It varied from 34 net square feet per full-time equivalent student of liberal
arts, 54 for business, and on up to 210 in art and architecture. By use of the
table it was possible to change Phase I intelligently. It was decided not to
build a physical education building, but to continue to rent the old drill hall
at Navy Pier, and to set up a bus system from the Circle Campus. With the 3
million originally assigned to physical education, we were able to build for
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2500 more students, restricted to the college of liberal arts and sciences (the
low space users).

After making these decisions, we came out with the Phase I design, which
was for 9000 students in certain academic disciplines. But in Phase I the
library was designed for 6000, classrooms and laboratories for 9000, and the
student union for 15,000. These ex; eriences emphasize the necessity of main-
taining a posture of flexibility in academic planning.

Throughout the years, the University of Illinois has made full use of
faculty consultation in order to get the broadest participation in academic
planning. For each area that was planning new facilities, a building program
committee was established. Thus each college has its building program commit-
tee and there is a campus-wide planning committee. These committees are com-
posed mainly of faculty, some department heads, and now and then a dean. Hardly
anyone in an administrative position, however, is a member of the committee as
a voting member.

Appropriate personnel in the physical plant, the planning division, 3nd
space utilization office serve in staff capacities to provide advice. This
arrangement does two things: it causes some trouble and slows things down
through seemingly endless discussion; but once we do have a program, it has
been thoroughly discussed, almost everyone knows about it, and it has satisfied
a very real need for communication.

We moved onto the new campus in February of 1965, with 5400 students,
mostly first and second and some third year students. We did not know it then,
but we had about 200 who would be seniors in the fall of 1965. We had not
accounted for the ingenuity of some students to put together programs that
would satisfy graduation requirements.

In September of 1965, we opened with 8600 students (a 63 percent growth in
enrollment) and with some 200 additional faculty, in a new campus, shaking down
in what builders term 'beneficial occupancy" in 15 academic buildings and a
barely completed union building.

As of May 1969 enrollment is taking place for 16,000 students in Septem-
ber, 1969, distributed in 71 bachelors curricula, 17 masters and 7 Ph.D. pro-
grams. The physical facilities of the campus will represent an expenditure of
over 140 million dollars. The faculty and staff will number over 1800 this
fall. This remarkable growth in 55 months from 5400 students in two-year
programs at Navy Pier was possible only because the campus, as part of the
University of Illinois, had the guidance of the president and the board of
trustees; the support of the competent general officers; the assistance, when
requested, of the administrators and faculty from throughout the University;
the cooperation of city, state, and federal agencies; and finally it had a
complete plan, developed over several years, for initiating and expanding edu-
cational programs, enrollmencs, and physical facilities.

We have had over 5000 visitors per year to the campus from all over the
world, and we have had much discussion about the campus. Most people like it,
a few do not. No one who visits it ignores it. It is working out very well.
There are of course some problems, some that we foresaw, some that the archi-
tects foresaw, and some that none of us foresaw.
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Since the State Board of Higher Education of Illinois developed a master
plan for the early 1970's with junior colleges to be located within a commuting
distance of every potential student in the state, it became incumbent upon the
board to develop more capabilities for training teachers for the junior colleges
and for other colleges, as well as for the high schools. In short, the Circle
Campus should develop major graduate components and minimize competing with
junior colleges for lower division students.

Our planning now is all based on moving from our present enrollment of
about 16,000 this fall to 25,500 by 1972-74, 3000-4000 of which will be grad-
uate students.

Here again is a change which requires flexibility of planning. The first
two phases were designed principally on what we call a functional basis. Offi-
ces are in high rise buildings, classroom buildings are three stories tall and
are accessible from the ground and second floor levels. Laboratories are
grouped together for functional and economic reasons. All original lecture
rooms are in one basic center. The functional scheme does not work where grad-
uate programs are an important component of the program. So Phase III con-
struction and all future planning involves specific buildings for disciplines
such as business administration, behavioral sciences, education and communica-
tion, science and engineering research, and architecture.

A final word on what we see for the future: at a place such as Chicago
Circle, the hustle and bustle of our incredible growth may seem to occupy a
disproportionate segment of our time. In the midst of this physical growth we
all have been committed to the demanding task of adding that intangible sub-
stance to our student and faculty population and to our physical framework that
will make us a university in a real sense of the word. The intangible substance
is not readily defined nor is it easily obtained; it is the product of the
adolescence of a university that can well be likened to the adolescence of man.
It is a flexing of our muscles; it is a quest for depth and for a sense of
permanence. It is at once community and an arena for spirited controversy, it
is challenge and the facing of challenge, it is victory, and it is defeat.
These, and other defining characteristics, which you may add to your own per-
sonal list, make a university. In the final analysis it is, of course, people--
students, teachers, the administrators, the board of trustees, parents, the
taxpayers--who make a university. The process by which the elements of people,
buildings, and ideas come together to make a university is the process we are
cons tantly developing and constantly trying to perfect. If the process is
understood, the mission of the Circle Campus can readily be accomplished in
the historical context of the University of Illinois, for it is a fact--recently
emphasized by the observance of the centennial of the University--that the Uni-
versity of Illinois was created to teach, to perform research, and to serve the
community of which it is a part.

We stand at the heart of Chicago in common view with one of the world's
largest financial complexes and one of its largest, poverty-ridden ghettos.
Both demand our attention. Our doors--and our minds--can never be closed to
the problems of either world; the emphasis placed on our programs reflect our
awareness; our resources are turned to the nagging problems of the day: trans-
portation; air and water pollution; law enforcement; our program in the admin-
istration of criminal justice, which has received nationwide attention; the
population explosion, with its concurrent explosion of rising expectations;
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public health; housing; employment; business needs; automation; and, of course,
education, which many view as the heart of the urban problem. We are moving
ahead in programs for the training of teachers and the development of research
and resource units for broad educational use. However, our concerns go far
beyond research and teaching to entire vistas of community service that are
uniquely challenging to the urban university. We have taken it upon ourselves
as a university to step into our neighborhood to seek employees for university
nonacademic positions from among the traditionally hard-core unemployed, and
through cooperation with the concentrated employment program of the Chicago
Committee on Urban Opportunity, we have turned some of our resources to pro-
viding training in skills for those who would otherwise fall short of minimum
qualifications for employmenut.

Through the use of recreational facilities at hours when they are not in
demand by our students and staff, we hosted nearly 15,000 young people from
throughout the city this pas’. summer. Some of these youngsters saw and used a
shower and a swimming pool for the first time in their lives. We are continuing
the program on weekends during the school year. We can report, from this pro-
gram, no incidents--just gratitude and excitement, not uncommon characteristics
among youngsters.

Our educational assistance program, designed to assist those young people
whose educational experience has been minimally chsllenging and enriching, is
in its third year. This year, for the first tine, from among the nearly 350
new students participating, approximately 100 students were admitted to an
experimental program designed to help us better meet the needs of those whose
backgrounds are educationally impoverished. For that is a challenge we cannot
ignore.

I believe that the American university faces in the remaining decades of
the Twentieth Century a situation it must respond to with increased opennecs
and candor. These years, in the words of the traditional black spiritual, will
see 'the walls come tumbling down"--the walls which cause an artificial barrier
between the university and the city; the walls which prevent open communication
between administration and faculty; the walls whicn have impeded both from con-
tinuing dialogue with the student portion of the university community. The
tumbling of these walls, the articulation and development of a university whose
overriding ob jective is, broadly, relevance--that is our mission.

ERIC?

Aruitoxt provided by Eic:



Q

ERIC

Aruitoxt provided by Eic:

ETHNIC GROUP ATTITUDES: A BEHAVIORAL
MODEL FOR THE STUDY OF ATTITUDE INTENSITY

Gerald Gaither

John Edgerly

Ralph Boston
University of Tennessee

Background of Study

Recent events occurring on college and university campuses across the
United States have pressed college administrators into finding solutions to
very taxing demands. Numerous and varied programs, including ex post facto
self studies, pilot programs of reform and student-administration interaction
models, to name but a few, have been directed toward finding needed solutionms.
Although much insight has been gained into campus problems, little attempt at
generalization has resulted from studies conducted at various institutions.
This is particularly true when these data are conceived of as part of a larger
comprehensive effort of reform at institutions other than th: original locus
of study. This dilemma appears to be a function of a number of factors, among
them being the fact that variables indigenous to each individual college or
university influence the results. Consequently, it is not surprising that
data end results derived from such studies as The Muscatine Report (Berkeley)
find little application as valid bases for action at other institutions.

In any event, ongoing programs directed toward the identification of
potential crisis areas as well as the assessment of the magnitude of present
problems would seem to be an absolutely essential practice for problem solving
and smooth functioning of any institutional enterprise. However, it appears
that assessment models for the diagrosis and potential cure of campus ills
have been given little attention. This is unfortunate because it is at the
model level that generalization can take place. A well-constituted assessment
model is as applicable at one institution as it is at another.

There have been numerous attempts to study the attitudinal characteristics
of campus parameters, but their shortcomings relative to generalization as well
as their practical use in valid problem solving is, in the minds of the present
writers, directly proportional to the limits of traditional attitude assessment
models. Administrative decisions based upon the results derived from such
models may not be accurate due to the attitude model alone. The lack of clear
understanding on policy decisions and a paucity of accurate informatien on
which to base judgments can end in disaster, particularly in a multiversity
where there is little effective internal communication with the student body.

Traditionally, attitude studies have employed a scalar device to assess
magnitudes of feeling relative to a given attitudinal object. These models
have found wide acceptance, use, and generalization. However, a number of
assumptions have accompanied the use of the traditional model, particularly
assumptions regarding the concept of "attitude" and the '"'use" of the scale.

One primary assumption has been that the scale, regardless of its length, repre-
sents a continuum of attitudinal magnitude or response, the stimulus conditions
of which are unknown to both the rater and researcher. Another assumption, and
one which is perhaps more used and misused than the former, pertains to the use
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of the scale. The literature contains many attitude s.udies which have assumed
that the attitudinal event being measured, and which is to be scaled, is actu-
ally operative in the meaningful life space of the rater. This assumption has
resulted in disappointing and rather expensive (money, time, and energy) studies
demonstrating the neutrality or nonexistence of an attitude which, purportedly,
was in operation. An example of the last fallacy would be a study to assess the
attitudes of Canadian backwoods guides toward the use of LSD. The typical atti-
tude scale would most likely yield results demonstrating that these men neither
approved nor disapproved of LSD, 1In short, LSD does not operate within their
meaningful life space. The example also demonstrates the samoling problem in
attitudiral research. Lastly, and although not an assumption, most attitude
scales fall short in the area of predictability, particularly in the prediction
of overt behavior. By its very definition, an attitude is a "predisposition to
respond," and the fact that it is a response in and of itself has been grossly
overlooked. Fcr this reason, most definitions of an attitude are followed by
statements such as ". . . given the optimum conditions a behavior commensurate
with the attitude will result." However, the optim— conditions are rarely
specified nor are the stimuli which give rise to the attitudinal response out-
lined; both of which are necessary if attitude studies are t- be useful in the
prediction of behavior rather than just reporting the status quo, In the final
analysis, the traditional model leaves a great deal tc be desirod. It can be
generalized, but its inherent faults go with it.

The attitude assessment model presented in this paper attempts to improve
upon the approach taken in attacking the previously outlined problems, and also
takes into account two recent and very important findings: £irst, attitude
studies can predict the scale of overt behavior (Astin, 1969); and secondly,
the rather "innocent" existence of perceived volatile materials, issues, and
objects in the life space of an individual have enough stimulus potency to
precipitate hostile and aggressive acts (Berkowitz, 1968). Both of these
findings seem to call for an attitude assessment model which would have its
toots in the stimulus-organism-response paradigm commensurate with the same
approach employed to express and predict overt behavior. That is, they call
for a model which expresses the covert behavior in terms equivalent to those
used to anticipate overt behavior. Consequently, the present paper addresses
itself to the problem of attempting to construct an improved model for
assessing the intensity of a given attitude toward or about campus life, one
which attempts to avoid the faults of the traditional model. It presents the
development of ai. attitude scale from "real life" phenomena based on the actual
behavior of the individual, both covert and overt, within his environment.
Secondly, it suggests an improved method of assessing the meaningful life space
of a single individual as well as of a group of individuals, Further, it
attempts to develop & reasonable degree of predictability into a model such
that attitudes and manifest behavior can becume connected in a predictable
fashion. Lastly, it is believed that the model is capable of proposing and
establishing a hierarchy of attitude intensity such that it will yield a scale
tentatively termed a '"wolatile scale," or scale of volatile issues.

Of the various components of an attitude, perhaps the most important for
helping to determine the point at which atiitudes are manifested into
observable bzhavior is intensity. The writers are tempted to say that, all
other things being equal, the greater the intensity component of am attitude,
the greater the probability that overt behavior commensurate with that inten-
sity, or behavior in general, will find expression, provided the optimum
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conditions present themselves. The present attitude model for the measurement
of intensity attempts to define what those optimum conditions might be at one
educational institution. Further, insofar as the definition of an attitude
has traditionally been a predisposition to respond, an attempt will be made
here to answer the question: Respond to what? The end result, hopefully, is
that the present assessment model for attitude intensity will be of value
because it can bring tc awareness not only what sets the stage €or behavior,
but also where the stage is set and, more importantly, what the cues are which
trigger aggressive or disruptive behavior.

The attitude model empioyed in the present study has its origin in the
work of Gerald Whitlock (1963) at the University of Tennessee. Whitlock
conducted research in the area of job performance evaluation designed to
demonstrate the psychophysical basis of attitude intensity. Drawing from S. S.
Stevens' (1958) article, "The Problems and Methods of Psychophysics," wherein
Stevens demonstrated that the relationship between the magnitude of a sensation
(or response) varied as a power funr+ion of stimulus intensity, Whitlock

hypothesizes that the psychophysical law held true for areas calling for complex

judgments, such as job performance evaluation and attitude judgment and inten-
sity.

In the area of attitudes Whitlock felt that there were two major questions
to be answered if a psychophysical basis for attitude intensity were to be
established. These questions corcerned, first, the stimuli for the responses,
termed "attitude intensities,'" and secondly, the relationship between varying
amourits of the stimulus and the resulting response.

In answering the first question Whitlock contended that the stimulus for
the response, called an "atti_ude rating" was the set of observations which
brought about the '"valuative" reaction regarding the attitude object. In other
words, response magnitudes or attitude intensity can be expressed in terms of
stimulus magnitudes. Furthermore, he reasoned that those observations furthest
from the means of a distribution of observations, plus and minus, would be more
likely to produce the réesponsa reflected in the attitude rating. This being
the case, his procedure was to collect both favorable and unfavorable attitude
specimens from subjects within a specific group. The stimulus magnitude then
becomes the number of actual observations in the set, or more appropriately,
the ratio of plus to minus specimens, i.e., the ratio of the plus reactions to
the minus reactions.

The response magnitude or attitude intensity is a power function of the
plus to minus attitude, or observational specimens. In short, the overall
evaluative response, attitude intensity, is a function of the number of prior
valuative r:2actions., This relates stimulus to response. :

In summary, Whitlock contends that, "An attitude is a psyvhological
mechanism for coding experiences in such a way as to predispose one positively
or negatively toward something. The strength of this predisposition is what
is mezant by attitude intensity, and the strength or intensity of the attitude
is a function of the number and kind of (strongly) positive and (strongly)
negative experiences relating to the attitude object."

Whitlock and his students have demonstrated and established the fact that
the psychophysical law holds for attitude intensities; in brief, there
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does exist a relationship between stimulus and response magnitudes in the area
of attitude intensity which can be described as a power function.

The present study accepted the basic Whitlock rationale and the power
function was assumed to be a valid description of the relationship between
stimulus and response magnitudes. The present researchers were primarily
concerned with adapting the Whitlock model and procedure for the assessment of
attitude and the prediction of behavior.

The basic model has the advantages of describing attitudes in lawful
stimulus and response terms, of assessing the relevant-operative attitudinal
or behavioral life space of the subjects prior to attitude assessment, the
description of an attitude as a response, and the additional characteristic
of allowing one to partition the intensity of an attitude rating over its
stimulus components to discover the potential crisis areas. The latter is
equivalent to parti ioning the various sums of squares across the total sums
of squares in the analysis of variance to find where significance lies, Per-
ceived in this way, the stimulus components or behavioral specimens with
greatest magnitude can be assumed to be contributing the greatest degree of
value to the response magnitude or attitude rating.

In the present investigation primary emphasis was placed upon the
generation of a model, rather than upon the data to see if the model was
feasible for programmatic implementation.

Procedures

With the previous material as a basis for a study of attitude intensity,
five areas of student life at the University of Tennessee were chosen for
investigation: (1) classroom conditions, (2) satisfaction with faculty, (3)
satisfaction with the University administrators, (4) the total University
environment, and (5) the student's present level of morale. These were
considered to be "attitude objects" in the present study. It was felt that
these five areas were representative of the behavioral specimens elicited.

Particular interest centered oa the question of potential differences in
attitude intensities and the stimulus magnitude as representative of the three
major student factions:r (1) white students, (2) black students, and (3)
international students. Questions such as the overall average attitude inten-
sity felt by UT students, the differences in attitude intensity among the three
groups, the differences in concern toward the University and their associated
intensity among the three groups, and the identification of potential critical
issues were all areas which were explored.

Using the following methodology, interviews were conducted for the purpose
of eliciting behavioral specimens to form a behavioral checklist. Students
representing the three groups, white, black,and international, were chosen via
stratified random sampling on the variables of race, sex, class, college, and
grade point average from the student files at UT, They were contacted by
telephone asking them if they would be willing to undertake a brief ipterview
for the purposes of constructing an attitudinal measuring instrument, Three
interviewers, two black and one white, conducted the interviews. These students
were interviewed by members of their own race. All interviewees were agked the
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following questions via a standardized interview guide:

1. Has anything happened to you as a student during the last
quarter such that when it happened it made you feel very
favorable toward the University or some aspect of your life
as a student? Responses to this question were considered
""positive' behavior specimens.

2. Has anything happened to you as a student during the last
quarter such that when it happened it made you feel very
unfavorable toward the University or some aspect of your
life as a student? Responses to this question were con-
sidered '"negative'" behavior specimens.

A total of 337 attitude or behavior specimens were taken before inter-
viewing was stopped at 132 interviews. The researchers had continued the
interview process until the probability of receiving any new specimens was
very slight (.05 level of probability)}. The importance of the interview item
was indicated by the frequency of its occurrence.

There was considerable overlap among the three groups in the area of
specimen type, and a rather confusing situation arose which necessitated a
slight deviation from the Whitlozk method. Whitlock's procedure maintained a
verbatim reproduction of the specimens randomly arranged on a behavioral check-
list, and the positive or negative characteristic of the specimen remained
intact for the subjects to check providing they had experienced the specimen.
However, in the present study, a positive specimen for one group often was a
negative specimen for another group. In an effort to avoid stating both the
positive and negative case of the same specimen, it was decided to state the
specimen in neutral form and under it to place a nine point algebraic intensity
scale. The subject was asked to check the item if he had experienced it and
then rate the item as to his "felt' intensity of the experience-~plus or minus.
This procedure allowed the subject not only to state whether his experience had
been positive or negative but also how intensely he had felt or experienced the
specimen or item. By employing this method it was possible to consolidate the
337 attitude specimens into 108 statements which constituted the items for the
behavioral checklist.

Following the formulation of the 108 items, they were arranged randomly in
a behavioral checklist. At the end of each checklist, a series of five scales
were included in an effort to assess the level of attitude intensity or response
magnitude toward five major aspects of student 1life. These items as previously
ment ioned were

How satisfied are you with the conditions surrounding your classwork?
How satisfied are you with the faculty?

How satisfied are you with the University administration in general?
Considering everything which affects you as a student, how satisfied
are you with the University of Tennessee?

5. Please circle the place on the scale that best describes your present
level of morale.

PWON =
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All of the above items were accompanied by a nine point algebraic scale,
and the subjects were asked to rate their level of satisfaction or
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dissatisfaction.

The last item on the questionnaire was an open-ended question allowing the
subjects to comment on events which they had experienced and felt were impor-
tant, but which were not included as specimens.

The subjects chosen to respond to the checklist were all students at the
University of Tennessee at the onset of the research program. A matched pairs
design was chosen for use with black and white groups; and the smallest group,
the international students, was used as the criterion group. All subjects
were chosen and matched on as many of the following five characteristics as
possible: (1) residence, (2) sex, (3) college, (4) class, (5) cumulative
grade point average. A total of 852 checklists were mailed to the selected
samples which were broken down as follows: (1) black - 298, (2) foreign - 245,
(3) white - 310. A cover letter explaining the research and the guarantee of
confidentiality accompanied each checklist., For purposes of identification,
the checklists were coded.

A three-week waiting period elapsed after which three weekly '"probes"
were employed in an effort to increase the quantity of return. The probes
were conducted by telephone where possible and by mail where a telephone was
not available to the respondent. Of the 852 questiomnaires sent out, 389 were
returned, making the percentage of return 46 percent. The number returned per
group was as follows: (1) black students - 100, (2) foreign students - 111,
(3) white students = 153. Twenty-five were returned for which tke code number
had been removed.

The primary analysis employed in the present research consisted of com-
puting the response bias ratio plus/minus observations in an effort to deter-
mine attitude intensity. All analyses were computer assisted via the program
analysts at the University computer center.

Non-Statistical Hypotheses
The following non-statistical hypotheses were examined:

1. A meaningful hierarchy of attitude intensity or stimulus magnitude
can be ascertained by computing the plus to minus ratio of favorable
to unfavorable observations. Ascertained by observation only, this
hierarchy should relate well with the response magnitude of the five
attitude objects: classroom, faculty, administration, student life
space and student morale.

2. From the above analysis a '"wvolatile scale'" comprised of specific
issues which had been checked and rated by at least 50 percent of
any one group can establish potential crisis points within and
between the various groups of students. This scale can suggest
how critical overt behavior may manifest itseif on campus.

Analysis of Results

Plus to minus bias ratios (+/-) were computed for all behavioral specimens
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TABLE 1

BEHAVIORAL SPECIMENS AND ATTITUDE OBJECTS

Behavioral Specimens

I have received special consideration
or recognition because of my race.

The large size of my classes.
Interracial dating.

The refusal of the U.T. administration
to allow Dick Gregory to speak on the
U.T. campus.

The existence of a Black Student
Union on the U.T. campus

Compulsory dormitory hours for girls.

The policy of admitting all graduates
of Tennessee high schools to U.T. has
enhanced the opportunity for minority
group students to attend college.

Discussions about interracial dating.

The increase in the number of Negro
students on campus this year.

Black Student Union display at the
Student Center.

The manner in which the administration
has handled the open speaker policy
issue.

The friendliness of U.T. students
toward me on the campus.

The performance of members of
another racial group in class as
compared to my own group.

The playing of the song "Dixie" at
U.T. athletic events.

The non-existence of Negro fraternities
and sororities at U.T.

Attitude Object

Student Environment

Classroom

Student Environment

Administration

Student Environment

Administration

Administration

Student Environment

Student Environment

Student Environment

Administration

Student Environment

Classroom

Student Environment

Student Environment

Con't.

)
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TABLE 1 (CONTINUED)

Number Behavioral Specimens Attitude Object
16. The lack of demonstrations on the
U.T. campus Student Environment
17. The passage of an open speaker
policy with some administrative
or faculty restrictionms. Administration
18. The passage of an open speaker
policy with no administrative or
faculty restrictions. Administration
19. My relationship with other racial
group members in class. Classroom
20. Interracial dating of white female
and Negro male. Student Environment
21. The creation of a Black Studies
program on the U.T. campus. Classroom
TABLE 2

PERCENTAGE OF FAVORABLE AND UNFAVORABLE
"RESPONSES FOR FIVE ATTITUDE OBJECTS PER GROUP

Attituae Object Black White International
% Fav. % Unfav. % Fav. % Unfav. % Fav. 7 Unfav.
Classroom 50 35 60 24 57 19
Faculty 61 23 71 17 63 22
Administration 38 42 47 35 51 23
Student Environment 60 30 76 14 65 18

Overall Morale 56 20 67 20 65 15
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TABLE 3

VOLATILE SCALE - BLACK STUDENTS

Behavioral Scalar Response Extremes
Specimen, % Neg. % Pos. Bias
Rank Number Behavioral Specimen (1,2) (8,9) Ratio (+/-)
1 1i Handling Open Speaker Policy (A) 72 3 .057
2 14 The Song '"Dixie" (s) 69 1 074
3 4 Dick Gregory's Speech @ 74 5 .076
4 6 Compulsory Dorm Hours ) 50 5 .090
5 15 Negro Frat. & Sorority (s) 74 5 .095
6 2 lLarge Class Size © 19 7 .400
7 1 Special Racial Recognition ©)) 20 4 .500
8 17 Restricted Speaker Policy ) 29 18 .780
9 16 Campus Demonstrations (s) 9 15 .920
10 7 High School Admission
Policy A) 11 43 4,060
11 18 Open Speaker Policy A) 5 46 4.060
12 3 Interracial Dating (s) 5 32 4,360
13 12 Student Friendliness (s) 7 29 4,840
14 19 Class Race Relations ©) 5 39 7.700
15 8 Interracial Dating
Discussions (s) 3 30 8.500
16 13 Racial Group Performance ) 2 14 10.500
17 20 Dating of White Female and :
: Black Male (s) 4 29  11.500
18 5 Black Student Union (s) 1 76 23,250
19 9 Negre Enrollment Increise (s) 2 74 30,000
20 10 B.S.U. Display (s) 0 66 43.000

21 21 Black Studies Program ©) 1 76  47.000




Behavioral
Specimen

Rank Number

1

2

10
11
12
13
14
15
16
17
18
19
20

21

6

20

11

15

10

18

17

21

14

16
13
12

19
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TABLE 4

VOLATILE SCALE - WHITE STUDENTS

Behavioral Specimen
Compulsory Dorm Hours {a)

Dating of White Female and
Black Male (s)

Handling Open Speaker Policy (A)

Dick Gregory's Speech @A)
Interracial Dating (8)
Large Class Size (9]
Negro Frat. & Sorority (s)

Special Racial Recognition  (S)

B.8.U. Display (s
Open Speaker Policy 4)
Black Student Union (&)

Interracial Dating Discussion(S)

Restricted Open Speaker Pol. (A)

Negro Enrollment Increase (s
Black Studies Program ©)
The Song "Dixie" (S)

High School Admissions Pol. (A)
Lack of Campus Demonstration (S)
Racial Group Performance ©)
Student Friendliness (s)

Class Race Relations ©)

Scalar Response Extremes

% Neg.
(1,2)

52

24
54
49
17

21

13
26
13
12

20

% Pos.
8,9

10

14

20

34

17

25
12
i
47
16

41

42

16

Bias
Ratio (+/-)

1.20
1.20
1.86
2.17
2.67
2.70
3.00
3.33
3.42
6.33

8.80
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TABLE 5

VOLATILE SCALE - INTERNATIONAL STUDENTS

Behavioral Scalar Response Extremes
Specimen % Neg. % Pos. Bias
Rank Number Behavioral Specimen (1,2) (8,9) Ratio (+/-)
1 11 Handling Open Speaker Policy (A) 34 13 .38
2 15 Negro Frat. & Sor. (S) 12 4 .40
3 2 Large Class Size ) 23 3 42
4 4 Dick Gregory's Speech @) 29 13 .45
5 6 Compulsory Dorm Hours A) 24 11 .54
6 17 Restricted Open Speaker Pol. (A) 17 17 1.07
7 18 Open Speaker Policy 4) 16 21 1.11
8 14 The Song "Dixie" (s) 8 14 1.13
9 16 Lack of Campus Demonstration (S) 8 14 1.15
10 20 Dating of White Female and
Black Male ©)) 8 8 1.25
11 7 High School Admission Policy (A) 6 5 1.28
12 10 B.S.U. Display ‘ (s) 5 11 1.80
13 1 Special Racial Recognition (s) 7 8 1.90
14 3 Interracial Dating (s) 10 19 1.92
15 8 Interrzcial Dating Discussion(S) 8 18 2.16
16 21 Black Studies Program ©) 4 15 3.12
17 5 Black Student Union (s) 5 19 5.00
18 13 Racial Group Performance ©) 0 8 5.66
19 12 Student Friendliness (s) 5 29 7.88
20 19 Class Race Relations ©) 2 27 14.25

21 9 Negro Enrollment Increased (S) 2 28 18.00




R

checked by at least 50 percent of the respondents of any of the three groups.
These ratios were computed by dividing the number of positive specimens checked
by the number of negative specimens checked. This process yielded 90 specimens,
a quantity difficult to analyze in a meaningful way. This being the case, the
specimens were individually scrutinized in an effort to eliminate those items
which were considered to be of low potency relative to establishing a hierarchy
of volatile stimuli. This procedure left 21 specimens for the final analysis;
all of which were considered individually potent as well as cumulatively vola-
tile. A list of these 21 specimens, subjectively selected, appears in Table 1.
Takle 1 also includes a category type statement inuicating in which of the four
ma jor response categories the stimulus or specimen was grouped. The four major
categories or attitude objects were classroom, faculty, administration, and
student environment. Student morale, a fifth attitude object category, was con-
sidered to be comprised of all stimulus (specimen) components, and is thus
considered to accompany each speciu.en.

The analysis of the data concerned not only the establishment of a scale
of stimulus potency, but also the discovering of the relationship of the
stimulus specimens to the response magnitudes or attitude intensities. WMean
attitude intensities were computed for each of the five previocusly mentioned
attitude cbjects. This allowed an analysis of the relationship of a single
specimen or stimulus to the attitude object as well as providing insizht as to
the manner in which the stimulus magnitude was partitioned across the attitude
intensity for any given object. In short, it provided a visual analysis of
the stimuli which precipitated the attitudinal intensity recponse.

Table 2 presents the percentage of favorable and unfavc able responses
elicited from the three groups on each of the five attitude : bjects. These
percentages were derived from a nine point scale having a midpoint of 5.0.
All scores falling at the scalar midpoint were excluded. This accounts for
the two presented percentages (favorable and unfavorable) not equaling 100
percent. As the percentages demonstrate, each of the attitude objects had a
rather moderate attitude intensity. That is, the percentage of favorable
responses was larger than the percentage of unfavorable responses, with one
exception--the black group's attitude toward the administration. Here, the
percentage of unfavorable responses outnumbers the percentage of favorable
responses.

The Volatile Scales appearing in Tables 3, 4, and 5 present the rank
order of bias ratios for the three student groups, black, white, and inter-
national respectively. The rank of "1" was assigned to the most potent or
volatile stimulus (specimen), which had been computed via the bias ratio of
the plus to minus response. The lower the ratio, the more negative the
assumed potency of the specimen, hence the rank of 1 for the lowest ratio.

An initial observation of these tables demonstrates that the black
students had greater bias ratios on nearly all specimens. This was true for
both the positive and negative ends of the scale.

Interestingly, although each specimen was included in the scales of each
of the three groups, the rank order of specimen or stimulus potency is markedly
different. In short, by visual inspection alone, one may observe a low rank
order correlation among the three groups, even though at least one ~f the three
groups had to have reached the criteria of 50 percent or more responding before
the specimen could be included in the scale. Said in another way. the three
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groups differed considerably in their perception of what constituted a potent
stimulus or specimen.

Inspection of the three scales in Tables 3, 4, and 5 allows one to ascer-
tain those stimuli or specimens which have the greatest probability of preci-
pitating overt behavior commensurate with the response bias ratio, as well as
providing an idea of the target area or attitudinal object toward or about
which the behavior might take place. For example, the most potent stimulus or
specimen for the black student groups was specimen 1l (the manner in which the
administration has handled the open speaker policy issue), which had the bias
ratio of .057, and the attitudinal object or target area for overt behavior
would be the administration because the specimen is in the administration
category of attitudinal objects (see Tabie 2). The analysis of attitude inten-
sity and the partitioning of the stimuli arousing or eliciting that intensity
becomes merely a matter of moving down each of the three scales.

The negative side of the stimulus magnitudes has been the only side
mentioned up to this point. There is, however, the positive side, that is,
those specimens at the bottom of each scale are highly positive in potency.
Perhaps these are stimuli which should be emphasized to retard the effects of
the negative end of the scale. For example, the black students found specimen
21 (the creation of a Black Studies program on campus) to be very positively
potent.

Taken as a conglomerate, a comparison of the three scales, Tables 3, 4, and
5 does point up one very important finding: student factions cannot be
considered as a homogeneous group with homogeneous attitude intensities rela-
tive to the same stimuli. In short, stimulus magnitudes are only homogeneous
for specific groups even though, in the present case, all three groups perceive
the target area attitudinal object as important and have observed it as so.
This is evident for specimen 17 (the passage of an open speaker policy with
some administration restrictions) where 78 percent of the black student sample
and 82 percent of the white student sample checked it. However, their ratios
were considerably different (.93 and 1.86 respectively) and the rank order was
respectively 8 and 12. 1In other words, the specimen was a negative stimulus
for the black students, but a positive one for the white students.

The international student sample comprised an interesting and quite
different group. For the most part they had the highest across the board mean
attitude intensities for all of the attitude objects listed in Table 2.
Furthermore, they generally had the highest bias ratios across all specimens,
which would lead one to conclude that they are rather impotent as a volatile
group.

In an effort to present and conceptualize the relationship of the stimuli
magnitude to attitude intensity or response magnitude, each of the Volatile
Scales can be compared with the percent favorable to unfavorable response for
each attitude object including morale for each specimen by referring to Table
3. Interestingly, the morale level for the black student sample appears higher
than it is for the white student sample, but not as high as the international
student sample. One may observe subjectively that although the stimuli are
more intense or potent for the black students, there are hopeful solutions and
feelings of intensity about the attitude object in this group. On the other
hand, the white students' morale level might indicate the opposite, that is,

:
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they do not have high stimulus magnitudes nor high attitude intensities.

Conclusions

Although this presentation and discussion of results does not exhaust all
possible analyses of the data, it does demonstrate the applicability of the
psychophysical S-R model for the analysis of attitude intensities. It does
appear to have the methodological advantages of being based on behavior which,
even though covert, is potentially predictive of overt behavior. Furthermore,
it extracts from the student via interview what he observed or experienced as
important stimuli and uses these as the components for assessing the response
magnitude or attitude intensity toward or about a global area such as the
administration of a university, Commensurate with this, the model does allow
the partitioning of the stimuli involved in attitude intensities in such a way
that they can be .anked in potency to yield a hierarchy of areas deserving
administrative attention.
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HOW OBJECTIVE ARE MEASURES OF CAMPUS CLIMATE?

Peter P. Grande
University of Notre Dame

College faculty, administrators, student personnel workers, and, in many
cases, student groups are vitally concerned about the environments within which
the educational enterprise is transacted. No fewer than 14 hypotheses, for
example, have been suggested (Halleck, 1968) to account for student unrest. It
is interesting that each of these hypotheses acknowledges, implicitly or explic-
itly, the impact of the college environment, or climate.

The wide acceptance of the measures of college climate developed by Pace
and Stern (1958) and, more recently, Pace's College and University Enviromment
Scales (1962) is a function of the widespread need and interest in this area of
study. Another factor in the acceptance of these scales is the claim of
objectivity and representativeness of the content of the Scales and of their
potential usefulness for comparisons among different institutions.

The Scales are designed "to describe the prevailing atmosphere or climate
of the campus" (Pace, 1962, p. 1). The purported objectivity permits the use
of relatively small samples with the attendant claim that the Scales appear to
be free of much of the sampling bias of other scales. It is reported in the
CUES manual that "small and even presumably unrepresentative groups have been
found from past experience to answer CUES statements in ways which do not
differ very much from a larger more representative sample" (p. 11). This
purported objectivity is placed into question by some of the empirical data
presented in this report.

A second claim for the CUES instrument is that the Scales are uncorrelated
with the characteristics of individuals (McFee, 1961 and Pace, 1962). Again,
empirical data presented in this paper, along with the results of an earlier
study by Yonge (1968), call this claim into question.

An assumption underlying the use of the CUES instrument seems to be that
student and environmental characteristics are separate and distinct domains
which, perhaps in their interaction, influence behavior. This ceparation does
make it possible for researchers to talk about student mix and fit between
college and student characteristics. But this assumption and, often, research
focussing upon student and climate characteristics fail to acknowledge that a
fundamental, reciprocal relationship exists between the individual and his
environment.

Meanings, once they have been formed, tend to be self-reinforcing and
enable the individual to conceive of his world as being reasonably stable
despite the fact that new events are continually occurring. The relative
stability of the person's orientation toward his world is a product of human
perception. Although it is generally assumed that what is experienced is a
mirror-like reflection of what is "out there," (and this is the assumption Pace
appar “ntly makes) in reality, all perception is selective, cumulative, and
constructive. Perception is not only a reaciion to "objective'" stimuli but it
is a process in which the individual notes and responds to cues to which he is
already sensitized. The organization of the perceptual field is such as to
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maximize the possibilities of attending to stimuli that are relevant to the
expectations and to minimize attending to stimuli that are not. Thus, as
Shibutani points out,

Perceiving 1is never just receiving; there is always discrimination
and selection. The manner in which anyone perceives his environment
depends upon the meanings that various objects have for him as well
as upon what he is doing. Since meanings are products of past
experience, people from different cultural backgrounds and/or per-
sonality structure should perceive identical situations in somewhat
different ways (1961, p. 109).

Yonge (1968), describes the interaction which exists as follows:

Assume that I am confronted with a problem I cannot solve. My lack
of avility manifests itself in the light of this problem situation,
and the environment is difficult of problematic in the light of my
inability to handle it. These are but two ways of expressing the
same state of affairs. My characteristics (abilities) cannot be
defined apart from some situation (problen), and my situation cannot
be defined apart from my characteristics. From the above, one can
say that my abilities are modes of being-in the world, and, as such,
they should not be conceived as static attributes analogous to the
physical attributes of objects. A more radical way of stating the
above thesis is that without an environment there is no individual
and without au individual there is no environment. Each requires
the other as part of its definition.

The purpose of this study was to determine whether the CUES are free,from
the limitations of sampling bias and whether "small and even presumably unrep-
resentative groups . . . answer CUES statements in ways which do not differ .
from a larger more representative group." A second objective was to determine
whether the CUES are, in fact, uncorrelated with the personality characteris-
tics of the "reporters.,"

Procedure

Three sampies of students at a private Midwestern university were drawn
for participation in this study. The first sample (N = 152) was a random,
stratified sample of university undergraduates (freshmen excluded). The second
sample (N = 52) was drawn from a population of general psychology students
(which included sopomores, juniors, and seniors), and the third sample (N = 58)
was drawn from the same population of general psychology students. The CUES
were administered to each of the three sample groups and the responses scored
and tallied according to the "66 plus method" advocated by Pace (1962, p. 5).

If the purported objectivity of the Scales is valid, then the general null
hypothesis of no difference in response tendency among the three samples,
"reporters" to use Pace's term, would be supported,

The strategy for data analysis was to focus only upon the items which were
answered in the keyed direction by 66 percent or more of the students in at
least one of the samples. This is consistent with the recommended "66 plus
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method" of scoring.

In addressing the question whether CUES are uncorrelated with the person-
ality characteristics of the respondents, the Edwards Personal Preference
Schedule was administered to the subjects in the random, stratified sample.

Results

Of the 150 "climate characteristics," cr items on the CUES, 88 were
answered in the keyed direction by 66 percent or more of the students in at
least one of the samples. Of these 88 items, there were 23, or 26 percent, for
which no statistically significant differences were found among the three
samples. Thus, on 26 percent of the CUES items all students tended to describe
the environment in the same way. On the other hand, there were 65, or 74
percent, for which statistically significant differences were found among the
three samples. Using a Chi-square test with 2 degrees of freedom, three items
were significantly different at the .05 level, six at the .01 level, and 56 at
the .001 level.

These data would tend to place into question the suggestion that CUES is
free from the limitations of sampling bias and that small and even unrepresen-
tative groups answer CUES in ways which do not differ from a larger more
representative sample. In fairness to the CUES instrument, it is essential to
polnt out that while the statements cited above regarding sampling bias and
unrepresentative groups appear in the CUES Manual (1962, p. 11), it is suggested
that the CUES user "select a reasonably representative group of qualified
reporters" (p. 11).

A second approach to data analysis yielded results which have relevance to
the differential pattern of scale item endorsement which has been shown to exist
among the sample groups. In order to ascertain whether the 5 scales produced
differential rates of agreement for all possible combinations of the three
samples, a ratio called the index of agreement was computed for each of the
five CUES, i.e., Practicality, Scholarship, Community, Awareness, and Propriety.
These possible combinations include (1) the three sampl. s (A, B, and C), (2)
Sample A with Sample B, (3) Sample A with C, and (4) Sample B with C. Sample A
was the stratified random sample (N = 152), Sample B was one group of general
psychology students (N = 58), and Sample C was the second group of general
psychology students (N = 52). ’

The index of agreement represents the ratio of item endorsement agreement
among or between the sample combinations to the total number of items endorsed
by the samples comprising the combinations. These ratios are presented in
Table 1. Thus, for example, on the Practicality Scale there was a total of 17
items endorsad by one or more of the three samples in the "A, B, and C" group.
Of these 17 items, however, on only 4 was there agreement among the three
samples. This provided the fraction 4/17, or the ratio .222. Similarly, for
the group "A and B" on the Practicality Scale, 15 items were endorsed by one
or both groups. Of these 15 items, there was agreement on 10 of them. Thus
provided the fraction 10/15 or the ratio .667.
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TABLE 1

RATIOS OF iTEM ENDORSEMENT AGREEMENT FOR THE CUES
SCALES BY THE VARIOUS SAMPLE COMBINAT IONS

Sample Combinations

Scales A+BHC A+B A+C BHC
Practicality .222 .667 .267 .250
Scholarship .263 .625 .368 .333
Community .238 .813 .300 .250
Awareness | .105 .800 167 111
Propriety .090 .500 .200 .111
Average of Ratios .184 .681 .260 .211

Inspection of the data in Table 1 indicates that a high degree of item
endorsement agreement exists between Sample A and B, i.e., the stratified
random sample (N = 152) and the first group of general psychology students
(N =58). On the other hand, a low degree of item endorsement agreement exists
among the three samples.

Data which tend to nullify the claim that CUES scores are not affectod by
student characteristics are presented in Table 2 which indicates the correla-
tions between Edwards Personal Preference scores and CUES.
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TABLE

2

CORRELATIONS BETWEEN EDWARDS PERSONAL PREFERENCE SCORES AND CUES

Achiévement
Deference
Order
Exhibition
Autonomy
Affiliatior
Intraception
Succorance
Dominance
Abasement
Nurturance
Change

Endurance

Heterosexuality

Aggression

Practicality
-23%%
-11

03
-01
-18%

08

02
=01

13

00
~07
~28%%
-08

05

15%

v =

Community
-11
16
-01
06
-36%%
20%
+9 1%%
17%
02
03
20%
-09
-01
07

-11

% Significant at the .05 level.
*% Significant at the .01 level.

150)

Awareness
02
12
05
03
14
19%
09

19%

10
19%
13
03
-(1

-]1.3%

Propriety
-01
23%*
17%
-06
-16%
10
-01
-03
-04
-02
09
-22%%
11
-05

-25%%

Scholarship
10
13
18*
02

~21%%
12
04
18%
04
07
14
-06
08
2 Tk%

=23%%

Inspection of Table 2 indicates, for example, that a high negative rela-
tionship exists between the tendency to be independent of others in making
decisions (Edwards' autonomy) and the tendency to perceive the environment as
being friendly, cohesive, supportive, and sympathetic (CUES' community).

In Yonge's paper, "Personality Correlates of the College and University
Environment Scales,” (1968) CUES w.:e compared with Omnibus Personality

Inventory scales.

presented here and Yonge's earlier results.

There are striking parallels in the results of the data
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Discussion

This paper focussed upon the serviceability of CUES as a dependable
measure of campus climate. The data presented tend to bring into question
the purported objectivity ¢f the Scales and the efficacy of using "small and
presumably unrepresentative groups" to describe a given campus climate. A
secondary consideration was whether CUES are uncorrelated with personality
measures.

The data presented in this study would support the conclusion reached by
Berdie (1968, p. 775) that "an instrument such as CUES can be used to general-
ize about parts cof a University, but only to a lesser extent can it be used to
generalize about the entire University." Indeed the fact that the two samples
of general psychology students used in this study differed so greatly may be
used, in the presence of additional empirical data, to support a stronger
conclusion which would bring into question the objectivity of CUES even for
subgroup description and analysis. Data of this nature are crucilal to the
issue of the adequate description of the campus environment. If the researcher
takes the position articulated by Becker (1966, p. 64) that "all students are
subject to the discipline of the college's system of grades, credits, and
degree requirements," i.e., that the common orientations that result are the
important ones, then a measure of campus climate that elucidates these common
orientations but which may be insensitive to subgroup differences is necessary.
On the other hand, along with Clark and Trow (1966), if the researcher is
impressed by subgroup variation and regards it useful to consider a finer set
of distinctions which point to several different subcultures, then a measure
of campus climate capable of eliciting subculture differences is necessary. It
would seem that CUES falls suort of both marks.
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"COPRA": COST OF PHYSICAL RESOURCE ALLOCATION

Francis M. Betts, III
University of Pennsylvania

Although widely applied in business, industry, and the military, the con-
cepts of operations research have only recently gained acceptance for applica-
tion to problems of college and university organization and management. More
often than not, many of us have backed into the notion of a "university plan-
ning model" after having been sold the necessity of using computers, hence a
management information system, Q.E.D. the necessity of first specifying the
model of the college or university in order to identify the information required
and so on. Less fortunate institutions are those in areas where municipal or
state authorities have specified the information required, often with little or
no consultation concerning the needs and uses of the data by the schools them-
selves.

The particular model to be described in this paper is for the analysis and
projection of the economic costs of new construction. Its name, COPRA, is the
acronym for Cost of Physical Resource Allocation. In its earliest conception,
it was to be used 1ndependent1y as a management tool for a rapid evaluation of
the cost implications of decisions relating to the timing, structural and func-
tional type, and size of university buildings. This original purpose has not
been lost. It is, however, se:ondary to the present primary purpose of COPRA
as an integral unit of the ov:rall university planning system.

At this level of generalization, I am sure that many of the elements de-
picted will be familiar to readers. Thc identification of the goal sets are
those of Gross and Grambsch! and the calculation of required areas by function
would, for example, be amepable to treatment by the "numeric method" of
Bareither and Schillinger.“ Within the generalized system, each institution
must specify its own needs by component. At the University of Pennsylvania,
the Office of Planning and Design in concert with the Management Science Center
and Information Systems Group presently has under development the components
needed.

One such component is COPRA, whose function in this position is to esti-
mate the economic impact of academic decisions as they affect physical re-
sources. The important distinction between this use of COPRA and its earlier
conception is that it is an integrated part of a dynamic system keyed to the
academic process. The implications of modifications in educational policy on
physical resources can be tested; true total costs of program changes identi-
fied; and the physical constraints of time, money, and space can be explicitly
related to the academic program.

COPRA consists of two parts: a computer data file of cost data on physi-
cal facilities and a model to predict cost of construction and related noncon-

Editor's note: Space limitations have unfortunately re¢quired the elimination
of many extensive and useful graphs. Readers interested in more details about
COPRA are asked to contact the author.
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struction costs at selected bid periods in the future. Two types of costs will
be considered simultaneously--project cost and operation and maintenance cocts.
For the purpose of this model, project costs are considered to consist of con-
struction contracts, contract furnishings and equipment, and related noncon-
struction costs (e.g., fees, permits, site surveys, test borings, etc.). Oper-
ation and maintenance costs are yearly costs to maintain the structure and to
operate water, electrical, heating-ventilating, and air conditioning systems
within the building.

In keeping with the introductory comments, the State of Pennsylvania intro-
duced a common data format and required all institutions to conduct a space
inventory, including costs. Although the data specifications created some con-
fusion in data collection and the cost data was, in many cases, incomplete, the
availability of compatible data is greatly enhanced. With twenty-six colleges
and universities within the Philadelphia metropolitan area, a relatively large
data base exists.

Data from other colleges and universities can be accepted by the model,
but must be adjusted for differences in geographic location, as would be the
case if local data were to be applied outside of the immediate region. We have,
in fact, allowed for four different data source options. In this way, we hope
to make the model generally useful to the academic community.

In the second phase of our model, we identify and input the particular fea-
tures which will serve to identify the structure which we will attempt to eval-
uate. Function, construction type, floor area, and height are the key indica-
tors. Lastly, we move into the prediction phase wherein an attempt is made tc
project costs of constructicn and related costs on the basis »f three trend
equations, each requiring the specification of the initial escalation rate to
be used and the time at which the projection is to begin. The resulting cal-
culation will produce the escalated cost for each of twenty quarters and a
single figure for ecach five years following the quarterly period. An option
which will produce an amortization schedule based on a preselected interest
rate and an amortization period of 10, 20, 30 or 40 years is also available.

The input data are organized onto a single header card and one or more
inquiry cards. Each inquiry card is intended to frame a single question; a
series of inquiry cards is needed to produce several alternatives for compari-
son. This is purposeful; there are more than 1100 combinations possible. By
requiring the variables' limits to be explicitly stated, we hope to limit ad-
ministrators to options which they view as reasonable and thus avoid the con-
fusion and consternation attendant to receiving a veritable mountain of data
as a result of having asked for all of the possible optionms.

The header card will ceontain the number of inquiry cards which follow:
the Qq's, a vector of factors for separating construction cost, (RCX), into its
components, labor (RL), materials (RM), coi tractor's overhead (ROH), and con-
tingencies (RCO). Also on the header card will be from one to six escalation
rates, the first four of which pertain to the component costs of construction,
the last two relate to the cost of furnishings and equipment (REX) and noncon-
struction costs (RNX). Thus, using the aforementioned variable designations,
total project cost (RPX) equals the sum of RCS, REX, and RNX; i.e., RPX = RCX+
REX+RNX, where RCS = RL+RM+ROH+RCO. Lastly, the header card permits specifi-
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cation of up to tliree interest rates for construction financing, if the aworti-
zation option is desired.

Each inquiry card contains a vector identification W+ which becomes the
basis of the search and edit routine of the basic data file. The W* vector
contains a code for building function, construction type, size by floor area,
height, age, and geographic location. The first four are of primary use for
analytic and predictive purposes; the latter two are of iaterest to assist in
determining whether or not certain data may be included in the pool, and addi-
tionally for geographic location whether the data can be adjusted for inclusion
in a general pool or segregated into a specific subunit. One of four data
source opti-ns must be indicated in the inquiry card as well as the options to
predict, to amortize or, to print the escalation factor matrix. If the pre-
diction option is selected, the variable, L, indicating an upper limit for one
of three predicting equations must be selected. Lastly, two predictive cri-
teria must be specified: ny the minimum number of buildings acceptable as a data
base, and the maximum coefficient of variability acceptable. Either or both of
these criteria may be used to terminate the prediction routine. These criteria
can be overricden by setting the criteria so low as to allow virtually any data
to pass; however, the'r presence provides an indication of the reliability of
the prediction.

The first inquiry card is read into the system. The appropriate data
source for interrogation is identified. At the present time we are using data
from the compilation of the National Association of Physical Plant Administra-
tors, the State of Pennsylvania survey previously mentioned, data from our own
university, and a combination of all three. The first three vary mainly in the
level of detail available; the fourth must necessarily be at the lowest level
of detail available from the other three. The University of Pennsylvania has
within the last fifteen years completed more than 88 construction projects at
a cost in excess of 110 million dollars. Very detailed information exists on
these projects. This data forms the basis on which data from other sources is
split into its component parts for subsequent analysis and projection.

Having identified tht appropriate data source, the inquiry search routine
begins. The first descriptor set W is read and compared to the inquiry cards
W*. 1If a match occurs, cost data is stored and accumulated, the building iden-
tification is stored for subsequent printout and the number of matching build-
ings vallied for printout and use in calculations. The data is tested for
"end." If the end of data has been reached, the inquiry search terminates.

As 2ach W vector is found matching the W*, the year of construction is
read ard depending upon the data source option, an adjustment factor is applied
to convert the .lata to a current year base. At the present time a composite
construction index must be entered annually, a relatively minor effort. The
present index on a 1968 base is constructed from data supplied by the Depart-
ment of Commerce Composite Cost Index, E. H. Boeckh Associates, Engineering
News Record, the George A. Fuller Company, and the Turner Construction Company.

At this point the accumulated adjusted data are used to calculate average
costs per gross square foot construction, equipment and furnishings, noncon-
struction and total project costs. Standard deviations for each are also cal-
culated. These average cost figures are next reduced to estimates of average
component costs by application of the Qq's previously mentioned.

(WA
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1f, on the inquiry card, we have not elected the predicticn option, the
system picks up the next inquiry card and the cyc.e is repeated until the pre-
diction option is selected or until all the inquiry cards have »seen exhausted.
An affirmative decision on the prediction option immediately requires a test
against the criteria establishe’ on the inquiry card. You will recall that
failure to meet either of two criteria will terminate the prediction routine.

Again, the criteria are the number of elements, Ty, which fulfill the
description, W*, or, the coefficient of variability of the elements (i.e.,
the standard deviation divided by the average). Both are, perhaps, more in-
tuitively useful than statistically sound measures of predictive reliability.
One can, however, make reasonable arguments for their statistical validity and
both are readily comprehensible to the laymen; a merit not to be gainsayed,
particularly when dealing with a professor of Indic philosophy who may also
be president of your institution.

A priori, there is little to determine the appropriate criteria. For
unusual buildings of a type for which there is little precedent, the ny must
necessarily be low. The criteria may be establiszhed after an initial run of
the model since both the number of elements satisfying a particular W¥ speci-
fication and the elements of the coefficient of variability are printed out
for all inquiry cards regardless of subsequent options to be exercised. Al-
though not presently programmed, it is intended to permit the operator the
option specifying the prediction criteria on line if or when remote terminal
access can be provided after reviewing visually the results of the initial
phase of operation.

If the predictive criteria are satisfied, the prediction phase proceeds
with the calculation of the several escalation rate factors R(J), J=1, . . ., 6,
to be applied to the six component parts of total project cost (RPX). From
these annual rates are calculated the quarterly rates QRATE(J) for twenty
quarters of predicted costs. A three dimensional matrix of escalation factors
E(I,J,K) with 450 elements is calculated and stored, where I=1, . . ., 20
quarters, plus 5 years 21, . . ., 25; J=1, . . ., 6 escalation rates; and,
K=1, . . ., 3 equations. By applying these E(I,J,K) to the average adjusted
costs calculated previously, an escalated cost is obtained. For example, for
the escalated cost of labor, third quarter using equation 3:RL(3,1,3)=RLxE
(3,1,3). Note that for the cost of labor (RL), J will always equal 1; for RM,
J=2; for ROH, J=3; for RCO, J=4; for RCX, J=5; and, for RPX, J=8 by definition.

Both escalated construction cost and escalated total project costs, RCX
(1,5,K) and RPX (1,8,K) are derived from the summation of their respective com-
ponent elements. Two output options are available at this point; one of which
is automatically called for when the prediction routine is indicated. This is
a matrix of predicted costs consisting of eight columns and 25, 50, or 75 rows
depending upon whether one, two, or three predictive curves are called for.

The second output option which may be requested on the inquiry card is for
the matrix of escalation factors. This particular option is likely to be main-
ly of academic interest to the analysts maintaining the basic routine. The
matrix shows the escalation factor applied at each of the time periods for
which an escalated cost per square foot is projected for each of the three
trend curves. It is immediately useful in viewing the changes in the factors
over time, in comparing factors within time periods, and in verifying the
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arithmetic of the system by applying them by hand to test costs and comparing
the results to the machine calculation.

Instead of precomputing and storing the matrix of escalation factors, the
factors are recomputed for each new header card. This permits the luxury of
indulging oneself in speculation about the future of the construction industry,
as well as the more productive alternative of developing a range of cost esti-
mates by varying the factors of escalation and reruruing a deck of inquiry cards
without other change.

The three equation: used are a parabolic arc with upper asymptote, L,
specified o: the inquiry card; a straight line; and, a curve representing the
compound interest formula. Respectively, they are

(1) E(I,J)=KL+(1-KL) L—I.O-R(J)_jI where K is a scale which deter-
mines how rapidly E(I,J,1)
approaches L;K»0

(2) E(I,T)=1+R(DI
(3) £(1,3)=/T.0+R(T)_ 7"

Again, at this point, an additional option hecomes available: the calcu-
lation of an amortization table similar to that which one might expect to
receive from a bank after successfully placing a home mortgage. If this option
is not requested, the next inquiry card is read and the cycle continuves. If
this option has been selected, a table is calculated and printed out showing
annual payback figures for 10, 20, 30 or 40 years. These figures are based
upon the escalated average total project cost for each of the three predicted
costs, RPX(K), K=1, . . ., 3, using an assumed interest rate for financing
specified on the header card. Up to three interest rates may be specifiad
simultaneously for comparative purposes or for establishing a range of financ-
ing possibilities. Partial financing of a project may be investigated by
inducing an artificial RPX at the start of the amortization routine and a mixed
package of financing at a variety of rates might also be examined in this man-
ner.

To recapitulate briefly, COPRA is intended primarily as a subroutine with-
in a university planning system. It is generally flexible within what seem to
us to be reasonable limits. It is programmed in FORTRAN for use on an IBM
System 36/75 with 512k bytes of core memory. However, the program should be
compatible with most 360 systems which contain a FORTRAN G processor. We ex-
pect to use it in a time-rharing mode for remote access--at which time we
expect it to quickly answer questions which plague us every day about our
physical plant. Questiuuns such as what have we got?; what do we need?; how
much is it going to cost us to get it?; if we don't have that much, what else
can we do?; and how are we going to have to pay for it? Until we have the
remote input-output capability, COPRA improves our capacity for complex and
rapis analysis of some of the problems of physical resource allocation. No
model can replace the necessity of making judgments about resource allocation,
but models can and should improve our ability to exercise this judgment. COPRA
gives the decisio>a maker a broader range of physical resource alternatives from
which to select on a systematic basis after the academic constraints have been
established.
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Footnotes

1. Based on Gross and Grambsch listing; Academic Administrators and University
Goals: A Study in Conflict and Cooperation. Prepared for the Office of Educa-
tion.

2. Harlan D. Barrither, and Jerry L. Schillinger. University Space Plamning,
Urbana: University of Illinois, 1969.
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THE COST-REVENUE-MODEL APPROACH TO A FORMULA
FOR THE DISTRIBUTION OF STATE SUPPORT
TO PUBLIC COMMUNITY COLLAGES

James Wegryn
Michigan Department of Education

The growth of community colleges within the American educational system is
already recognized as phenomenal. The operating expenditures associated with
this growth have expanded even more rapidly, and pressure tc meet this advancing
cost continues to increase on the three major revenue sources: local taxes,
tuition revenues, and state support. Though we identify the community college
as an institution of higher education, its early history as a part of the K-12
school district has produced methods of implementing state support which
resemble elementary and secondary education state-aid formulas.

This situation is similar for Michigan public community colleges. Though
the community college movement began in the K-12 districts, almost all of the
institutions are now independent. Yet the state's share of financing operations
in these colleges is still based upon a fixed dollars amount for each full-time
equated (FTE) student.

There is nearly universal agreement among college administrators, educators,
and legislators that the present method is not adequate. Yet each administrator
feels that the formula should be changed in a different way, each desiring
alterations in the formula that more effectively meet his own college's par-
ticular need. At the same time, legislators have altered the present formula
in patchwork fashion in an attempt to provide some equalization in distribution
of state funds. 1In all cases "equaiization" has been the ultimate end. What
has not been seriously considered is the rationality or logic of the proposed
formulas or their ease of implementation. Equalization has been all pervading.
So our discussion here will attempt to add logic to a state support formulation
and to indicate a method of painless implementation. The proposed formula
under discussion within the Michigan Department of Education will be the focal
point of demonstrating tliese other considerations. Let us begin by examining
what is meant by equalization.

Equalization, of course, has something to do with equalizing--equalizing
state support, or educational opportunity, or operating costs. Such concepts
have produced many alternatives for financing commuanity colleges across the
country, such as line-item appropriations to each institution, foundation grant
methods, percentage equalizing grant methods, partial instructional costs
reimbursements, and numerous "criterion" formulas.

Two examples of the more sophisticated formulas exist in Illinois and
Califoxnia. In Illinois, recommendations are being made for a proposed
formula which would be based on both "equalization'" and "flat grant." The
basic equalization factor is intended to provide a comparable revenue to all
community college districts. What is unique about this formula is that the
percentage of the population served by the community college district is taken
into account.l Although it was presented by the Illinois Junior College Board
in quite a different form, the formula, on an FTE student basis, is equivalent to
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Total Public Support Per FTE Student = Tax Rate x ($4700 - EAV ) + 345
Population

Population is the college district's population, EAV is the Equalized Assessed
Valuation of property within the district, and Tax Rate is that rate levied in
the district. If the college serves more than 1.0 percent of the district the
first product in the formula is multiplied by the factor:

Population ¢ (FTIES x 100)

Although communication and understanding of the Illinois formula is
difficult, the formulation displays an ingenious attempt at equalization by
considering the proportion of the population that is served.

In California, a slightly more explicit formula is being adopted that
also emphasizes equalization. This formula is

State Support/Student = Total Cost/Student - Local Revenue/Student

Local revenues are determined by the district's assessed valuation times a
systemwide computational tax rate.? This formula has an advantage in that it
resembles actual cost-revenue relationships and the implicit assumption is that
the portion of the total cost of educating a student which is not financed by
local revenues should be financed by the state. Equalization occurs by allowing
state support to vary inversely with local revenues,

In these examples we see two considerations for equalizing state support
to community colleges: merit (how well the college is serving the district and
what tax effort is being made) and need (how poor the district is). Apparently
then what ic meant by equalization is that each college should receive what it
needs as well as what it deserves. This is quite all right. However, criteria
for determining equalization have usually been intuitive and have resulted in
formulas which credit local tax efforts, weight district wealth, and average
enrollments in mysterious ways and do not necessarily bring about the desired
equalization. For example, where state support is to be inversely proportioned
to factor X, the right-hand side of the state-aid equation may be divided by
factor X. This may get more dollars to different colleges, but is this
equalization?

Need and merit need not be intuitive. Since we are talking about equalizing
dollars we may as well define them in terms of the entire cost-revenue picture
within a community college. That is, they may be defined rationally within a
model that demonstrates the relationship between costs and revenues for a
hypothetical community college. It may then be possible to arrive at an
equitable formulation of state support from this model. The California formula
suggests just such a model. It says that the state share is that amount of
total cost which is not financed by local revenues. We can expand this formu-
lation into a more complete model to include not only local support, but also
tuition and other sources of revenues. Thus we have

State Share = Total Cost ~ Local Revenues - Tuition - Other Revenues

From this model we should be able to describe (grossly) any individual
college's financing, hypothetically, and arrive at a state share which reflects
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the most desirable (equitable) state of affairs among these variables.

The above model is the basis of the state-aid formula being proposed in
Michigan. The formula takes each of the factors in the model and defines tnem
specifically to meet the needs of the college system. This means, for example,
that where the model shows '"total cost" the formula defines the term specifically
as X dollars per full-time equated student. Many formulations are possible with
this model but what is described here is that particular formulation which suits
the Michigan community college system. Having a rational model to guide us we

‘can examine each of the factors to be considered in equalizing and arrive at

suitable coefficients for the state-aid formula.

It should be clear at the outset that our formulation must conform to the
cost-revenue model and as we demonstrate the form that each of the factors takes
it should be kept in mind that that form relates directly to the total cost-
revenue picture.

For our purposes here we will speak of state support per full-time equated
student (FIES). Hence each of the other factors on the right-hand side of the
equation must also be in terms of dollars per FTES. Although arguments may be
made against formulation on an FTIES basis, or any unit basis, they would not be
relevant here nor would their consideration be even crucial.

The first factor in our model is 'total cost" and in our formula it will be
termed "total cost per FIES." The '"total cost per FTES'" need not be a single
quantity, but the amount of detail and complexity that makes up this factor is
of less importance than by what approach we arrive at the quantity. There are
a number of alternatives to arrive at a figure which we may represent as a
"total cost" factor. This approach would represent the real cost instead of the
ideal cost and would have the defect of perhaps rewarding inefficiency and wealth
while punishing efficiency and the lack of wealth. 1In our model the college with
a low total expenditure figure, due to either efficiency of operations, lack of
program diversity, or lack of wealth, would receive a smaller amount of state
support than a college with a larger total cost figure which might be due to
inefficient operations or surplus programs.

The other extreme of this possibility is to take as a "total cost" a state
average of all community college expenditures for the prior year and then adjust
this figure upward for rising costs. This approach implies that the mean
represents the most desirable figure. Of course it may not, and although it
equalizes by implying equal costs across colleges this approach may be too
extreme in not recognizing individual differences among the colleges.

In both the approaches stated above, the use of prior-year figures tends
to establish a pattern of costs which may not be desirable at all. Prior-year
budgets may hzve been totally unjustified. An alternative to these methods may
be a "cost of the product' approach where costs of various programs are
determined. This approach is dependent upon cost studies, program differentiation,
and continued cost analysis. As an example of this approach let us assume only
two programs, the general academic and vocational-technical programs, and let us
assume that their costs have been determined by cost studies to be $1000 and
$1200 per student, respectively. In our formula the "total cost' factor for a
particular college would be determined by thie number of students in each of these
programs times their respective costs divided by the total number of students,
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which gives us an average '"total cost'" for the community college. We have
compromised the "individual" and '"average'" college costs problem by looking at
another dimension of 'total cost," that is, individual program costs, so that
cost differences among colleges result from the different proportions of each
program they offer.

Further recognition of individual college differences may be reflected
in a "small college" factor which recognizes the fact that higher costs per
student are unavoidable for new and small colleges. To determine this factor
it may be necessary to do some research on the exact functional relationship
between students and expenditures. Once a mathematical function has been
found to describe the quantitative expression, it may be used as the adjust-
ment factor. For example, this "small college'" factor might take the form

FIES + 25
FTES

This would mean for a college with 250 FTE students there would be a 10
percent increase of the '"total cost" when this factor is multiplied by the
"total cost'" factor. For a college of 1000 FTES the increase would be only 2.5
percent. In Michigan the "total cost" per FTES would take the form

(81000 x Gen. Aca. FTES + $1200 x Voc. Tech. FTES) x (FIES + 25)
Total FTES FTES

The second factor in our model represents the local tax revenues. In
reality local tax revenues are a function of the local tax rate and the assessed
valuation of property in the district. In Michigan the tax rate is called
"mjllage rate'" and the assessed valuation is called the "state equalized valua-
tion'" or SEV. It is usually with assessed valuation that most state-aid formulas
attemnt equalization among districts. Much could be said about the degree to
which local revenues represent local ability and local effort to finance the
community college but this topic is beyond the scope of this paper. A good
discussion of local ability and effort can be found in the California publi-
cation "Financing California's Public Junior Colleges."

Let us assume that we want to equalize ability in terms of wealth and
reward effort in terms of tax rates., Using the model it can be seen that a
larger state share will result when the local revenue factor is smaller. Thus,
equalization will occur in our formulation if the less wealthy districts can
substitute a smaller number for this factor. This of course is possible by
using the district's actual SEV per student. But our model says that this
quantity has to be multiplied by the millage rate to get the total local
revenues, and if we use the district's rate, the greater it is the less will be
the resultant state share, which is undesirable. So in our formula the
district's SEV per student needs to be multiplied by some fixed millage rate
which has Leen determined to be adequate, necessary, or minimum local effort.
Now it can be seen that districts levying less than the fixed millage rate
are losing revenues by the formula since the formula assumes more local
revenues than actually exist. At the same time districts levying greater
than the fixed rate have revenues above that proposed by the formula, and,
in fact,can support a total cost per student much higher than is assumed
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in the formula. 1In the Michigan formula discussions, we are using one mill.
So for the local revenue tax deduction we would insert the local district's
SEV per FTES multiplied by one mill, and this determines the amount of dollars
per student financed by the local district.

In Michigan tuition rates are set independently by the colleges. The
State Plan for Higher Education in Michigan indicates the desirability of
lowering tuition rates in the community colleges.” With this in mind, we can
see from our model that to discourage higher tuition rates the formula must
result in lower state support where higher tuition rates exist, and this can be
accomplished if we allow the tuition deduct in our model to be represented in
the formula by simply the tuition rate of the college. 1In this way a college
increasing the tuition charge by a given number of dollars will lower its state
support by an equal number of dollars. For that matter charging any tuition
at all produces zero gain in revenues,,K so it is conceivable that all the colleges
could imnediately abolish all tuitions and by this formula increase the state
share by an amount equal to lost tuition revenues. Consequently, the state
would hive to carry an increased burden which the state treasury might not be
able tc afford. 1In order to prevent this, a realistic tuition rate, perhaps an
averag: rate, can be fixed as a lower bounds, such that the tuition deduction
factor would amount to the college's rate or the fixed rate whichever is greater.
In this way there would be no advantage for the college to reduce the tuition
below the fixed rate. In Michigan we are discussing a lower tuition bounds of
$250. Lowering this bound may be possible in succeeding years as it slowly
becomes possible for the state to carry more and more of the "total cost"
burden for the student.

The final revenue deduction in our model represents the conglomerate
called "other revenues" which, in fact, may have been represented in more
detail in the model. However, these revenues are often insignificant and un-
predictable. Therefore, they have been combined for convenience. Though this
deduction may be insignificant our formula must include it to be a paradigm of
our cost-revenue model. 1In Michigan an average of approximately six percent of
community college revenues comes from federal funds, gifts, and grints. This
factor of six percent, or whatever percentage is found suitable, is a fixed
factor in the formula and can be applied to the "total cost per student" factor
as previously defined. Now it should be noted that colleges receiving more than
six percent of these sources can enrich their programs by the extra revenues,
while colleges receiving less than six percent are assumed to have more 12venues
than they actually have. Thus there is an implicit encouragement to seeX these
additional revenues.

It should be noted that the cost-revenue model itself as a whole tzkes
into account a number of factors which vary from college to college. Yet in
our formulation which we have derived from this model we have allowed some of
the factors fo be direct quantitative substitutions from college data while
other factors we have set as constants. The factors we have held constant,
however, are those which as deductions are regarded favorably when thev are
numerically large. Conversely when the factor is viewed unfavorably with
larger quantities, a direct substitution of the college data is used. The
total formula, then, takes the following form

State Support/FTES = $1000 x G.A. FTES + $1200 VT FIES x (EIES + 25) ~
Total FTES FTES
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(SEV) x 1.0 - ($250 or college's tuition) - 0.6 x cost factor.
FTES

This formula has two distinct advantages over other formulations for
financing community colleges as well as providing equalization. It has the
advantage of being based on a cost-revenue model which bears some resemblance
to the real-life situation and hence is logical. Thus there is an observable
rationale in the determination of state support. It means that an alteratioa
in the formula can be viewed in terms of the model it parallels, It means
that the relationship between cost and revenue factors is visable.

Probably the most important advantage of this formulz is that it ¢an be
implemented immediately and be so adjusted as to provide the same dollar
amount as would have been provided by any previvus formula. This is possible
by inserting bounds or limits upon the variable factors which are allowed
to fluctuate from college to college. This would mean, for example, that SEV,
which in the freely functioning formula is determined strictly by the college
SEV data, would have imposed upper and lower bhounds thus allowing less
fluctuation of this factor among the colleges. We have already suggested
a similar use of a lower bounds on tuition. By narrowing these upper and
lower bounds we make the formula more static. The extreme example of this
procedure would have only fixed factocrs within the formula, thus providing
the same dollar value per student for each college. This may seem contra-
dictory to the original intent of this formulation. However, the freely
functioning formula which provides maximum equalization would cause drastic
changes in state distribution of dollars if implemented immediately. For
practical reasons there must be little or no dollar difference with formula
changeover and the ideal can only be reached through an evolutionary process.
By beginning with a formula with strict and narrower bounds, one which
distributes money similar to a present formula, the freely functioning formula
can be evolved by slowly receding the bounds on each of the factors. Thus
over a number of years the relative impact of large amounts of money or the
loss of large amounts of money in one year is avoided. For those familiar with
the difficulty of gaining any change in formula distribution this long-range
implementation is recognized as one of the key factors in achieving acceptance
of any new formula.

The formula presented here based upon the cost-revenue model cannot be,
and is not intended to be, the final and best formulation for determing state
support to public community colleges. However, it does appear to suit Michigan's
community college system, and a great deal of diversity of formulation is
implicit in thie approach. The "total cost" factor, for example, has not been
dealt with very extensively here, but clearly the cost portion of this model
need not be restricted to only one term. We have spoken of revenues as
deductions from the total cost figure. We might just as well have spoken of
additives to the cost figure, such as certain instructional expenditures,
faculty salary increases, student services, and so on. But regardless how com-
plex the final formulation, what we are doing is applying hypothetical, as well
as actual, data to a cost-revenue model-based formula in order to obtain a
rational equalization of state support to each ccmmuniiy college.
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Footnotes

1. 1Illinois Junicr College Board, "A Program of Equalization Plus Flat Grant
for the Distribution of State Financial Support to 1llinois Public Junior

Colleges,'" November 22, 1968.

2. Coordinating Council for Higher Education, Financing California's Public

Junior Colleges, Chapter V, June, 1967.

3. 1Ibid.,Chapter III.

4. Michigan Department of Education, State Plan for Higher Education in
Michigan (provisional), Chapter IV, Sepicrber, 1968.
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A STUDY IN PARTICIPATIVE MANAGEMENT:
THE TEACHING ASSTSTANT

David Otto
University of Michigan

Introduction

Rensis Likert (1961) identifies four management. systems: (1) The Exploit-
ative Authoritative, (2) The Benevolent Authoritative, (3) The Consultative,
and (&) The Participative System. He and others (Biack and Mouton, 1964;
Lesieur, 1959; McGregor, 1960; and Marrow, et al., 1967) have demonstrated that
when an industrial firm's workers are involved in the operational decision-
making process, morale improves and the firm's production increases.

Industrial measures of a better organization, such as production, scrap
loss, tardiness, and turnover are all alien to the academic community. Although
such measures are foreign, one wonders if Likert's theory of a participative
system of management would still not apply.

The traditional role of the Teaching Assistant! in the academic community
has been that of an apprentice. Under the watchful eye of the master, he grad-
ually develops his skill as a teacher. Decisions are made by the master and
communicated to the appremtice. An arrangement such as this is uot too distant
from the subordinate-supervisor dyad commonly found in business and industry.

Looking at Likert's four systems of management, one would probably guess
that the master-apprentice arrangement would likely appear as a Benevolent or
an Exploitative Authoritative system. The questions we face today are, first,
do other management systems exist in the academic community, and‘second, if the
Censultative or Participative are present, will they result in noticeable dif-
ferences in the Teaching Assistant’'s morale and productivity.

Three hundred and seventy-eight Teaching Assistants (TA's) in nine depart-
ments in the College of Literature, Science and the Arts at the University of
Michigan were surveyed to see if the other management systems were present.

The amount of participation in the decision-making process by people at all
levels of the organization is one of the essential criteria used to identify
the various types of management systems. In this study, two measures were
employed as indicators of the degree of participation. The first indicator was
a general description of the TA's functions as a TA, Each TA was asked to
identify which description of his duties best fit his own appointment. The
scale ranged from a situa ion in which the TA designed his own syllabus, chose
his own texts, wrote his own examinations, and gave his own grades to the other
extreme in which the TA did none of these things. Table I presents the results
of this question.
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Table 1

FREQUENCY DISTRIBUTION OF THE DESCRIPTICN
OF THE WORK OF A TEACHING ASSISTANT

Item Bot Econ Engl Germ Hist Phil Phys Soc Zool
1.% 1 1 13 0 0 8 1 5 0
2. 4 1 21 1 1 5 3 9 2
3. 2 3 5 1 3 5 3 2 5
4, 15 5 12 10 10 8 5 1 18
5. 12 17 5 17 10 5 22 0 23
Total 34 27 56 29 24 31 34 17 48

*Theze numbers correspond to the choices given in the following request:
"Circle which itew best describes your work as a Teaching Fellow.

1. I write my own course syllabus (within the framework of the
department's curriculum,of course), choosing my own texts,
selecting my own manner of presenting the material and giving
my own exaranations.

2. Somewhere betwzen numb2rs 1 and 3.

3. I participate in the discussions of the course’s outline, may
use 2 text from among those recommended by the department, haye
flexibility in order of the presentation of the units, and
suggest questions for the course's examinations.

4. Somewhere between numbers 3 and 5.

5. T follow a standardized syllabus, using a departmentally
selected set of texts, give departmentally prepared tests,
with some flexibility in presenting material in the dis-
cussion or laboratory section.”

The second indicator of participation deals with thz degree of "voice"
that the TA feels he has in the operation of the department's curricular
affairs. The question's items were grouped into two categories: administra-
tive matters and teachiung matters. Administrative matters refer to the
decisions made at departmental level concerning scheduling and staffing the
instruc:tional program. Teaching matters refer to those aspects of teaching
which are associated with a given course in the department's curriculum.

While Teaching Assistants feel they have an active voice in the realw of
daily classroom activities, their "voice" was rather passive when it comes to
influencing their respective department's administration about the type of
section they taught. Sociology's TA's reported the highest degree of partici-
pation among the nine departments when it came to the items in the teaching
portion of the questionnaire.
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The two departments of Botany and Sociology were selected because they
represent extreme positions on both of the participation criteriz mentioned
above. In Table 3 it will be noted from the two frequeucy distributions of
each depariment that nearly four-fifths (79 percent) of the TA's in Botany
describe their teaching duties as that of following the department's predeter-
mined course outline (i.e., the sum of items %4 and 5). Conversely, four-fifths
of the TA's in Sociology (82 percent) felt that they had a good deal of autc-
nomy in the operation of their particular sections.

Table 3

A COMPARISON OF THE BOTANY AND SOCIOLOGY TEACHING ASSISTANTS
ON THE DIMENSIONS OF THEIR JOB DESCRIPTION AND THE
AMOUNT OF "VOICE" THEY REPORT EXERCISING IN
THEIR DEPARTMENT'S CURRICULAR MATTERS

Item Botarny Sociology
Freq. Percent Freq. Percent
1. 1 3 5 29
2. 4 12 9 53
3. 2 6 2 12
4, 15 44 1 6
5. 12 35 0 0
Total 34 100 17 100
%2 =26.1,df=4,P < .001
Botany Sociology Diff.
N= 33 N=17 of t
Mean S.D. Mean S.D. Means Value
ADMINISTRATIVE MATTERS:
Course Assigned 3.09 .98 3.00 1.36 .09 .26
Section Assigned 3.9 1.27 3.76 1.44 .18 A
Type of Section 4.18 .95 3.53 1.37 .65 1.92
Time Class Meets 2,73 1.10 3.06 1.20 -.33 .95
TEACHING MATTERS:
Course Content 2.73 1.18 1.41 .71 1.32 4. 15%
Reading List 3.06 1.22 1.71 .85 1.35 3.99%
Type of Teaching
Method 2.09 1.23 1.06 .43 1.03 3.28%
Composition of
Quizzes 2.48 1.28 1.12 49 1.36 4.13%
Composition of
Mid-Term 3.12 .82 1.53 .80 1.59 6 .42%
Grade 2.15 1.23 1.12 .60 1.03 3.19%

*Significant at the .0l level
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In a similar manner, significant differences appear when a t-test is
apnlied tc the degree of "voice' that the TA's in these two departments express
concerning matters related to their own courses. Note, however, when it comes
to the TA's influence over the adminisirative matters, neither department's
TA's seem to have much of a voice. This reflects the TA's relative position
in the organizational hierarchy of the academic community.

Likert, in his book, The Human Organization (1967), mentions that one of
the critical features of management is the extent and character of the commu-
nication between the supervisor and his subordinate. Having now identified
the two departments, we can examine the nature of this supervisor-subordinate
interaction. Two sets of questions were asked the TA to obtain some informa-
tion about these variables. First the TA's were asked a series of questions
about the degree of reward they perceived they were receiving from their
appointment.

In terms of satisfaction or reward, the Teaching Assistants were asked to
respond to the following questions: To what degree do you feel that the work
which you are now doing as a Teaching Assistant is personally rewarding? (1 =
very rewarding, 5 = very unrewarding); and, to what deg -ee do you feel that
the work which you do as a Teaching Assistant is professionally rewarding?
(Again, 1 = very rewarding and 5 = very unrewarding.)

Second, the obverse of satisfaction was measured. Overload, according to
J. R. P. French, Jr. (1965), could stem from quantitative or qualitative
sources. Quantitative is the sense that the TA sirply does not have enough
time in the day to do all that is expected of him. Qualitative overload refers
to the condition in which the TA does not feel fully qualified to do what is
asked of him. The former type of overload was examiuned here. Three varieties
of quantitative overload were examined: 1) overload coming from too much of
one's own academic work to be done; 2) overload coming from the TA's students;
and 3) pressure coming from social obligations created by family and friends.

For our analysis Pearsonian correlation coefficients were used to deter-
mine the degree of association between two variables. At the same time, a 2
transformation was used to compare the two groups of individuals. As Table 4
indicates, the TA's in the Botany department exhibit many significant correla-
tions between the variables dealing with satisfaction and overload, while the
TA's in the Sociology department have virtually no significant correlations.

A Technical Word about the Table

The table dealing with the correlation coefficients of the supervisory
variables and the two sets of depenlent variables needs a word of explanation.
Within each of the two departments the correlation coefficient reflects the
degree of concommitant variation between the TA's responses to pairs of
questions. Here we are examining the relationship between the degree of
clarity of the supervisor's messages to the TA and the TA's féelings of reward
and overload. A significant correlation coefficient demonstrates that the
paired responses are associated to a high degree.

The interpretation of a measure of the difference between two correlation
coefficients is precisely the opposite of the interpretation of a significant
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correlation. To have a significant correlation Z is to demonstrate that these
two sets of TA's responses (i.e., departments) are not the same.

Comments on the Correlation Table

The two satisfaction measures and the three overload measures were corre-
lated to the three supervisor measures. The three supervisor measures read as
follows: 'To what degree does your current supervisor make clear what he
expects of you in carrying out the functions of your appointment as a Teaching
Assistant?" '"How free do you feel about talking over lecture section or labo-
ratory section problems with the professor who currently supervises or coor=-
dinates the course you teach?" 'From a purely mechanical pcint of view, how
available is your current supervisor or coordinator? (i.e., does he keep
regular office hours? Can you make an appointment to see him?)'" In every
question, the smallest numeral represents the most desired condition (i.e., 1
= the supervisor is very clear in his expectations, he listens to your problems
and he is accessible), A "5" represents undesirable conditions. In a similar
manner, the scales of satisfaction and overload go from "1" representing satis-
faction and no overload to "5" representing dissatisfaction and extreme over-
load.

Interpretation of the Table

We see from the table that the Teaching Assistants in the Botany department

exhibit many clearly significant correlations between the supervisory variables
and the variables of satisfaction and overload. This means that those TA's in

Botany who know what their supervisor expects of them, and who are able to get

to their supervisors to talk over teaching problems have the highest amount of

satisfaction and the least amount of overload. The more ambiguous a supervisor
in Botany is, the more inaccessible he is, the less he is willing to discuss

teaching problems, the more dissatisfaction the TA in Botany has and the greater

feelings of overload he expresses.

Sociology, on the other hand, shows no such association. Few significant
correlations exist among the TA's responses in the Sociology department. Al-
though few significant correlations appear, we can take note of the direction
of the correlation. There is a very slight association going in the opposite
direction to that of the TA's in the Botany department. This suggests that
those TA's in the Sociology department who have clear knowledge of what their
supervisors expect of them and are able to discuss teaching problems with their
supervisors have a tendency to be somewhat dissatisfied, and to express mild
feelings of overload, while those who operate in a more nebulous supervisor-
subordinate environment seem a bit more satisfied.

In contrasting the departments, it becomes evident that significant dif-
ferences appear between the positive correlation of the TA's in the Botany
department and the negative correlations of the Sociology department's TA's.
This particular test serves to highlight the fact that the TA's in the Botany
department are dependent upon their supervisors for satisfaction, while the
TA's in the Sociology department seem to derive their satisfaction from some
other source.

13
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One Final Word on the Table

As a check to see that the supervisory variables were related, an inter-
correlation matrix of the three variables is presented. As can be seen, only
one of the correlations is less than the ,05 level of significance, and this
one has a probability level of 10 percent. This implies that the three vari-
ables are not totally inseparable, and consequently, our measurements of the
variables of satisfaction and overload may have been treated by essentially
only one variable.

The Production Variables

What about the Teaching Assistant's production? One might suggest that
the Botany Teaching Assistants' higher expressions of dissatisfaction are due
to a large teaching load. Is this the case?

The question of the teaching load was approached from three perspectives:
1) the number of student/credit hours the TA teaches, 2) the number of classes
or sections he teaches, and 3) the number of hours he reports working in a
typical week as a Teaching Assistant.

The average student credit hour load for the Botany Teaching Assistants
is lower than that of the Sociology Teaching Assistants, viz.,

No. Average SCH Stand. Dev.
Botany 31 111.55 145,56
Sociology 13 183.85 52.12
Diff. of Means = -72.30
df = 42,00
t= 2.02 (sig. at the .05 level)

In both the number of sections taught and the average number of hours
worked a week the Botany Teaching Assistants again demonstrate significant
differences, viz,,

Sections Taught Botany Sociology Total
No. Percent No. Percent No. Percent
1 34 92 2 13 36 69
2 3 8 7 47 10 19
3 2 _9 6 40 6
37 100 15 100 52 100
x> = 33,00, df = 2, P € .001
Hours Reported Worked in a Typical Week
No. Average Stand, Dev.
Botany 33 14.55 ' 5.21
Sociology 17 20.60 7.84

Difference of Means = -6.05, df = 48, and t = 3.19 (.01 level)
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It seems paradoxical that Sociology, the department classified as having
the highest degree of participation by the Teaching Assistants, reported a
higher number of hours worked with the greater degree of satisfaction and a
lesser feeling of overload or encroachment of "duty" upon their own studies.
Botany TA's reported fewer hours worked per week, higher dissatisfaction with
the assistantship, more overload, and saw the assistantship as impinging on
their own academic progress. The striking feature here is combination of
effort (i.e., hours expended, etc.) and satisfaction. Participative manage-
ment does have an effect upon the performance and attitude of Teaching Assis-
tants. While the reader is cautioned not to make too many predictions about
the outcomes of these findings, it would appear reasonable to assume that
service to the undergraduate varies directly with the amount of time the
Teaching Assistant spends in his teaching function.

The reader should not presume that there is anything indigenous to the
disciplines of Botany and Sociology which would make them more or less con~-
ducive to a given management system. The participative and authority systems
seem capable of operating in any organizational setting.

Conclusion

One striking feature of participative management is the amount of involve-
ment subordinates have in the management of the work tasks. 1In looking at the
first-line teacher, the TA, we sought to see how much governance he felt he
had, and how this degree of governance might affect his attitude towards his
work situation.

We took extremes on the governance scale in order to sce if these two
groups of individuals would react to their position as a TA differently. Our
hypothesis is that the participative msnagement group would be more satisfied
with their duties and express less overload than the TA's under an authori-
tarian system of management.

We found that the Botany department, the department defined as under an
authoritarian structure, had a lighter teaching load yet showed many signifi-
cant correlations between the independent variable of the supervisory relation-
ship and the dependent variables of satisfaction and overload.

In recent years the administrators of colleges and universities have
investigated and adopted more sophisticated management techniques. Model
Simulation, Long-Range Planning, and PPBS are managerial approaches designed
to improve the operating potential of the institution, botl now and in the
future., Since instruction is one of the basic functions of higher education,
and'is an activity performed by a group of people whose salaries generally
consume two-thirds of an institution's operating budget, it would seem a waste
if college and university administrators did not also consider reviewing the
particular management systems used in their institutions.

19
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Footnote
1. The University of Michigan uses the title "Teaching Fellow" to designate
the graduate teaching assistant. Throughout this paper, the more common term
"Teaching Assistant' will be used.
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DIFFERENTTAL WEIGHTING OF TEACHER EVALUATION CRITERIA

E. J. Asher, Jr.
Western Michigan University

The study reported here is actually but a part of a larger study initia-
ted by the faculty of Western Michigan University and carried out by a commit-
tee of the Faculty Senate. The purpose of the larger study was to investigate
measures of teaching effectiveness with the aim of incorporating any relevant
measures into the current merit system of faculty compensation.

The committee's basic task was to investigate che various methods that have
been and might be employed to measure teacher effectiveness. The initial
phase of the investigation concerned itself with an analysis of previous re-
search in the area. This analysis found that reports by such people as
Remmers (1963), Gage (1963), McKeachie (1958), Anderson (1963) and others in-
dicated the following opinions regarding prospects for measuring teacher ef-
fectiveness:

(1) The problems of rating teachers are difficult because (a) teaching is
complex, (b) teaching proficiency is multidimensional, and (c) stu-
dents, faculty and administrators differ in the selection of the
significant attributes of effective teaching.

(2) The present condition of research on teacher effectiveness holds
little promise of yielding results commensurate with the needs of
American education.

These kinds of opinions, as negative as they seem, have not however dis-
couraged these and other researchers. Most writers in the field continue to
hold out some hope and even some expectation for the development of a teacher
evaluation system. Howe (1957) goes even further and indicates that,"1It is
imperative that ways of improving college teaching be devised and evaluated,"
This seems to be the essence of the attitude of those sincerely interested
and concerned for the improvement of teaching in colleges and universities.
Certainly this was the attitude of the committee assigned the task of inves-
tigating methods of evaluating teaching proficiency.

The efforts of this committee to investigate measures of teacher effec-
tiveness inevitably led to the examination of student rating as a potentially
fruitful technique. Such ratings have been and continue to be the most fre-
quently used and discussed methods reported in studies on this subject. Stu-
dent ratings of instructors have been found by Remmers (in Gage, 1963) and
others to be relatively reliable as well as easy to use. However, as noted
earlier, agreement cannot always be reached as to which attributes of teachers
should be rated. It was therefore the purpose of this particular investiga-
tion to study this problem; that is, to study the basis, if any, for the dif-
ferential selection or weighting of the criteria of effective teaching.

Previous research has shown, as reported in Gage (1963), that student
rating and probably criteria selection as well are unrelated to the instruc-
tor's sex, popularity, or rank. However, the fact that instructors, students,
and administrators disagree on the selection of these critevia (Anderson and
Hunka 1963) suggests that there must be some basis ior such differences. It
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was therefore the aim of this study to investigate the academic subject area
as a potential factor in criterion selection or weighting.

This study started with a list of 35 criteria of effective teaching pre-
viously selected by the total faculty of the University. This selection was
made in response to an initial screening by the teacher evaluation committee
to establish some base for determining whether or not student ratings might be
accurately employed and if so what criteria should be used. These 35 criteria
items were then resubmitted to selected faculty and student groups represent-
ing six "basic' academic or subject areas of the University. These areas vere
business, education, engineering, English, mathemauics-physics, and sociology.
It was felt that these areas would provide the maximum opportunity to identify
significant differences in the rating or weighting of i:he criterion items.
These groups were asked to rate each of the 35 criterion items on a five point
scale from most to least important in identifying the «ffective teacher. Item
weights were then computed for each group represented in the study.

Results

A summary of the findings of this study are presented in Tables 1 and 2.
These tables provide a comparison of the various academic groups used in the
study. Significant differences among the groups were computed for each cri-
teria item. The statistic used in computing these différences was the Tukey
procedure of multiple comparisons, described in Winer (1$62). The procedure
employs a pooled error term and attempts to maintain the same significance
level (.05) for all comparisons.

The basic information from this study is presented in Table 1 showing the
weights assigned to each criterion item by each academic group. The items are
ordered in the table as they were presented to the faculty member for rating.
The names for each item have been abbreviated, but it is hoped that the major
idea remains. These comparisons show that each group's weighting of criteria
differs to some degree. Some groups differ significantly on weighting of 13
of the 35 rated criteria items, others differ on as few as 1. The essential
feature of these data is that there are a number of significant differences
among groups as well as within groups.

As a result of these differences, an attempt was made to see if some
pattern of criteria weighting could be identified for each group. One way of
doing this was to examine the data for any pattern identifiable in the most
heavily weighted items for each group. This analysis should describe, at
least in part, any value system associated with teaching in each of the aca-
demic areas. These data revealed the following items as being most heavily
weighted and unique for each group:

Business v Stimulates Students

English ' Intellectually Curious
Stimulates Independent Thinking

Education Enjoys Teaching
Respects for Rights of Others
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Table 1

ITEM WEIGHTS FOR TEACHER EVALUATION CRITERIA
BY ACADEMIC AREA

Item Bus. Educ. Engin. Eng. Math-Phys. Soc.
Knowledge* 4.1 3.90 4.68 4.21 4.48 4.58
New Developments in Field#* 4.00 4.05 4.32 3.58 3.70 4.05
Related Knowledge* 3.00 3.10 3.00 2.92 2.48 2.63
Intellectual Curiosity 4.33 4,15 3.26 4.50 3.43 4.26
Contagious Enthusiasm 4.67 4.41 4.26 4.54 4,00 4 .42
Enthusiasm for Teaching 3.88 4,75 3.89 3.75 3.65 3.79
Stimulates Learning# 4.55 4.55 4.47 4.45 4,04 4.37
Communicates 3.67 4.50 4.16 3.58 2.96 3.47
Listens to Student 3.78 4.45 3.53 3.83 3.17 3.74
Explains Problems 3.22 3.55 3.89 3.79 3.65 4.10°
Organizes Course 3.00 3.45 4.42 3.54 3.35 3.68
Selects Important Information 3.00 3.25 4.21 3.33 3.56 3.53
Expiains Applied Theory 3.33 3.20 4.18 3.29 3.26 3.68
Makes Facts Relevant 3.11 4£.10 3.18 3.08 2.48 2.84
Encourages Questions 3.44 4.05 3.27 3.96 3.56 3.84
Respects Rights of Others 3.89 4.65 3.72 3.96 3.39 3.84
Stimulates Independent Think. 4.11 4.55 3.80 4.62 4.09 3.95
Stimulates Additional Study* 3.44 4.05 3.37 4.09 4,00 3.84
Knows Each Student 3.78 4.35 3.95 3.71 3.09 3.05
Helps After Class* - 3.22 3.50 3.72 3.45 3.61 3.16
Respect for Other Opinions 3.78 4.45 3.45 3.83 3.04 3.79
Patient 2.67 3.45 3.36 3.46 3.78 3.00
Energetic 2.67 2.85 3.27 3.04 2.61 2.05
Accurate Self-Perception 2.55 4.20 2.89 3.12 2.85 2,95
Self-Assured 3.22 2.95 3.63 3.00 2.91 2.47
Sense of Humor 3.00 3.85 3.05 3.50 2.91 2.63
Is Not Perfect* 2.67 3.25 3.21 2.92 2.78 3.05
Attends Class 2.22 3.05 4.21 3.04 2.74 2,53
Fair Student Evaluation 3.11 4.10 4.16 3.71 3.43 4.21
Uses Variety of Tests 2.33 3.00 3.00 2.4% 1.96 2.58
Returns Papers Promptly* 2.67 2,95 3.16 2.79 2.48 2,53
Responds to Papers 2.44 3.15 2.89 3.67 2.65 3.32
Tests for Understanding 3.11 3.10 4.18 3.91 3.65 3.74
Updates Tests 3.00 3.20 3.68 2.88 2.74 3.26
Prevents Cheating 2.00 2.20 3.10 1.79 2.61 2.42

NOTE: .82 Diff. is significant at .05 level for all comparisons.
*Item with no significant differences. -
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Engineering Knowledge of Subject
Organizes the Course

Math-Physics Knowledge of Subject

Sociology Knowledge of Subject
Contagious Enthusiasm

It would appear from this form of analysis that each of the academic areas has
its own somewhat unique pattern of values so far as the most heavily weighted
teacher evaluation criteria items are concerned.

Another kind of pattern was noticeable in examining the lowest rated cri-
teria items. Here the indication was, of course, that the lowest rated items
vwere the least valued teacher evaluation criteria. In this inctance, the
Business faculty placed the lowest value on activities related to testing and
their own class attendance. The Education faculty rated the traits of being
energetic and self-assured along with preventing cheating as low. English
seemed to be a combination of these--they rated using a variety of tests low
along with prevention of cheating. The faculty in Engineering rated few items
extremely low. Sociology, however, rated having related knowledge, being ener-
getic and being self-assured lowest. The Math-Physics faculty rated using a
variety of tests, making facts relevant to the students and the prevention of
cheating as their lowest. In all of these, as in the highest rated items, one
factor seems obvious: each subject or academic area seems to be unique with a
pattern of values (expressed as criteria weights) which is distinct and differ-
ent from most, if not all others.

A further attempt has been made in Table 2 tc summarize the number of
significant differences in item weights obtained when comparing the various’
academic groups. The data in this table indicate the extent of the difference
among groups, although obviously not the nature of the differences. It may be
seen here that the Business faculty differed from the Education and Engineering
faculties in its weighting of roughly one-third of the criteria items. They
do not, however, differ greatly from the other groups. On the other hand,
both the Education and Engineering faculty groups differed from every other
group on the weighting of 6 to 10 of the criteria items; and these two groups
further differed between themselves on the weighting of 13 of the 35 items.
The remaining groups differed to some extent from each other, but in no in-
stance did such differences reach the levels of the above.

In compiling the data for Table 1, it was noted that there were nine
items for which there were no significant differences between groups. This
agreement might be construed by some to be one reason to select such items for
a teacher evaluation scale. However, if such items were to be used they should
probably not only represent agreement, but should carry the heaviest weight or
occupy the same position for every group. This unfortunately is not the case
for these nine items. Four of these nine are heavily weighted, but the other
five are not, Also, the heavily weighted items do not represent the most im-
portant factor or criterion to each group. Therefore the only conclusion that
may be drawn from this agreement is that these items should carry similar
weight for all groups and most of these items should probably be in any eval-
uation scale,
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Some further data was collected but is not represented in these tables.
This was the data collected from students in wost of the academic areas =bove.
The student data confirms, in general, the previous findings, i.e., a pattern
of differences among academic areas. The students differ only slightly from
the faculty in their weighting of criteria items. The differences in these
instances were in the direction of heavier weighting to student-oriented items
such as retirning papers, fair testing and evaluation, and preventing cheating.
The general impression gained from the student data is that students expect
different things from different instructors based on the type of subject being
taught, and that these expectations can be and are expressed as differential
weights assigned to criteria of effective teaching.

Table 2

NUMBER OF SIGNIFICANT* DIFFERENCES BETWEEN GROUPS
FOR THE TOTAL OF 35 TEACHER EVALUATION CRITERIA ITEMS

Bus. Educ. Engin. Eng. Math-Phys. Soc.

Business X 8 8 3 1 3
Education 8 X 13 4 10 6
Engineering 8 13 X 7 7 7
English 3 4 7 X 3 2
Math-Physics 1 10 7 3 X 1
Sociology 3 6 7 2 1 X

*Significant at .05 level.

Conclusions

This study represents an attempt to explore the differential weighting of
teaclier evaluation criteria. Previous publications and observation have sug-
gested that faculty members disagreed on the selection of such criteria. How-
ever, few studies have dealt directly with such disagreement. The findings of
this study indicate that the weighting of evaluation criteria does differ signi-
ficantly, and that these differences are dependent upon the academic area or
group represented. Therefore, it is suggested that the weighting and probably
the selection of the teacher evaluation criteria should be made by the aca-
demic or subject group upon which the evaluaticn instrument is tn be used.
There is also another reason for such a suggestion. The acceptance of any
evaluation plan is normally enhanced when the group being evaluated select the
criteria as well as the evaluation instrument. Thus, this study suggests that
teacher evaluation scales or instruments should be tailored to the needs and
neculiarities of the particular academic group upon which it is to be used.

The data suggests that the observed differences in instructors' weighting

8l
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of criteria items may be related to a set of more deeply seated differences in
instructional aims or goals. It appears that each discipline has its own meth-
ods of teaching and that these are closely ticd to the goals or aimc of the
instructor and the subject area in which he is teaching. This latter observa-
tion seems particularly appropriate for at least two of the academic areas
studied here, Engineering and Education. 1In the case of Education, this obser-
vation seems especially noteworthy. The fact that professional educators
differ in the values they place on teacher effectiveness criteria from all
other groups suggests that educators have adopted a set of aims or goals that
is best suited to their own instructional area, and that these differ from
those adopted by other groups.

While the results of this study are in no way conclusive, they do offer
two basic suggestions. First, that more research into the basis for selecting
and weighting teacher evaluation criteria 13 needed. (This is particularly
true 1f progress is to be made in rewarding effective teaching.) Second, if
new teacher evaluation instruments are to be developed, the necessity of tai-
loring the instrument to the characteristics of the teaching situation should
be carefully examined.
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A SURVEY OF FACULTY WORKLOAD
POLICIES OF SELECTED UNITED STATES UNIVERSITIES

Emmett T. Kohler
Mississippi State University

On October 24, 1967, the President of Mississippl State University estab-
lished an ad hoc committee to investigate current practices and to make recom-
mendations for a firm university policy on faculty loads and overloads. To be
included in this investigation would be faculty involvement in consulting,
official assignment in professional organizations, etc. The Vice President for
Academic Affairs, Chairman of the committee, called the committee to acticn
during the fall of 1967. In an attempt to gain information as to other univer-
sities' practices in relation to theilr faculty loads, a subcommittee was estab-
lished to prepare the questionnaire used to solicit the information summarized
in this report, ¥

This report follows closely the general scheme of the questionnaire that
was distributed. Preceding the three data-presenting sections is a brief de-
scription of the procedures used to gather the information. The first section
is a description of the universities and the regions responding. The second, a
general one, summarizes the information gained about limits placed on nonteach-
ing, nonresearch activities of the faculty. The third section is a summary of
the information gained about the administrative handling of research personnel
and research time.

In each major section the question of interest is presented. Next, the
table related to this question follows, if necessary, a description of how the
data were summarized or a list of definitions is provided.

Procedures

The questionnaire was developed by the subcommittee through a series of
meetings during the fall of 1967. After construction of the questionnaire,
sample copies were sent to the other members of the committee for their com-
ments and recommendations. The final product was then reproduced along with
a cover letter sent under the Vice President for Academic Affairs' signature.
The questionnaire and cover letter, along with a stamped self-addressed return
envelope, were sent to eighty-one colleges and universities throughout the
United States. The population frame used to select the sample of respondents
was the Education Directory. In most cases our inquiries were addressed to
the Academic Vice President or the Dean of Faculties at the institutions se-
lected.

The analyses were very simple. In most cases only a frequency and a per-
centage of total number responding are reported. In general, it should be noted
that although we had approximately a‘'seventy-five percent return, in virtually
no case did we have complete data from all seventy-five percent. Therefore, 1if
a percent is reported, it is a percentage of those schools responding to that
particular question. In many cases a school responded for one section but not
for another. 1In general, the tallying procedure was highly subjective. This
was due, in part, to technical imperfectir1s in the questionnaire. Many of the
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administrators reporting found the questionnaire format not always flexible
enough for them to report their school's activity. As an indication of their
professional interest, these administrators supplied narrative statements of
their schools' policies. The present investigator attempted to read these
narrations and catalogue them into the restrictive format of the questiornnaire.
Any errors or poor decisions are his and not those of the respondents.

General Information

In the process of carrying out the charge given the general committee, the
question arose as to whether a university had any right of control over the
activities of its professional personnel. The result of the discussion within
the committee eventually polarized around "working hours" and "spare time"
activities. Tables 1 and 2 summarize the data obtained for these two somewhat
unclear distinctions.

Table 1 is a summary of the responses to the question: Are limits placed
on the nonteaching activities of the faculty during "working hours"?
Table 1

ARE LIMITS PLACED ON NONTEACHING ACTIVITIES
OF THE FACULTY DURING "WORKING HOURS'?

Responses
Yes No Omits
Type of Activity Percent No. Percent No. Percent No.
Consulting 52 32 13 8 35 22
Business participation 50 31 13 8 37 23
Avocations 40 25 23 14 37 23
Research 8 5 52 32 40 25
Scholarly writing 5 3 56 35 3% 24
Community service 18 11 43 27 39 24

The categories vsed in Tables 1 and 2, we believe, are self-explanatory
with the possible exception of business participation and avocations. The
former means the participation of the faculty member in a business endeavor,
as either owner or employee. Avocations mean such things as operating farms,
investment counseling, real estate development, etc. Community service is
considered to be community service in the broadest sense and is to include cuch
things as church work.

In response to the question about limitations placed on nonteaching activ-
ity during "spare time," Table 2 is presented.
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Table 2

ARE LIMITS PLACED ON NONTEACHING ACTIVITIES
OF THE FACULTY DURING "SPARE TIME"?

Responses
Yes No Cmits
Type of Activity Percent No. Percent No. Percent No.
Consulting 35 22 37 23 27 17
Business participation 34 21 39 24 27 17
Avocations 23 14 48 30 29 18
Research 2 1 71 44 27 17
Scholarly writing 2 1 74 46 24 15
Community service 3 2 73 45 24 15

The data presented in the preceding two tables indicate the trend is not
to place limitations on "spare time" activities of any type. However, Table 2
indicates consulting, business participation, and avocations activities are
more likely to have limitations placed upon them than are research, schoiarly
writing, and community service activities.

One general remark,,which may be of interest, is that one respondent noted
that it was very difficult to define "spare time." Another indicated that
"spare time' had no meaning in their concept of faculty activities. Both of
these are good points. '"What are working hours?" and "what is spare time?" are
questions at the base of this problem. It is a philosophical point about how
much influence should a university or any employer have over the "spare time"
of their professional employees.

If the university operates an eight to five shop, then "spare time" is
relatively easy to define. But since very few institutions of higher learning
operate on this base, "spare time" becomes a nebulous entity. It would be of
interest to see if the respondents could provide a definition of "spare time
and '"working hours.'

Activities Other Than Teaching and Resecarch

The problem of work loads seems to divide itself into three nonmutually
exclusive compartments. These are teaching, research, and "other university
activities." The present section will be concerned with the last category--
activities other than teaching and research.

Activities other than teaching and research are defined here as consult-
ing; active owner or employee of a business; writing for which compensation is
expected; and avocations such as farming, real estate development, etc. Here
again, these are not mutually exclusive categories. One can easily think of
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examples that cut across all categories. However, they do help organize this
section. Consulting and writing are rather clear examples of a university
professor's activities. The owner of a business and the pursuit of avocations
are not quite so clearly related to the university life, but it is common knowl-
edge (at least on our campus) that these activities are pursued with some vigor
by our colleagues.

The tables in this section are the result of our attempt to discover trends
in the attitude towards and control of these four classes of activities. Since
it was generally agreed that consulting was one of the most perplexing prob-
lems, some added effort was expended to gather information about this activity.

Table 3 is a summary of responses to the inquiry of how consulting work is
encouraged. Here subjective judgment was used in categorizing the responses
into the five general areas presented.

Table 3
HOW IS CONSULTING WORK ENCOURAGED?

Percent of total

Method responses Frequency

Policy statement 42 9

By permitting it 38 8

Salary raise evaluations 5 1

Efforts of dean 5 1

Recognition 10 2
Total 100 21

Table 4 summarizes the responses to a question that attempted to establish
the methods that the universities used to account for the limitations placed
upon consulting work and other activities. It may be of interest to note that
four universities considered it important enough to note that the accounting
system was used for consulting only. The exact reason for this was not un-
covered through the questionnaire. It may be of interest to find out exactly
why these universities felt that consulting should be considered different from
some of the other activities described in Table 2,

In an effort to gaim information as to how effectively these limitations
operated, the question was asked: Do these restrictions satisfactorily pro-
vide protection of quality teaching? A summary of these responses is found in
Table 5.



83

Table 4

BASES USED TO ACCOUNT FOR LIMITS PLACED ON
CONSULTING AND OTHER ACTIVITIES

Percent of total
Method responses Frequency

I. General

1. Days per week 35 18
2. Days per month 6 3
3. Days absent 4 2
4. Class meetings missed 2 1
5. Various combinations of items
1 through 4 listed above 11 6
6. Contact hours 2 1
7. Not applicable 8 4
8. No response 25 13
II. Consulting only
1. Days per week 4 2
2. Days per month 4 2
Total 100 52
Table 5
DO THESE RESTRICTIONS PROVIDE SATISFACTORY
PROTECTION OF QUALITY TEACHING?
Percent of total
Response responses Frequency
Yes 59 34
No 9 5
Don't know or uncertain 14 8
No response 19 11
Total 100 58

Those universities which felt that there was a distinction between schol-
arly writing and professional consulting were asked to provide us with the major
basis for the distinction. Table 6 summarizes these responses.

 In summary, this section attempted to draw together various dispositions
toward activities other than research and teaching. The focus of this section
was primarily consulting. The general trend appears to restrict consulting in
a formal way, such as one day a week. The other three categories are limited
informally through the general control device of nonhindrance of official duty.
The respondents felt that the restrictions placed by them do help protect qual-

87
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Table 6

BASES OF DISTINCTION BETWEEN SCHOLARLY WRITING
AND PROFESSIONAL CONSULTING

Percent of total
General Category responses Frequency

"More scholarly"; '"requires more pre-

cision and on a higher level"”; "writing

brings more scholarly distinction to

the university." 39 12

"Writing enhances teaching”; "“more inti-
mately related to teaching." 16 5

Writing is part of normal university
requirements. Consulting is not. 13 4

"Writing is less likely to interfere
with university duties." 10 3

A variable distinction. They are considered
the same for some colleges, different for

others. 10 3
No comment. 13 4
Total 100 31

ity teaching. Over one-half of the respondents viewed writing as different from
consulting work, and most of these indicated that writing is on a higher pro-
fessional level.

Research Activity

How important is research's role in the university's activity? Table 7
summarizes the responses to the question: To what extent is research expected
of the faculty?

Table 7

TO WHAT EXTENT IS RESEARCH EXPECTED OF THE FACULTY?

Percent of total

Extent responses Frequency
Required 7 4
Necessary for promotion to senior faculty 2 1
Major factor for advancement 68 38
Minor factor for advancement 14 8
Dependent upon terms of contract 2 1
A factor but unclassifiable 7 4

Total 100 56
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It was at this point that consider: tion was given to dividing the responses
to the next question. The responses of the universities which considered re-
search a major factor are summarized in Table 8.

Table 8
SUMMARY OF RESPONSES OF THOSE UNIVERSITIES THAT
EITHER REQUIRE RESEARCH, MAKE IT NECESSARY FOR PROMOTION,
OR CONSIDER IT A MAJOR FACTOR

A. 1Is time for research released from teaching?

Percent of total

Response responses Frequency
Yes 83 36
No 5 2
Other 12 5
Total 100 43

B. Summary of responses related to rate of compensation of research.

Percent of total

Category responses Frequency
Higher than for teaching 0 0
Same as teaching 92 33
Lower than teaching 0 0
No response 8 3

Total 100 36

Some general comments by the respondents on released time may be of in-
terest. 1In some cases released time could not be specified in "cut and dry
terms." Also, for example, "sponsored research was always yes," and "depart-
mental research was sometimes.” And if departmental research was part of the
required workload of a faculty member, it was released.

Is government-sponsored research ever assigned to faculty members who have
a "full teaching load"? The summary appears in Table 9., For those persons who
answered yes, the question was asked: 1If yes, is compensation in addition to
that paid for teaching? The summary of these responses appears in the second
portion of Table 9.

The bases for the additional compensation were 1) A rate of one-tenth of
the nine month salary. 2) The other responded that it was done through a con-
tract with the Academic Dean.

Is there a difference in the compensation base for research as compared
with teaching? The summary of the responses to this question can be found in
Table 10. For the five people who indicated there was a difference, the bases
for the differences are summarized in the second portion of Table 10.
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Table 9

IS GOVERNMENT-SPONSORED RESEARCH EVER ASSIGNED
TO FACULTY TEACHING A "FULL LOAD"?

Percent of total

Response responses Frequency

*Yes 14 8

No 81 47

No response 5 3
Total 100 58

*If yes, is compensation in addition to that paid for teaching?

Percent of total

Response responses Frequency
Yes 25 2
No 63 5
No response 12 1
Total 100 8
Table 10

IS RESEARCH COMPENSATED AT THE SAME RATE AS TEACHING?

Percent of total

Response responses Frequency

Yes 86 50

*No 5 3

No response 9 5
Total 100 58

*If no, what is the nature of the difference?

Percent of total
Response responses Frequency

For externally sponsored research:

1. Higher (1/3 academic year
salary for research vs. 1/4
academic year salary for
teaching) 66 2

2. $1,000/course taught vs. 2/9
academic year salary 33 1

Total 100 3
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In summary, it appears that research is an important faculty activity in
the schools surveyed, as indicated by a trend to provide release time for re-
search. In the majority of cases, research pay was the same as for teaching;
and extra compensation for research was not generally permitted.

Footnote

1. Department of Health, Education, and Welfare, Education Directory, 1966-
1967, Part 3, Washington: U. S. Government Printing Office. 1967.
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SURVEYS INTO DEMAND CONDITIONS FOR POST HIGH SCHOOL
EDUCATION AND TRAINING IN THE NORTH:
A REPORT ON RECENT ALASKAN EXPERIENCE WITH COMPARATIVE IMPLICATIONS

Robert C. Haring
University of Alaska

Forecasting the demand for continuing education beyond high school by anal-
ysis of plans is only modestly well developed as a research technique in urban
markets and the highly industrial states. Efforts in this same direction of
forecasting demands and interest levels of youth graduating from rural areas are
even less sophisticated. This article summarizes four years of survey research
into these demand conditions in Alaska on a state-wide basis and with particu-
lar emphasis upon the rural population and persons of Native origin.

In 1964, initial surveys were developed and market testing was begun among
pretest samples of high school seniors in the Fairbanks, Alaska area. At six
months intervals these test groups were gradually expanded to include extreme
cases of social, economic, and cultural background. By spring 1967 a fully
tested questionnaire was in its third major revision. It could be mass adminis-
tered to smaller groups in rural areas and still provide in-depth information
well in excess of experiments accomplished annually in most other states.

Scope, Method of Research and Design of the Study

The present survey, covering educational plans of high school seniors in
Alaska, was accomplished on a state-wide basis. The sample was drawn from all
high school units in the state--private and parochial--and specifically included
Bureau of Indian Affairs-operated schools where Alaskan Natives were in resi-
dence. Thus, the results comprised a relatively large, stratified random sample
of the state high school senior population in terms of geographic coverage.

In the major urban areas of the state, questionnaires were personally dis-
tributéd to the students and administered locally. For all other units, in-
cluding remotely situated schools, direct mail questionnaires were dispatched
to the individual residences, along with return mail provisions. Overall, some
1,004 responses were received which represented 72 percent of the questionnaires
dispatched. Analysis of the response rates by geographic region strongly sug-
gested that the results were relatively free of sampling error. In addition,
comparisons to earlier pretest groups demonstrated a strong correspondence in
the profile of senior classes for specific units.

Basically the study was designed to provide basic background and expecta-
tional information on each senior, noting of course, that it is provided by
himself rather than verified through formal records. Spot checking of individ-
ual cases against school records revealed no deviations in student reporting
as opposed to the available facts. This basic information is (a) social and
economic background of the student in terms of age, sex, race and occupation of
his/her parents; (b) school unit from which he is graduating in terms of its
location, class size, legal organization and city size in terms of its popula-
tion drawing capacity; (c) a logical profile or set of post-high school plans
incorporating the alternatives of college-bound expectations, technical and
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Table 1
SUMMARY OF 1967 TEST GROUP AND 1968 STATEWIDE SURVEY OF
ALASKAN HIGH SCHOOL STUDENTS PLANNING TO ENTER COLLEGE,
AS OF EACH RESPECTIVE SPRING
Sex: Race: Total Respondents
Males Females Natives Non- Percent Percent
Type of Plan Natives
or Expectation 1967 1968 1967 1968 1967 1968 1967 1968 1967 1968

(1) College Plans: (No. Persons)

To Attend 111 298 121 322 37 60 195 553 57 62
Not to Attend _43 _38
Total 100 100
(2) College to Attend: (In percent)

4-year College 88 88 90 87 89 76 89 89 89 88
Jr. College 11 10 6 9 11 22 8 8 8 9
Other 1 2 b 4 0 2 3 _3 3 3

100 100 100 1 100 100 100 100 100 100

o
o

(3) Subject of Interest: (In percent)

Sci. and Tech. 30 40 15 15 22 28 22 19 22 27
Art and Hum. 3 13 7 22 0 13 6 14 5 17
Soc. Sci. 32 28 49 52 49 40 39 41 41 41
Undecided 35 19 29 11 30 19 32 15 32 15

100 100 100 100 100 100 100 100 100 100

(4) Plan to Teach: (In percent)

18 14 38 35 22 26 30 25 28 25
(5) Location of College: (In percent)
U. of A. 40 32 43 24 35 42 42 26 41 28
Lower State 42 50 46 57 32 42 47 56 44 54
Unknown 16 12 10 8 27 7 10 10 13 10
Other .2 _6 _1 1 _5 10 _1 _8 _1 _38
100 100 100 100 99 100 100 100 9 100
(6) Reason for Entering a
College Outside: (Unlimited choices)
Preference 61 57
Better Education in Field 30 30
Family Leaving 15 2
Scholarship 7 6
Other 32 49

(In percent of respondents)

Source: Alaska High School Expectations Study (1968).
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Table 2

SUMMARY OF 1967 TEST GROUP RESPONSES AND 1968 STATEWIDE SURVEY
OF ALASKAN STUDENTS WITH VOCATIONAL PLANS, AS OF EACH SPRING

Preference of Non-College 1967 1968
Bound Respondents Percent Percent
Work Full Time 27.7 22.5
Military Service 25.4 16.1
Vocational Training 22.0 26.3
Marriage (for Females) 11.3 16.9
Youth Programs 2.3 1.3
Other or Unknown 11.3 16.9

vocational interests, military service, full-time work, etc. (Part-time parti-
cipation in these activities is also designated); (d) the subject matter field
of study, or vocational interest; (e) varying degrees of interest and apparent
motivation (or uncertainty).

Taken altogether the study design provided adequate detail from the survey
results for an in-depth statistical analysis for the state and many component
subregions. 1In addition, it represented the basis for additional study of the
student groups, especially in terms of academic prediction and follow-up during
a continuing educational life cycle.

Summary of Findings

There are several significant findings of the 1968 state-wide survey.
These are also substantiated by prior studies. Much of the overall quantita-
tive detail is available by examining Tables 1 and 2. The major findings are
these:

(1) Over 70 percent of youth surveyed indicated college or voca-
tional training aspirations. College-bound persons accounted
for approximately 60 percent, and vocational programs the
remaining 10 percent.

(2) Considering continuing educational interests as comprised of
college and vocational programs, the overall level of interest
per capita expressed by Natives and non-Natives might be con-
sidered similar, about 70 percent of each group.

(3) Fifty percent of college-bound youth expected to leave the
state to continue their education. A similar emigration was
apparent in vocational training. Marginally significant dif-
ferences appeared among Natives and non-Natives with the
Native youth demonstrating slightly higher tendencies to
remain in Alaska following high school graduation. Conversely,
a majority of aspiring students were planning not to attend the
State University.

9
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(4) The overall rate at which students reported college and voca-
tional interests varied by region and race more than according
to the other variables tested. The regional differences were
not large by comparison, except that rural areas, typically
containing smaller secondary schools, reflected in their gradu-
ates a lower propensity to attend college and training programs.

(5) High school seniors of age 19 and older were predominantly
Native (by a 5 to 1 ratio), male (by a 2 to 1 ratio), and in
the majority cross-correlated with parents in industry/occupa-
tional codes 8, 9 and 30 (unknown or unemploved). It is obvious
from the evidence that a significant number of Natives are "held
back" in school on an age-wise basis. Native respondents ex-
pressed a level of interest in vocational programs of roughly
6 to 1 by comparison to the non-Native persons. Similarly, the
number of non-Natives who planned participation in college pro-
grams was materially higher.

(6) High school graduates who were not planning to attend college
or vocational programs immediately, by and large recognized a
delayed interest in returning to such programs after military
service, on a part-time basis, etc. A mere 6 to 7 percent
were uncertain of their plans as reported in the survey.

(7) Twenty-five percent of college-bound persons indicated an
interest in teaching as a career, although women outnumbered
men in this respect by a 2 to 1 ratio.

Some Implications

The =urveys provided a wealth of basic information which is highly useful
and pertinent to a great variety of questions and public policy problems of
Northern primary-secondary-continuing educational systems. The practical uses
of these data in educational planning are many, including the forecasting of
programs desired, the "needed" extent and location of facilities and estimates
of the students who will attend. A survey of these young adults, of course,
sidesteps important questions about the "adequacy" of their counseling, and
likelihood that they will pursue academic and vocational programs successfully.
Therefore, additional and more detailed, factor-oriented analysis and in-depth
studies are appropriate.

In this report, the Northern manpower resources have been viewed princi-
pally in terms of new additigns to and upgrading of the labor force from
secondary school graduation. Other major segments of the regional labor
market remain important, but relatively unexplored. 1In particular, persons
leaving primary and secondary schools (exclusive of migration to other schools)
prior to graduation and many out-of-school youth, who had earlier completed
secondary school, warrant swecial consideration for manpower and tiaining pro-
grams. Also, the factors of immigration and emigration, which are clearly
apparent and importent in certain urban communities, are questions of fact
about which currently available statistics provide limited understanding of the
magnitude of these factors in Northerly areas.

- e
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The flow of aspiring youth from smaller school units generally was so
limited that the question--What is the minimum effective high school enrollment
size?~-became apparent in the paucity of college recruits and obviously large
dropout rate prior to grade 12. Regional high school units, more prevalent in
the Canadian North than Alaska, are a first major step in improving efficiency
in the cost and quality of secondarv education.”™ The second logical step in
further inquiry would be additional research into the curricula followed and
student performance of these same social-economic groups. Finally, comparative
studies might be instituted on an international scale concerning these aspects
of Northern education,5 beginning at first with Canadian-American projects.

Footnotes

1. A relatively long and continuous series of regional high school expecta~
tions, covering 17 years, is available for Hawaii. See Secondary School Status
Survey, Honolulu: Department of Education Reports No. 30 and 50. In terms of
nation-wide data, for example, Education Testing Service, Follow-up Study of a
Nat10na1 Sample of High School Seniors: One Year After Graduatlon Pr1nceton,
N. J. College Entrance Exam Board, Statistical Analysis Report SR - 65 - 62,
1965.

2. R. C. Haring, Alaska High School Expectations Study: Survey Research on
Demand Conditions for Post-Secondary Education and Training in Alaska. College:
University of Alaska, 1968. The term Native, as used in this article and re-
search reports cited, refers to persons one-fourth (or greater) Eskimo, Indian
or Aleut origin.

3. For comparison purposes, see Organization for Economic Co-operation,
Manpower Policy and Programmes in Canada, Paris: OECD Reviews of Manpower
and Social Policies No. 4. 1966.

4. A dated but adequate descriptive comparison may be found in Joan Ryan, "A
Comparative Survey of Native Education in Alaska and the Northwest Territories,"
College, Alaska, University of Alaska, unpublished thesis, 1959.

5. A prelude to such an effort is, in fact, on the drawing board at present.
It is the International Conference on Northern Education, sponsored by the Ford
Foundation, which will be held in August, 1969, at Montreal.
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LONGITUDINAL ANALYSIS OF SELECTED ACHIEVEMENT, APTITUDE, AND
INTELLIGENCE FACTORS OF VIRGINIA PUBLIC SCHOOL GRADUATES
WHO MATRICULATED AT THE UNIVERSITY OF VIRGINIA, FALL 1967

Alton L. Taylor
University of Virginia

Even though more students are applying for and are entering the University
of Virginia and other colleges each year, the nature of the entering college
student has received little attention other than through an analysis of data
accumulated in the late years of the secondary school and through followup
studies in college. 1In order better to understand the intellectual and achieve-
ment measurements traditionally taken at the secondary level, an analysis of
information accumulated over a longer period of time would providc¢ a longitudi-
nal profile from which changes in student achievement patterns could be observed
and more dependable predictions of academic performance in college could be
made. It is on the premise that if complete and comprehensive information about
college applicants were available over an extended period of time, then problems
associated with decisions required of admissions officers could be reduced and
selection would be more dependable,

Stability and Change of Selected Behaviors

Bloom began investigating research reports on stability and change in human
characteristics during the year he was a fellow at the Stanford Center for the
Advanced Study of the Behavioral Sciences. After examining years of research on
stability and change in human characteristics, Bloom (1965) suggested that data
collected over a period of years by the public schools provided a valuable
source for longitudinal studies and could be analyzed for practical educational
purposes. He showed that the ability to predict long-term consequences of en=-
vironmental forces and developmencal characteristics is increasing and, thus,
the responsibilities of the home, the school, and society can be more clearly
defined,

Bloom observédd that '"The relation between parallel measurements over time
is a function of the levels of development represented at the different times"
(p. viii). This means that human characteristics develop at varying rates for
an individval and reach a maximum peak at which time there is minimal or no
additional change in behavior. For example, parallel measures of human growth
in height tend to show definite changes from about age 2 to age 12, but little
or no change in height occurs from 15 to 20 years of age.

Odum (1940) investigated the stability of achievement differentials as
revealed by scores recorded from objective tests administered during the four
years of high school. He reported that the relative performance of pupils in
the same subjects was fairly stable after the tenth grade. This means that
tenth-grade scores are as good as eleventh-grade scores to predict twelfth-
grade scores in the same subject.

Humphreys (1968) studied the stability of college student performance from
the freshman year to graduation. He reported that the academic performance of
college students was very unstable from the first year in college through the
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senior year.

A series of independent observations have been taken during the public
school history on each student in the population used in this study and under
conditions that make the observations comparable at different points in time
for the same individual., Often these observations measure the same human char-
acteristics, The record of these independent observations of the population
permit an analysis of change in the selected human behaviors over an extended
period of time.

Prediction of Academic Success

Admissions officers at the University of Virginia, and in colleges and
universities across the country, have the task of selecting from multitudes of
applicants the students who not only can but will successfully complete the
college academic program, as well as those students who will develop optimally
in social and physical features. Many colleges continue to rely upon high
school achievement and aptitude measurements as prime indices for admission.
These indices have been adequate for a large part of the applicants.

Numerous studies have predicted college grade point averages from apti-
tude and achievement data collected at the secondary level. Fishman (1963)
related that the current state of affairs in college selection and guidance
research is disturbing because the predictions have left so much to be desired.
He further exemplified that predictive studies on college students have not
changed over the past two decades, and that when high school achievement scores
and class rank measurements were used, no significant changes in the findings
of college predictive studies have occurred over the past four decades.

Byrns and Hennon (1935) recommended that college predictive studies con-
sider independent factors obtained prior to high school attendance. They
stated that "The four-year high school average and the psychological tests
given during the senior year in high school are both obtained so late in the
educational career of the student that on the basis of these factors he (the
student) can be given only a hasty and often negative guidance" (p. 877).
Byrns and Hennon also concluded that successful college work can be predicted
from an intelligence test taken at the fourth-grade level.

A. J. Brumbaugh (1960) supported the importance of knowing more about
college students than the standard age, sex, geographical origin, rank in gra-
duating class, and performance on achievement and aptitude tests. He suggested
that a much broader basis of information was desirable in order to understand
the intellectual and personal characteristics of college students.

A, W. Astin (1965), in suggesting potential uses of data collected through
massive testing programs, recommended studies of corplex relationships among
basic psychological and demographic variables, e.g., detailed analysis of the
relationships among academic ability, achievement, and socio~economic status.
He contended that the results of such comprehensive analyses should provide a
wealth of basic information for future research and theory.

The University of Virginia, like many other state universities, is under-
going a period of active growth. 1In the past, about one-half of the entering
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undergraduates were residents of the State of Virginia. It is possible that
in the future the proportion of undergraduates entering the University of Vir-
ginia from the State of Virginia will increase. Such a development will in-
crease the importance of identifying those factors which contribute the most
to successful academic achievement at the University of Virginia on the part
of those students who reside in the State. This does not minimize, however,
the importance of factors associated with the academic success of out-of-state
applicants, but the availability of antecedent measurements does not permit
such a comprehensive analysis.

Objectives of the Study

The objectives of the study were (1) to analyze selected behavioral
changes during the public school attendance of graduates from Virginia public
schools who entered the University of Virginia during the fall of 1967, and
(2) to identify selected characteristics recorded over the educational history
of first-time enrollees from Virginia public high schools who entered the Uni-
versity of Virginia in the fall of 1967 which significantly influence the pre-
diction of academic performance during their first year in the University.

Procedures
Population of the Study

The population of the study consisted of graduates from Virginia public
high schools in the spring of 1967 who matriculated at the University of Vir-
ginia in the fall of 1967. Complete data were collected on 489 (84%) of the
585 students in the population.

Data Collection

The Virginia State budget provides funds to support standardized testing
programs in the local school systems of Virginia. The State testing program
supports the administration of many different types of tests beginning at the
first grade and extending through the twelfth grade. For this study, selected
gtandardized test scores of Virginia public school griduates of June 1967 who
enrolled at the University of Virginia during the fall of 1967 were collected
directly from the public schools by the Office of Institutional Analysis at
the University of Virginia. Scores. from the following tests and at the desig-
nated grade level were obtained for each of the 489 students used in the study.

A. Lorge-Thorndike Intelligence Test (3A) administered at the 4th grade
level.

1, Verbal IQ
2. Non-verbal IQ
3. Total IQ

B. SRA (Science Research Associates) Achievement Tests (Form C) adminis-
tered at the 4th grade level.
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1. Work-Study Skills
a. References
b. Charts
c. Reading Gomprehension
2. Language Arts
a. Capitalization and Punctuation
b. Grammatical Usage
c. Spelling
3. Arithmetic
a. Reasoning
b. Concepts
c. Computations
4, Composite

California Test of Mental Maturity (Level 3) administered at the 7th
grade level.

1. Verbal IQ
2. Non-verbal IQ
3. Total IQ

Iowa Silent Reading Test (Form DM) administered at the 7th grade
level.

1. Rate

2. Comprehension

3. Directed Meaning
4, Word Meaning

5. Paragraph Comprehension
6. Sentence Meaning

7. Alphabetizing

8. Use of Index

9, Total

Differential Aptitude Tests Battery (L) administered at the 8th grade
level,

Verbal Reasoning
Numerical Ability
Abstract Reasoning
Clerical

Mechanical Reasoning
Space Relations
Spelling

Grammar

(o RN WS, I S S S

School and College Ability Test (SCAT) administered at the 9th grade
level (34).

1. Verbal
2. Quantitative
3. Total
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G. Sequential Tests of Educational Progress (STEP) administered at the
12th grade level (2A).

1. Reading
2, Writing
3. Mathematics
4, Scilence
5. Social Studies
6. Listening
H., CEEB - Scholastic Aptitude Test (SAT) adwinistered at the 12th grade
level.
1, Verbal

2, Non~verbal

Data obtained with the cooperation of the Virginia State Department of
Education, Division of Educational Research and Statistics, included the
following: (a) percentile rank in graduating high school class (PR), (b)
number in graduating high school class, and (c) percent of graduvating class
going to college.

In addition to the aforementioned data, grade point averages for first
and second semester at the University of Virginia were obtained.

Analysis of the Data

A zero-order correlation coefficient establishes the relationship between
two factors. A correlation between two tests will be very high (r approaches
1.00) if a group of students retain their relative positions among the two test
scores, i.e., the student who scores highest on the first test scores highest
on the second test, the student who scores second highest on the first test
scores second highest on the second and so on. A zero-order correlation co~-
efficient will be very low (r approaches .00) if students' scores on two tests
have no consistency in rank from high to low on both measures.

Frequently one muy examine the relative standing of students' scores be-
tween one or more measures without computing correlation coefficients, One way
to accomplish this is to examine a student's percentile rank on two or more
measures. The percentile rank (PR) is used to describe the relative standing
of a student with respect to other students., If, for example, a student has a
PR of 80 on some test, this student's score is higher than the scores of 80
percent of the students in a specific comparison group. The publishers of the
tests used in this study have established national norms upon which the percen-
tile ranks have been based. For example, a student who has a PR of 80 on some
test has a score better than 80 percent of all students across the nation who
were administered the same test.

The analysis of this phase of the study attempts to identify stability
and change of selected characteristics of the population by examining the mean
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percentile ranks of the population on selected tests.

The test scores obtained from the SRA Achievement, Iowa Silent Reading,
Differential Aptitude Test, the STEP Battery, percentile rank in graduating
high school class, and percent of high school class going to college were re-
corded in percentile rank score form. These percentile rank scores were trans-
formed into T-scores in order to meet the linearity assumption for regression
analysis. The other measurements were recorded in converted score form--Lorge-
Thorndike IQ, California Test of Mental Maturity, SCAT, SAT, and number in high
school graduating class.

General Multiple Regression Analysis

A general multiple regression equation is a means by which one can pre=
dict a student's sccre on.a certain test by knowledge of the student's scores
on two or more different tests. In this study, grade point averages of the
population were predicted for the first semester and second semester of the
first year. Construction of regression equations were attempted for the stu-
dents in the population who enrolled in the School of Architecture, School of
Engineering ani Applied Science, College of Arts and Sciences, and for the
total group.

Stepwise Regression Analysis

A second regression analysis, stepwise regression analysis, was conducted
using the same dependent variables {grade point averages) and the same indepen=-
dent variables that were used in the general multiple regression analysis pre-
viously mentioned. The stepwise regression routine selects test scores of the
independent variables used in the general multiple regression equations until
the accuracy of the regression equation is as good as the general multiple
regression equation which contains the 48 independent measures. The routine
used in this study selected the different tests only if they significantly in-
fluenced the accuracy of the regression equation at the .05 level.

Findings

The findings of this phase of the study should be considered in relation
to differences attributable to variability inherent between the standardized
tests used. The variance due to differences between each test has not been
identified, and it has been assumed that differences in the achievement pat-
terns of the population are due to individual variability.

Intelligence
Student performance on the intelligence measures was relatively stable

from grade four to grade seven. The mean intelligence scores for the popula-
tion were as follows.
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Grade 4
(Lorge~Thorndike)
Verbal IQ 123
Non-verbal IQ 117
Total IQ 121

The mean total IQ of the population was 121 (90.49PR) at the fourth grade
level and increased to 124 (93.32PR) at the seventh grade level.

Grade 7

(California Mental Maturity)

125
122
124

The perfor-

mance pattern of intelligence for the population appeared to increase only

slightly after grade four.

Reading Achievement

The achievement measures of the population were relatively stable from
grade 4 to grade 12, 1In an effort to compare the mean percentile rank of the
population on reading achievement from grade 4 to grade 12, the results were

as follows:

Grade i Grade 7 Grade 8
(SRA) (Iowa Silent (DAT)
Reading)
Reading Comprehension 82 78 -
Paragraph Comprehension - 76 -
Vocabulary 82 86 -
Reading Rate - 73 -
Directed Reading - 75 -
Sentence Meaning- - 72 -
Verbal Reasoning - - 83
Total Reading - 85 -

There was a decrease of 4 points between the mean PR of the population on
reading comvrehension tests administered at grade 4 (mean PR = 82) and grade 7
(mean PR = 78). An increase of 4 points between the mean PR of the population
on vocabulary tests was noted between grade 4 (mean PR = 82) and grade 7 (mean
PR = 86). Also, an in ease of 4 points was noted on total reading achieve-
ment between grade 7 (mean PR = 85) and grade 12 (mean PR = 89).
in reading achievement may, of course, be due to differences inherent to the

tests.

Work-Study Skills

Achievement by the population on work-study skills was somewhat unstable

from grade 4 to grade 8, The findings were as follows,

Grade 12
(STEP)

These changes
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Grade 4 Grade 7 Grade 8
(SRA) (Iowa Silent {DAT)
Reading)
References 89 - -
Charts 83 - -
Use of Index - 81 -
Clerical - - 71

There were no comparable tests measuring work-study skills at different
grade levels. The population's general pattern of achievement decreased from
the fourth grade level on references (mean PR = 89) and charts (mean PR = 83)
to the 71st mean PR on clerical achievement at grade 8.

Language Arts

Achievement by the population on language arts measures were relatively
stable from grade 4 to grade 12, The findings were as follows:

Grade 4 Grade 7 Grade 8 Grade 12
(SRA) (Iowa Silent (DAT) (STEP)
Reading)
Capitalization and
Punctuation 82 - - -
Grammar 83 - 84 -
Spelling 83 - 77 -
Alphabetizing - 79 - -
Writing - - - 89

Performance patterns of the population remained very stable on grammar
achievement from grade 4 (mean PR = 83) to grade 8 (mean PR = 84)., There was
a decrease in the population's performance patterns on spelling from grade 4
(mean PR = 83) to grade 8 (mean PR = 77).

Mathematics

Achievement by the population on mathematics was somewhat unstable from
grade 4 to grade 12. The findings were as follows:

Grade 4 Grade 8 Grade 12
(SRA) (DAT) (STEP)
Arithmetic Reasoning 84 - -
Arithmetic Concepts 90 : - -
Arithmetic Computations 76 - -
Abstract Reasoning - 81 -
Space Relations - 74 -
Numerical Ability - 81 -
Mechanical Reasoning - 68 -
Total Math - - 93

RIG,
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There was a slight decrease between arithmetic reasoning achievement at
grade 4 (mean PR = 84) and abstract reasoning achievement at grade 8 (mean
PR = 81). Arithmetic concepts achievement (mean PR = 90) did not differ very
much from total math achievement at grade 12 (mean PR = 93). Arithmetic com=-
putation achievement at grade 4 (mean PR = 76) was lower than numerical ability
achievement at grade 8 (mean PR = 81),

General Achievement

Performance by the population on measures of general achievement wag
relatively stable from grade 4 to grade 12, The finrdings were as follows:

Grade &4 Grade 7 Grade 9 Grade 12
(SRA) (Iowa Silent (SCAT) * (STEP)
Reading)
Total General Achievement 88 - 89-9¢, -
Reading - 85 - 89
Vertal - - 83-94 -
Quantitative - - 86-95 -
Writing - - - 89
Math - - - 93
Science - - - 89
Social Studies - - - 93
Listening - - - 90

*SCAT scores were recorded in percentile bands,

The population's performance on general achievement and in specific areas
of reading, verbal, quantitative, writing, mathematics, science, social studies
and listening remained very high (mean PR ranged from 83 to 95) from grade 4 to
grade 12,

Summary and Discussion

The patterns of student achievement which were established early durirg
the elementary grades and remained relatively stable throughout the public
school history of Virginia public school graduates who matriculated at the
University of Virginia during the fall of 1967 included (1) intelligence,
(2) reading, and (3) language arts. The patterns of student achievement which
were relatively unstable during the public school history of the population
included work-study skills and mathematics. Further study is desirable to
follow the population through college i1n an attempt to analyze patterns of
student achievement beyond high school. Such an extended investigation could
show if patterns of achievement established at the elementary and secondary
school levels change while attending college. The ability to predict changes
in pattarns of achievement by subject area at the college level would be in-
valuable to student advisers in planning courses and majors for their advisees.

A general multiple regression analysis and stepwise regression analysis
show that when using independent variables recorded from measurements taken at
the fourth-grade level to the twelfth-grade level to predict first and second
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semester grade point averages of the population in their first year in college
there still remains much variance unaccounted for. The partial correlation
analysis showed that percentile rank in graduating high school class continues
to have the largest relationship with academic performance in college. The
need is evident, thercfore, that future prediction studies of academic achieve-
ment at the University of Virginia should consider personal, social, and envi-
ronmental measures of students.
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INSTITUTIONAL CHANGE: ITS EFFECT ON STUDENT ROLE
ORIENTATION AND PERSISTENCE IN COLLEGE

Clarence H. Bagley
State University of New York
College at Cortland

Within American higher education certain.institutions, primarily public,
have undergone change during the last decade. These institutions have been in
the previous category of teacher’s colleges, state colleges, and city colleges,
and now have become respectively state colleges, state universities, and city
universities. More probably they are now a part of the state's more compre-
hensive system of public education and are rapidly growing in enrollment,
facilities, and budget.

The characteristics of certain changes that occur in these institutions
can be somewhat documented in a statistical sense; that is, amounts of budget
or number of students can be compared. Generally both have grown. However,
like all numerical data the real changes may or may not be occurring in other
ways; many of which are difficult to measure. Changes in curriculum can be
reported as changes in number of courses, but the impact on student learning is
less susceptible to simple numerical manipulation. Too, the measurement of
change in student values or attitudes and the goals of the faculty involve major
methodological problems for assessment.

Change, then, is the researcher's dream and nightmare, for assessment
appears to be simple and obvious but cause and effect relationships remain
elusive and deceptive. The evaluation of change asks what was, what is; and
what will be. In many cases, the "what was" for the institution can be
described but only partially documented. An objective of those in planning and
research is the establishing of cer’uin gu.d«lines for assessment of past,
present, and future change and to formulate definites criteria for determining
change.

The more formal change in an institution is signified by a change in the
name, usually representing an already established change in objectives. Of
concern for the researcher is the impact of the change in name, if concurrent
with change in objectives, and the change in students' enrolling in the insti-
tution. Usually the change in name signifies change in objectives, subse-
quently the enrollment increases and new or developing curricula emerge. A
small university may grow larger without real change in curriculum or students,
except there are more of the latter. Another college may grow and change to
a university, with wide changes in curriculum, enrollment, and students.

Student Role Orientation

Significant change for some institutions is almost nonexistent or very
gradual, reflecting a stability in purpose and objectives (the very private
liberal arts college in New England). The student body can be very similar in
certain measured characteristics from one year to another. Change in other
institutions may reflect a different student body than those previously
attending; changes may occur very rapidly, that is, within five years. Where
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new curricula or expansion of some majors occurs, the total student body may be
modified; as for example at a certain state university there has been a decline
of undergraduate majors in agriculture and an increase of majors in liberal

arts. Thus changes in the objective or name of the institution may affect the
major of the student and the enrollment in certain curricula. Such changes may
also reflect the increase in number of students; those who ten years ago might
not have attended college are now attending and in greater numbers. This latter
circumstance is more striking in the junior colleges and large urban universities
as well as in the extension or evening division enrollment.

The researcher in his analysis of the student body may then be a witness
to change at a2 lesser or greater extent--change in the student fole orientation.
The student role orientation is the total psychological and social factors
indicative of behavior and attitude among college students. For some the term
"culture" has been used to describe and analyze the college and the students.
A central thesis of this paper is that the student body of an institution is
composed of many different subcultures of students, each with a different role
orientation. These subcultures can be and have been defined in the past by sex,
major, socio-economic group, geographical location, or by subsection scores on
attitude tests. A second thesis is that for each subculture or different role
orientation there is a varied possibility for persistence in college. Persis-
tence not only encompasses withdrawal and dismissal but also academic achieve-
ment, and eventual graduation. The question asked is whether different sub-
cultures of students can be identified, assessed, and determined to be indica-
tive of differences in persistence in college. Assessment of why the student
is in college is predictive of whether he will persist in college and it has a
distinct effect on enrollment studies.

Previous studies in enrcllment predictions and dropout studies have not
directly ifivestigated the particular student typology groups or subcultures
used in this study. Previous studies may have investigated the same basic
cause and effect relationships by use of basic categories such as sex, class, and
major in college. The new methodology for classification of student subculture
should be researched as to 1ts validity in predicting persistence in college.
The problem to be investigated in this study was whether the distinctive role
orientation scales found in the CSQ would give a valid indication of persistence
in college and be indicative of a better methodology for assessing persistence
in college and in enrollment calculations. These scales may be helpful in the
further definition of certain subcultures to better understand their character-
istics.

Procedures

The 1966-1967 freshman class at State University College at Cortland
were given the College Student Questionnaire (CSQ) as part of a research study
on student characteristics. Additional admission data were available, including
achievement and aptitude test scores. Persistence-in-college records were
maintained for this group for three years, noting the student's recoxrd in
school and if classified as a dropout (in the broadest sense of the word),
follow-up procedures were maintained.

From the student typology or role orientations on the above data several
classifications were prepared for analysis. Several classifications from the
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student role orientation were prepared. The first series was the traditional

classification of students

by sex and general major, as seen in Table 1. The

latter provided a 14 grid square approach in use of the cohort-survival method
for predicting enrollment and persistenck in college. The second series was
the use of roles as defined on the CSQ by the student and reported in Table 2.

The third series used a 15

variable selection from the (CSQ and admissions data

for use in multiple discriminate function to determine differences between

criterion categories.

Five categories of independent variables were identified. These were
defined as (S) successful persisting students with a college grade point average
of 2.1 and above, (M) marginal students with a college grade point average of
2.0 and below, (AD) academically dismissed students, (W/S) withdrawn students

who left with a successful
drawn students who dropped

The study was conducted in three separate stages, corresponding to the

grade point average of above a 2.0 and (W/F) with-
from school with a grade point average of below 1.9.

[ 4

three series of role orientations. The underlying construct £for such a pro- )
cedure was to compare the validity of (1) the sex and major code for determining

persistence and enrollment,

(2) the validity of the four-typology classifications

from the CSQ in determining persistence and enrollment, and (3) the validity of
multivariate analyses of various classifications of 15 continuous variables in #
classification of role orientaticn in determining persistence and enrollment.

The first series of sex and major and the second series of sex, major, and
CSQ were separated as shown in Table 1.

TABLE 1
Categories for Series 1
Sex: Male
Female
Major: Liberal Arts-Science

Liberal Arts-Social Science
Liberal Arts-Humanities
Elementary Education

Secondary Education

Physical Education

Health and Recreation Education

TABLE 2 _
Categories for Series 2
CsQ Academic
Collegiate
Social

Non-conformist

Table,3 lists the continuous variables from the CSQ and admissions data
that were used in the third series of role orientatioms.

-~
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TABLE 3

Variables Used in the Multivariate Analysis
College Board Test Score (T) Motivation for Grades
High School Grade Family Social Status
Regents Test Score (T) Family Independence
Level of Academic Motivation Peer Independence
Father's Educational Level Liberalism
Mother's Educational Level Social Conscience
Typology Classification Job Satisfaction

Preferred Career Area

For the third series, the proposed discriminating variables were first
tested with a multivariate analysis of variance to determine significance
between the five categories of classification of persistence, The discriminant
function analysis (part of the same computer program) had as its purpose the
factoring of these variables. The classification program was used to determine
for each individual the probability of hits and misses, using the last series of
role orientation.

Results

The use of the traditional variables of sex and major for determining per-
sistence proved to be valid inasmuch as differeat groups in Table 1 did have
different persistence ratio figures. Using the cohort-survival technique, it
would be possible to arrive at a percentage figure for those persisting in
college; that is, the (8) successful and (M) marginal student as well as for
any designated group. This technique does not provide any insight into why
there are some differences for the special groups but it does provide a talking
point when discussing the enrollments with other interested persons.

Students' classification of themselves into four categories on the CSQ did
not prove valid in differentiation among groups. The non-conformist choice was
too limited in sample size for analysis. The percentage of persistence among
the other three groups was not significantly different, most probably due to the
heterogenous classification within each group, at least for the sample at this
institution.

The analysis of the 17 variables for the five criterion categories shows
that the scales Motivation for Grades and Family Independence, along with the
high school average, provide significant difference among the categories of
persistence in college. As would be expected, the grade point average in
college is highly correlated with the high school grade and motivation to seek
grades. The Family Independence scale may suggest a maturity factor for dis-
criminating among some role orientation groups.

m,

I



O

ERIC

Aruitoxt provided by Eic:

111

The study was conducted in three separate stages, corresponding to the
three series of role orientations. The underlying construct for such a pro-
cedure was to compare the validity of (1) the sex and major code for determining
persistence and enrollment, (2) the validity of the four-typology classifica-
tions from the CSQ in determining persistence and enrollment, and (3) the
validity of multivariate analyses of variance classifications of 15 continuous
variables in a classification of role orientation in determining persistence
and enrollment.
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HUMANIZING HIGHER EDUCATION

LeRoy “A. Olson
Office of Evaluation Services
Michigan State University

For many years, ever since the post-war college enrollment boom, we have
heard complaints about the cehumanization and depersonalization of our colleges
and universities. We are all familiar with the saying: "The only way you can
get any individual attention around here is to bend your IBM card.” We have
listened to everyone from trustees to undergraduates voice their concern and
offer solutions to the problem of dehumanization of higher education. We have
seen some notable efforts to solve the problem with devices such as the cluster
college.

Not only do complex organizations such as large universities tend to neg-
lect the individual but the system itself becomes resistant to change. Our
federal government is a prime example. Note the difficulty a new administra-
tion has in making any significant dent in the federal bureaucracy (Sidey,
1969). Clearly, we need new techniques to deal with the problem.

One of the most interesting phenomena of recent years is the development
of group methods for the purpose of facilitating change. Our vocabulary has
been enriched by terms such as change agent, sensitivity training, encounter,

T group, and so on. Indeed, a whole new area of study, considered by some to
be a discipline in itself, has arisen. It is known as humanistic psychology
(Rogers, 1965). Its purpose is to consider the role of attitudes, values, feel-
ings, and emotions in interpersonal relations. 1In this view, noncognitive
aspects of human behavior are given equal, if not superior, status to cognitive,
intellectual factors. Education is planned change, traditionally emphasizing
cognitive materials. Group methods foster planned change by nurturing inter-
personal relationships which wiil allow change to take place (Miles, 1964).
These techniques appear to have great potential for bringing about change in
higher education.

To find out where we're going, let's look at where we've been. The his-
tory of group training may be traced to the establishment of the First National
Training Laboratory on Group Development in the summer of 1947, almost 22 years
ago (Butterworth and others, 1947). The Laboratory was sponsored by the Re-
search Center for Group Dynamics of Massachusetts Institute of Technology and
by the National Education Association, along with a number of cooperating uni-
versities. As you can see, the group training movement rose from the very heart
of American higher education. Evidence of the influence of the first Labora-
tory is given by the fact that the group training approach is often referred to
as the "laboratory method."

The sponsors of the first Laboratory began to search for a suitable loca-
tion. They wanted a site sufficiently isolated so that participants would not
be disturbed while in group activities. However, they needed facilities to
feed and house the more than one hundred participants. They found a nearly
ideal site at the campus of Gould Academy in Bethel, Maine. The location of
the Laboratory at Bethel gave rise to the term "the Bethel Method." The
National Training Laboratory, as it is now known, continues to operate at
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Bethel. NTL became an affiliate of the National Education Association in 1952
and maintains a small, permanent staff at the NEA headquarters in Washington,
D. C. It has grown over the years, has trained hundreds of individuals, and
now operates a number of training centers. Many of these "graduates'" have re-
turned to their home communities to establish and lead groups.

The emphasis in the early National Training Laboratories was on training
“trainers" to continue laboratory work in their home areas. Professionalr in
the behavioral sciences have created many "growth centers" where the emphasis
is on the individual as ''client." One of these centers is Esalen, located at
Big Sur, California. There are approximately three dozen such centers in oper-
ation in the United States today.

Other centers emphasize research on interpersonal processes. An example
is the Western Behavioral Science Institute at La Jolla, Califormia. During
the past year, a number of individuals formerly with the Institute have set up
their own research centers. For example, Carl Rogers of the Institute for the
Study of the Person is currently doing research on the application of group
methods in elementary schools.

Most college and university campuses are the scene of some laboratory
training activity. Laboratory training is widely used as a technique in the
training of educational and psychological counselors, social workers, and other
students in the so-called helping professions. Seminaries also use laboratory
training a great deal. Many centers for the rehabilitation of drug addicts or
prisoners use laboratory training (McKean, 1969). One such center is Synanon
in Oakland (Kobler, 1969).

Laboratory training is only one technique in the social science of group
dynamics. Other techniques are lectures, discussion groups, role playing, and
so on. Laboratory training is perhaps the least structured of all these tech-
niques. It brings together ten or fifteen people in a situation with no agenda,
no rules, and no formal structure. Members of the group are usually strangers
to each other; their only information about their fellows is that they are mem-
bers of the same group.

Let's take a look at the goals of group training. A major goal is to
increase awareness of our emotional reactions and the effect these have on
others. A major complementary goal is to increase the awareness of the emo-
tional reactions of others and the effects these reactions have on us. These
goals are reflected in the use of the term "sensitivity training." When we
become sensitive to the feelings of others, we can better predict the conse-
quences of our actions, that is, anticipate the effect of our actions on others.
When we become aware of these consequences, we will be better able to bring
about change and to reach our goals. At the same time, we may find that we
want to change our goals and perhaps even change our value systems. Training
groups emphasize understanding of feelings and values as a prerequisite for
successful interpersonal relations. Group activity may provide an individual
with developmental crises, a point from which rapid growth may take place.
Training groups are classrooms in which noncognitive learning is stressed and
the values of democracy are practiced.

Every training group has its own pattern of development but there are some
phases through which most groups generally progress (Bradford and others, 1964),
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First of all, the members of the group must learn about each other as individ-
uals. They must be sensitive to each other's behavior and to the development
of their group. This unfreezing process is often a difficult one for people
who are used to structure and direction. ' Secondly, individuals must learn to
help other members of the group to assess the results of their behavior. This
feedback must be nonevaluative in nature and must take place in an open and
supportive group atmosphere. Thirdly, group members must learn to recognize
growth in their group and to gain insight into the nature of group development.
They must learn to collaborate with other members of their group in determining
the structure and goals of their grcup.

Laboratory training may seem quite like group psychotherapy. However, its
goals are conscious sensitivity to oneself and to others, rather than the reso-
lution of unconscious conflicts (Katz and Kahn, 1966)., Laboratory training
assumes that group members can reach solutions to problems by observing, ana-
lyzing and guiding the behavior of their group. Argyris (1968) notes that
therapy and competence acquisition, that is, the gaining of interpersonal skills,
have similar objectives. Competence acquisition is more appropriate when iudi-
viduals are open, trusting, and able to learn by communicating with each other.
Therapy is indicated when individuals are closed, conflicted, and defensive, and
therefore require a professional with whom to communicate.

So far, we have concerned ourselves with laboratory training focussed on
the development of the individual. We have briefly considered the goals of
such activity and the extent to which it is practiced. We have little solid
evidence that the participation of individuals in laboratory training is of
significant benefit to organizations. There is considerable evidence that indi-
viduals often derive a deep emotional experience from their group membership
but there is little evidence that they are able to maintain significant per-
sonality changes once the encounter experience has ended. This implies that we
live compartmentalized lives and the probability of generalizing from a brief
encounter experience to our professions and careers is very small.

A possible solution to this dilemma is to focus on the organization as
client rather than on the ind:vidual as client. 1In this way, the encounter
experience will be shared by individuals who will be in subsequent professional
contact with each other. The probability of bringing about a significant change
in organizational climate is greatly increased.

There are a number of fundamental ways in which group training might af-
fect an organization. One of these is to improve the organization's ability to
solve problems. In developing an awareness of our own and others' feelings and
values, we increase the probability of open communication. This, in turn,
allows greater exposure for creative and innovative ideas. Conflicts which are
discussed may be solved; those which are suppressed will never be solved.

Secondly, an open climate is likely to increase the flow of data within an
organization. Members of an organization will become more aware of what others
are doing and how the results may be used. I think this is especially true of
a large university.

Hopefully, an end result of group training will be a change in the style
of administration or management. Many of us have at one time or another been
a member of an autocratic, authoritarian system. The advantages of a more open
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system for producing change are evident. Some consider an open, democratic
system to be the only possible way to deal with the problems of a rapidly
changing society (Bennis, 1966). 1In this view, an eufocratic system is not
capable of surviving in a period of such rapid change as we experience today.
Another predicted chara:teristic of changeable systems is that they will be
temporary (Bennis, 1966). Focussed on a particular problem, they will cease
to exist when their task is completed. An encounter group might be considered
as an example of a temporary system.

An interesting variation of group methods for application to organizations
is the confrontation design developed by Golembiewski and Blumberg (1968). Con-
frontation design involves the comparison of "images' developed by two or more
organizational groups. The images make explicit how we see ourselves, how
others see us and how we see others. The organizational groups then meet or
"confront'" each other to share the images they have developed. The goal is to
solidify areas of image agreement, explore areas of disagreement, and, in the
process, improve inter-organizational communication.

Let me tell you about some applications of group methods to organizationms.
These examples are not representative in any sense, but happen to be examples
that I've become aware of and published in the literature. A most interesting
example is given by Argyris (1962). He describes the process,of applying group
techniques to a division of a large corporation, a division with annual sales
of over half a billion dollars. The program involved the division's top execu-
tives. First, the executive system was analyzed. Then the resulting informa-
tion was fed back to the executives. The third step involved a laboratory
experience for the executives and the final step was an evaluation of changes.
The results of the program were considered to be positive; that is, interper-
sonal relations were improved. It was pointed out that the process of change
is a continuing one and therefore the diagnosing-feedback-evaluation cycle must
be continuous.

It may be a common practice in the near future to involve group trainers
in the development of new business concerns. 1In this way, the whole management
style, the personality of the organization, may be developed by the new execu-
tives. Each individual would have a better idea of his place in the organiza-
tion when he gets feedback from his colleagues. Dayal and Thomas (1968) give
an account of one such intervention in a new company.

Not all laboratory training applications in business and industry have been
successful. Bennis (1966) cites an insfance where the major outcomes of labora-
tory training were the firing of the trainer, reduction of the training program
to technicel training only, and the resignation of the vice-president for per-
sonnel. It s important to note that the upper echelon management was not
involved in the training and had only a vague notion of what the training pro-
gram was all about.

An interesting application of group theory to a civil rights organization
is reported by Nadler (1968). HKe cites the difficulty of getting an organiza-
tion to realize that it needs help. Members of the organization's executive
comnittee met and moved rapidly toward mutual trust and openness. Nadler de-
scribes the session and the positive changes that resulted, including clarifi-
cation of roles and an improved plan of organization.

RIC

Aruitoxt provided by Eic:



E

Q

Aruitoxt provided by Eic:

117

Grinnell (1969) describes the activity of an informal action group in a
large university. He notes that power tends to be reactive and cites the need
for change-inducing groups, in this case for the purpose of bringing about
ma jor educational improvements. The group successfully worked toward the
development of shared goals and, especially important, toward shared values.
Members felt that they had grown in their ability to work in groups. Each mem-
ber oi the informal action group participated in one or more training groups.
On the negative siie, a number of innovations were later discontinued, and
action group members found a great deal of resistance toward training group
values from the academic community.

An application of group methods to induce change in a public school system
is reported by Benedict and others (1967). They assumed that a more viable
organization which can cope with its problems is more likely to produce crea-
tive, innovative behavior. The project centered on the theme of organizational
self- study with the triple goals of increased ability to solve problems, in-
creased flow of data within the organization, and the changing of administra-
tive norms. This particular intervention was not considered to have been
successful.

Suppose for a moment that you perceive a need in your organization for a
type of change-inducing activity such as laboratory training. How do you
determine whether your organization will benefit from such an effort? First
of all, your organization and its individual members must be open to new tech-
niques and to the possiiility that change will occur (Argyris, 1962)., There
must be a concensus, a wiirlingness to try laboratory training. If you are the
administrator of an organization which you wish to change, you may only succeed
in threatening other members of your organization if you impose laboratory
training on them. If you are z member of an organization which you feel could
benefit from group methods, you will need the cooperation of your administrator
as well as ycur peers if the innovation is to succeed.

In addition to a concensus that change-producing techniques would be use~
ful, there must be motivation on the part of group members to expend the neces-
sary time and energy. Membership in the group must be on a voluntary basis.
This is a real problem because an individual may see group participation as a
mandatory condition for survival in the organization. Even when group partici-
pation is stated to be strictly voluntary, an individual may perceive group
membership as, in fact, a condition of continued organizational acceptance.

It might be difficult to find an organization where all members are will-
ing and eager to take part in group procedures. In many cases, a consultant
might be able to recommend a best course of action. Most of us can get a great
deal of aid and advice on our own college and university campuses. Trainers
and others knowledgeable about group methods are often foui.d in departments of
sociology, psychology, education, management, and so on. In my own university,
for example, group training experts may be found in the Institute for Extension
Personnel Development of our Cooperative Extension Service.

An excellent source of information would be the Notional Training Labora-
tory. Their Institute for Appl<ied Rehavioral Science can provide extensive
information.
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It may be desirable to engage an outside consultant who may review the
situation with greater detachment and less personal and emotional involvement.
This is a technique often used by business and industry in the selection of
management consultants. A consultant who is on a contractual basis may be a
great deal more open than one who is a permanent employee of the organization
undergoing change. .

Selection of a consultant or trainer is not an easy task. There is a
tendency for anyone who has been involved in a weekend training group to con-
sider himself a competent trainer. As far as I know, there is no code of
ethics, no set of guidelines, no professional group specifically for trainers.
I wpuld prefer that a trainer be a member in good standing in one of the help-
ing professions mentioned earlier.

What is the future of group activity? Benedict and others (1967) write

Currently, the induction of organization change shows all the signs
of being an 'in' activity. More and more applied behavioral scien-
tists find their energies channeled in this direction. Client
systems appear to be satisfied aiad change-inducers recount their
adventures with great satisfaction.

In California, one may hear of some very *'far out'" group encounters on one hand
and, on the other hand, read pamphlets calling for the stamping out of sensi-
tivity training as just another facet of the communist plot to overthrow the
country. Nevertheless, group activity seems to be flcurishing. Whether it is
a current fad or permanent fixture remains to be seen.

Hopefully, we will be better able to judge the effectiveness of group
methods. As mentioned before, a great deal of research effort is being con-
centrated on this area. As evidence accumulates, it is used to modify the
theory of group training.

I would like to make note of the fact that the principles of sensitivity
training are congruent with the ideal values of our society. Concern for
scientific inquiry, concern for democratic process, and concern for supportive
relationships sound very American indeed.
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TEACHING MAJORS IN ACADEMIC FIELDS:
A FOOTINOTE TO U.S. OFFICE OF EDUCATION STATISTICS

William G. Land
Educational Analyst

This paper is an initial progress report of a study which undertakes to
estimate the extent to which USOE statistics on bachelor's degrees awarded in
academic fields are misleading to anyone who does not read the fine print.
Since 1953 it has been the consistent policy of OE to require that degrees of
education majors preparing to teach academic subjects in high school be repor-
ted as having been awarded in those subjects. Because the OE statistics are
being used for professional manpower projections, as well as in connection with
program operations both inside and outside the federal government, it is impor-
tant that the inherent limitations of the data be made explicit.

The origin of the policy explains the limitations of the data. Beginning
about 1944, with the passage of the GI Bill, OE was called upon to provide the
statistics on college enrollments and degrees which it had discontinued col~
lecting during the war. In addition, it was being asked for data on degree
production by subject field, which it had not previously collected. The survey
of degrees awarded in 1947-48 was published as a fairly simple listing. Im-
mediately it became apparent to professional associations, as well as to OE
itself, that subdivisions of the data would serve a number of special interests.
In 1950-51 there were 70 subject fields; by 1955-56 there were 160; at last
count there were 188. The major part of the initial increase was in the field
of education. At the same time, the breakdown of scientific subjects was made
to conform to the pattern of the National Scientific Register, which was funded
by thz National Security Resources Board and operated by OE (and subsequently
made the responsibility of NSF) and which was oriented largely to graduate
studies. Against these special interests the statistically minded within OE
lost out in their argument that the categorization of majors by subject fields
of undergraduate study should be consistent for all subject areas.

The net result is that while education majors in specialized fields such as
art, music, business and commerce, and home economics, for instance, are dis-
tinguished from other majors in those subjects, no one knows the proportion of
bachelor's degree recipients in mathematics, physics, biology, chemistry, lan-
guages, history or social sciences who were really majoring in education. It
was argued that in these fields of undergraduate study prcparation for graduate
school was no different than preparation for teaching school in so far as content
mastery was concerned. It has been increasingly apparent that this argument is
not necessarily valid. Not only the personal ability and motivation of the
student but aliso the intellectual orientation of the college which he attends
have their effect on the quality of academic learning. In the making of educa-
tional and manpower policy decisions it may therefore be quite valuable to have
adequate statistical data on bachelor's degrees awarded to majors in academic
subjects apart from those awarded to students oriented towards the school-
teaching profession.
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The problem of the internal consistency of the current OE data cannot be
passed over merely by citing item 9(c) of the survey instructions or the intro-
ductory notes to the earlier published data. The users of federal statistics--
whether they be congressmen, educators, scientists or employers--assume that
the figures are what they appear to be and they should not be forced to inter-
pret the niceties of the fine print in order to come to correct conclusicns.
When other federal agencies use the OE data uncritically the situation becomes
even worse confounded. 1In December 1968, for instance, the Science Education
Group in the National Science Foundation published a study of baccalaureate
sources of science and engineering manpower which used as one of its measures
"the number of baccalaureates that were awarded in the sciences (including
social sciences) and engineering in academic year 1964-65,'"--noting neither the
limitations of the OE data nor defining what had been included as social sciences.
The fact is that bureaucratic custom dictates that data from other agencies are
used without question in the form in which they are made available.

However, there is some indication that fede:al statistics relating to
higher education may be improving. At present, stimulated by the exigencies of
computer-type operations and backed up by the Ex2cutive Order of October 16,
1964 which directed agencies to get together on Lueir education facts and
figures, the National Center for Educational Statistics in OE is making a real
effort to define the facts before the data are fed into the computer. But the
OE decisions regarding these definitions will depend in part on the pressures
which professional organizations bring to bear to insure that the statistical
output will have clear and unequivocal meaning.

The OE statistics indicate that 40,320 bachelor's degrees were awarded in
1964-65 by 123 (101 private, 22 public) primarily undergraduate colleges in the
five scates of the East North Central region. This group of colleges, defined.
originally for another study, are those which grant bachelor's degrees uccord-
ing to the normal pattern of the liberal-arts/general-education curriculum, what~
ever may be their own preferred designation.1 For the purpose of this study,
colleges for which comparable data on eligibility of graduates for teacher certi-
fication are lacking are omitted. An analysis of the data for this group of 123
colleges shows that 8,543 (21 percent of the total) represent bachelor's de:irees
awarded to education-oriented majors who were reported by OE as having been
awarded their baccalaureates in academic fields of study. This is 40 percent of
the number ~f bachelor's degrees awarded in all academic subjects. These per-
centages are probably not representative of the nation as a whole, but they do
indicate the extent to which the OE statistics are misleadinz. (Detailed tabu-~
lations by state and by type of institutional control are given in Table 1.)

The OE listing of earned degrees for 1964-65 was not published until 1967.
In 1966, however, the American Association of Colleges for Teacher Education
had issued institutional data on the number of bachelor's degree recipients
eligible for teacher certification. Hence this study was begun on the basis
of those institutions for which both OE and AACTE data weve given-~and for which
other data had been compiled earlier. The project covers colleges in the 12
states of the North Central Region, of which only the East North Central area
is reported on here. With both the OE and AACTErdata for 1964-65 available, it
seems reasonable to assume that since education majors normally become eligible
for teacher certification upon graduation, the AACTE data cgn be used in place
of the OE total of bachelor's degrees swarded in education. The extent to
which the AACTE figures exceed the number of education degrees reported by OE
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thus indicates how many education-oriented students have been included as
academic majors. As a first step, the number of degrees awarded by an institu-
tion in practical, applied, or vocational subjects which do not involve teacher
certification have to be subtracted from the total3 Then, by subtracting the
AACTE figure from the net amount, the number of nonteaching oriented majors in
academic subjects can be estimated, By further subtracting this number from
the total number of degrees awarded in academic subjects, an estimate can be
made of the number of teaching (or education-oriented) majors reported by OE

as academic subject majors.

Referring to Table 1, it may be seen that in 1964-65 the 101 private
colleges produced 19.6 percent more prospective teachers than the OE statistics
indicate, while the 22 public colleges should have been given credit for an
additional 22,8 percent, From a different point of view, it would appear that
46.9 percent of the graduates of the private colleges majored in academic fields
but did nec% expect to teach, whereas only 16.6 percent of those in the public
colleges did so. Whether these percentages would hold in other years is not
known. The figures are less important in themselves than as evidence that our
national statistics are inadequate. It should also be noted that the percent-
age of nonteaching-oriented graduates in academic fields cannot be applied to
the separate fields of study. This makes it all the more important that in-
ternally consistent bachelor's degree data be collected, both as a basis for
higher education program planning and support and as a basis for professional
manpower projections in the sciences and the humanities,

There is every reason for OE to take corrective measures tc improve the
adequacy and usefulness of its statistics. 1In 1961, four years before OE
experienced the great shakeout of its entrenched bureaucracy, an internal
Committee on Mission and Organization stated that

the Office of Education had, during the period of its develcpment,

a clear responsibility to assist-‘educators . . . to do their work as
they saw their work. ., . . This Committee, having as its charge the
assessment of tomorrow's responsibilities, will urge action to insure
that the Office of Education is prepared to render vastly increased
staff services . , ., in the jnitiation and formulation of broad
national policies in the field of education.%

In the reorganization of 1965 the National Center for Educational Statistics
was created within OE to bring together the facts upon which these national
policies will be based. It must be recognized, however, that OE decisions as to
definitior and method are influenced by the established organizations represent-
ing higher education. .If they are to exert effective pressure the various
interests within higher education will have to agree among themselves what ought
to be done.

In this instance the remedy for the continued inadequacy of OE bachelor's
degree statistics may be very simple. First of all, establish the principle of
reporting degrees according to the academic departments which recommend the
granting of the degree, Secondly, for departments or schools of education, add
to the present list of specialized teaching fields on Fcrm OE 2300 (using item
codes in the 2200 or 2400 series for the purpose) the academic fields in secon-
dary education not now being covered. These might reasonably be biological
sciences, physical sciences (possibly divided to show preparation as secondary
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school teachers of physics, chemistry, and earth sciences), mathematics, social
sciences, English, and foreign languages (again possibly divided to show pre-
paration as teachers ofeFrench, Spanish, German, Latin and the like). Whether
this recommendation may be a feasible remedy can readily be tested, with the
cooperation of the 123 colleges in the East North Central region whose QE and
AACTE data have been utilized in maling this analysis, by resurveying this
portion of the 1964-65 data. Under the aegis of a nonprofit organtzation, it
is possible that the federal government might even pay for such a survey. To
quote again the OE committee report of 1961:

Improvement in the effectiveness of our educational enterprise
depends upon the adequacy of the information on which programs are
formulated . . . . The development of uniform, consistent, and

- compatible statistical data in all States and in all institutions
of higher education will call for both technical and financial

assistance to these sources from the Office of Education.>3 '*‘

. _ . ‘

The %evidence indicates that the p 'icy of OE with regard to the reporting
of the bachelor's degrees of education majors preparing to teiuch academic
subjects in high school has resulted in the dissemination of statistics which
are not only misleading but which until recently could not be easily evaluated.
This paper is presented simply as a footnote to the small print in the OE
surveys, with the suggestion that--if it has not already begun to do so--the
National Center for Educational Statistics be urged to take correctiive measures
to redress the misdoings of its predecessors.

»

Footnotes

1. A primarily undergraduate college in considered to be one in which the bulk
of students are bachelor's degree candidates although it may also award earned
degrees at the master's level. Among the 123 colleges in this study are two
public institutions which in 1964-65 were beginning to offer doctorate programs
and one private institution which awards the u.ctorate only in a single spe-
cialized field. Excluded from the liberal-arts/general-Bducation category are
colleges which award bachelor's degrees only in specialized or professional
fields such as business administration, art, music, engineering, theology, reli-
gion, or scholastic philosophy. Omitted are colleges for which statistics since
1952 are incomplete.

2. Although the AACTE and OE data are not strictly comparable, they are com=
pletely useable for gross compariscn. The few instances in which the AACTE data
excéed the OE figures are indicated by the footnotes in Table 1.

3. As used in this study, the practical, applied, or vocational subjects (out-
sidc t’ 2 general field of education) are agriculture, business and commerce,
engineering, journalism, health professions, home economics, library science,
agricultural economics, indugtrial relations, social work, other applied social
sciences, and trade and industrial training.

4. "A Federal Education Agency for the Future," Report of the Committee on
Mission and Organization of the U. §. Gffice of Education, U. S. Office of )
Education, 1961 (OE-10010), pp. 1-7.

5. Ibid. pp. 44-45.
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COMMUNITY COLLEGE INSTITUTIONAL RESEARCH

Theodore G. Van Istendal
Michigan State University

Community college institutional research combines two developing sectors
of higher education. Community colleges are, of course, a very fast developing
institutional level of higher education. The fact that this institutional level
of higher education is past the very early developing stages and still expand-
ing at a high growth rate greatly adds to the magnitude and importance of this
sector of higher education. Along with the growth of this institutiona:. seg-
ment of higher education is development in the field of institutional research.
The comparative newness of institutional research as a more formalized process
in higher education is reflected, in part, by the relatively recent development
of its own professional association--during this decade. Thus, community col-
lege institutional research certainly combines two factors having rather recent,
accelerated development.

This paper is based on a nationwide study of institutional research activ-
ity within randomly selected community colleges of the United States.

”

Related Studies

Two other studies on junior college institutional research are particularly
relevant to this one. Swanson invited all two-year institutions, public and
private, listed in the 1962 Directory of the American Association of Junior
Colleges to participate in an investigation of institutional research practices
in junior colleges of the United States.! Very recently, Roueche and Boggs
made & nationwide telephone interview survey of institutional research in sam-
pled junior colleges, public and private.

Similarities between these two studies include finding thzt less than one-
fourth of the institutions had formal institutional research organization, in
the case of the Swanson study, or a separate, full-time coordinator for insti-
tutional research in the case of the Roueche and Boggs study. Institutional
age seemed to have little relation <o the level of research activity. Institu-
tional size was related to research activity--with larger institutions having
the more active research programs.

Differences between the findirgs of these two studies included the more
recent Roueche and Boggs study finding of no relationship between type of institu-
tional control, public or private, and research activity, whereas the former
Swanson study found public junior colleges to have the more active programs.
Also, the Roueche and Boggs study found the research category of "students" to
rec.eive most emphasis (42 percent of all reported studies) with least emphasis
placed on "irstruction'" (1.3 percent of all reported studies). Currictlum and
programs received second most emphasis with 21 percent of all reported studies
being in this category. Whereas, the Swanson study found 72 percent of the
instictutions used research findings for curriculum planning and two-thirds used
thom to improve instruction.
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Roueche summarizes the specific need for junior college institutional
research as follows:

It is now necessary that the junior college assume a research
function (at the institutional level) if it is to substantiate
its claim of superior teaching.

Effective institutional research programs are the results of
a commitment to the need for research as a prerequisite to
institutional planning. The junior college president must be
willing to translate his research interest into budgetary pro-
visions for the activity.

Study Methodology

A personal interview pilot study of 19 selecred Midwest and Southeastern
institutions preceded a mail questionnaire survey. Questionnaires were mailed
to a stratified random sample of 300 of the remaining 626 public junior col-
leges of the United States listed in the 1968 Directory of the American Asso-
ciation of Junior Colleges. Stratification was on the basis of region and
size, and proportional allocation was used in selecting the sample irrom these
strata. Responses were received from 210 (70 percent) of the sample. Follow-
up measures uced to encourage maximum response rate included a reminder-thank-
you card sent to the entire sample and later a letter to nonrespondents.

Summary of Findings

Institutional age and size were two primary variables used for analysis
throughout this study. 1Institutions were divided on a basis of age with the
older institutions being those founced before 1960 and the younger ones 1960
cr later. 1Institutional size was determined by regarding total enrollment size
of less than 1,200 as small and 1,200 or more as large. Both size and age
categories were determined by inspection of the population age and size dis-
tributions and establishing a convenient value which best approximated a median
figure. Differences are reported when the chi square tests are significant at
the .05 level.

The three major areas into which the findings of this study are divided
are 1) Organizational Patterns, 2, Research Categories, and 3) Implementation

Problems.

Organizational Patterns

Institutional research organization is significantly more formalized and
developed in the larger institutions. These more formally organized and devel-
oped programs have more full-time research coordination and other organizational
structure as contrasted to those institutions with little or no research organ-
ization.

A variety of different categories of officers and committees were reported
as having institutional research responsibilities. A total of 72 officers with
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35 title categories, ranging from Research Director to President, were reported
as haviag research responsibilities. Similarly, 23 committees with 10 title
categories were reported as having research responsibilities. Some of these
officers and committees were reported as existing concurrently.

However, only about one=-third of the institutions have a program which
approaches being formally organized when considered on the basis of such cri-
teria as type of organization, titles of individuals and committees having
institutional research responsibility, research staff size, and budgetary pro~
visions.

Ofiicers to whom institutional researchers report are somewhat varied,
but smaller institutions tended to have more of their researchers reporting to
higher level administrators, such as the president.

Staffing patterns tend to reflect somewhat larger research staffs in the
larger and older institutions. Larger institutions reported having a total of
34 full-time researchers and 22 full-time support staff compared to no full-
time stafi reported by smaller institutions. The Mann-Whitnery "U" Tests for
two samples, with differences reported when these tests were significant at
the .05 level, were used to analyze research full-time equivalent staff sizes
by institution size and age. By these tests, the larger and older group had
significantly more institutions who reported having professional research
staffs, and these staffs tended to be larger than those of the smaller and
younger institutions. Similarly, larger institutions reported having signifi-
cantly more and larger nonprofessional (support) staffs. Institutional age
was not a significant factor in nonprofessional zcaff size. Thus, the signifi-
cantly larger and more numerous professional research staffs of the older
institutions ave not supported by nonprofessional staffs significantly larger
and more numerous than those of the younger institutions.

A tabulation of academic majors for all degrees held by research coordi-
nators reflects a breadth of background with emphases on the following majors:
education, social science, mathematics, and physical (and biological) science.
Also, the teaching and administrative backgrounds, for both past and present
educational assignments, were most varied. A stereotype of institutional re-
search directors' background and experience is not evident.

The age of institutional research organization was requested for both
present organization and any organization which may have existed prior to the
present research organization. Very few institutions reported having research
organizations prior to their present one. Of those reporting presently having
organizatiors, 91 (83 percent) were not more than 3 years old.

Advisory committees for institutional research were reported by 68 (34
percent) of the responding institutions. Larger institutions reported having
significantly more advisory committees (47, 44 percent) than did smaller
instituticns (21, 23 percent).

Sources initiating institutiunal research studies were varied. However,
a predominant tendency was toward initiation by general administration sources
(including department chairmen) and meeting reWuirements made by external
sources such as govermment agencies. Smaller institutions have significantly
more of their research initiated by general administration sources.
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Budget provisions were reported for the present and past fiscal years. Of
the 45 institutions reporting a budget amount for last fiscal year, 23 larger
schools had a research budget of $10,000 or more while only 1 smaller institu-
tion reported a budget of this amount. Similarly, of the 63 institutions
reporting a budget amount for the present fiscal year, 32 larger schonols re-
ported a budget of $10,000 or more while only 4 smaller schools reported budget
provisions in this amount. Lcrger schools reported significantly higher budget
provisions than did smaller institutions for these 2 years.

Research Cacegories
About 200 of the 210 study respondents completed a checklist to reflect
their institutions' research activity in the six major categories of research

topics and their subcategories listed below.

Area Surveys
1. 1Initial Planning Survey

Community Service
1. Community Services and Continuing Education

S tudents
1, Admissions Policies
2. Alumni and Former Students
3. Enrollment
4. Student Personnel Services
5. Demographic and Attitude Studies

Instruction and Faculty
1. Curriculum
2. Instructional Program, Methods, and Materials
3. Library
4, Faculty

Fiscal and Administrative
1. Finance
2. Physical Plant and Facilities
3. Administration and Organization of the Institution

Inter-Institutional Research
1. Statewide and/or Regional and National Coordination and
Plannwng.

Three-fou. ths or more of the respondents reported doing research in almost
all of the categories listed. Area Surveys, Enrollment, and Physical Plant and
Facilities studies had especially high reported research activity with about
90 percent of the respondents reporting activity in these categories. There
was a significant difference in the Arer Survey category on the basis of insti-
tutional age. The younger institutions reported using considerably more out-
side sources, such as consultants, in making Area Surveys than did the older
institutions.
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Alumni and Former Students studies were reported by little more than half
of thnse responding. Larger institutions report significantly more activity in
this student research category. Demographic and Attitude Studies were made
significantly more often by the larger institutions. Inter-Institutional Re-
search studies were participated in significantly more often by larger insti-
tutions and younger Institutions made significantly more use of sources outside
thzir own institution for making these studies.

Implementation Problems

Needs and prublems of implementing research were reported by 191 of the
210 study respondents in five basic problem categories. Fiscal resources and/or
personnel were the most commonly repccted needs, receiving almost twice as many
responses as any of the other categories. Improved coordination and increased
use of findings were the next two needs commonly reported. These two were
mentioned with almost equal frequency. Need for a program of action is a cate-
gory of responses which summarizes such problems as the need for planning,
organizing, and establishing procedures for a research program. Need for moti-
vation includes desire on the part of the institution to have and provide for a
research program.

Comparison of Findings with Other Studies

As in the case of the previous studies, research organization is very
limited. Only about one-third of the institutions exhibit minimal formal or-
ganization criteria as contrasted to a2bout one-fourth of the institutions in
the previous studies. As Roueche and Boggs found, studies on students are
quite popular. As with the Swanson study, the present findings reflect about
a two-thirds to three-fourths support for curriculum and instructional research.
As contrasted tc only one-third of the institutions participating in inter-
institutional research in the Swanson study, about three-fourths reported such
participation in the present findings. As in the case of the two previous
studies, institutional age had limited relation to research programs; however,
it was more evident than iu the Roueclie and Boggs findings. Also, as found in
the previous studies, institutional size is a recurring factor with larger
institutions exhibiting the more research activity. Of course, institutional
control was not a variable in this study since only public institutions were
studied, but, as Swanson found, the larger of these public institutions do have
the more organized and developed research programs.

Conclusions

The findings of this study either directly or indirectly seem to support
making the following conclusions.

1. Based on the questionnaire response rate, pilot study inter-
views, and various comments and information volunteered by
respondents, there is considerable interest on the part of
community college leaders in the subject of institutional
research. This is not to say that this interest has in all
cases, or even most, been translated into substantial, con-

O
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crete research program activity. On the contrary, numerous
comments were volunteered recognizing the discrepancy between
present and past research programs and desired accomplishments.

2. Organization, especially in the smaller institutions, is
largely inadequate for conducting institutional reszarch in
probably two-thirds, if not more, of the community colleges.

3. A wide variety of officers from different specialties and dis-~
ciplines have responsibility for institutional research in
community colleges, although the number involved in any single
institution is very limited. Very little support staff, such
as clerical assistance, is provided researchers.

4, The educational backgrounds of institutional research directors
are quite varied. A variety of academic degree majors and
teaching and administrative assignments (past and present) are
represented.

5. The rather young age of community college institutional research
organizations probably contributes to a number of problems
which beset them. Institutional expansion problems, part®:u-
larly in the research function, are reflected in the need for
refinement and structure of the research process.

6. Advisory committees are sufficiently few and young that they
have had a less than major impact on community college insti-
tutional research--in either its development or continuance.

7. Cemands made or institutional research are such that having a
program organized is hardly optional. Increasing external
demands, such as for govermment reporting, require adequate
information retrieval. Also, higher levels of sophistication
of the staff within the institution require additional insti-
tutional information.

8. Budget provisions are not adequate for even a marginal r:search
operation in most institutions. The few institutions reporting
a research budget of $10,000 or more, hardly indicate adequate
budgetary provision.

9. A rather broad range of categories seems to have received re-
search attention from community colleges in spite of the
limired provisions that may be made for doing this research.
Thus, the cather broad range is probably not typically researched
in considerable depth or with regularity. Also, since inquiry
into these research categories did not specify recency or time
of research completion, some of the reported categories were
possibly studied years ago. Some may have been dependent upon
considerable external support and assistance beyond the scope
of this study.

10. Needs and problems of implementing institutional research are
quite varied. The recognition of these needs may be a major
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step in their solution. Need for fiscal resources and persomnnel,
improved coordination, and increased use of institutional research
findings are major problem areas needing attention.

11. The community college may be reaping the results of a non-
research orientation of its earlier development. A nonresearch
orientation in academic affairs, such as the development of
basic knowledge, may have carried over into affairs of the
institution and its analysis of its operatioms.

Recommendations

The following recommendations are made on the bases of the total study
including the questionnaire survey, pilot study, and review of literature. An
emphasis is placed on basic steps for improving institutional research in the
community colleges. These recommendations are not intended to be entirely
novel--some may be a restatement and re-emphasis of previously made recommen-
dations.

1. Philosophy, policy, and direction for institutional research
should be developed, early in the life of the institution, and
implemented with adequate organizational structure, staffing,
and budgeting. This is not to say all institutions should
necessarily provide a full-time research director, at least
not initially, but such direction should be provided as is needed
by an institution. This may very well mean part-time coordina-
tion, particularly for some of the smaller institutions. Ade-
quate staffing should also include both professional and support
staff, such as clerical and secretarial, as needed. Budgetary
provision should be adequate and specifically included as a
separate item in the institutional budget.

2. An advisory committee for institutional research should be
formed with the establishment of the research organization--
if not before. This is to encourage faculty and staff involve-
ment in the planning and implementation process of the research
program. Emphasis should be placed on establishing an advisory
committee early in the life of a research program and not as an
appendage after the fact. The advisory committee might also
provide an evaluative function for the institutional research
program.

3. Broad participation by faculty and staff in actually doing
institutional research should be encouraged. It is probably
neither desirable nor practical that the research office itself
attempt to exclusively make all institutional studies, but
rather, it is probably more appropriate that the office provide
supportive, facilitating assistance.

4. Proper use of institutional research findings should be
assured. Research findings should be widely disseminated,
particularly to thouse directly concerned. Provisions should
be made to implement findings where appropriate.
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5. Institutional officers, especially top-level administrators,
should make every effort to ensure having a viable institu-
tional research program. This includes developing support for
such a program by faculty, boards of directors, and all indi-
viduals directly concerned with the governance of the institu-
tion. This may be implemented by in-service training (in board
or faculty meetings) concerning the nature of institutional
research and its institutional importance for the decision-
making process. Also, active participation by institutional
officers in organizations such as the Association for Institu-
tionai Research should contribute toward strengthening their
institutions' vesearch programs. Conversely, organizations
with institutional research interest and expertise should seek
out the opportunity to be of service to community colieges, as
the Association for Institutional Research is doing.

6. Community colleges should actively seek to redirect what
appears to be a nonresearch emphasis of this particular level
of higher education. It seems that what may be an appropriate
nonresearch orientation, such as in areas of discovering basic
knowledge is concerned, may have carried over into areas of
institutional concerns where adequate information is most
needed for responsible decision making. Some of the pronounce-
ments made by community colleges, such as superior instruction,
certainly need continued research support.

In conclusion, it seems appropriate to observe that although community
college institutional research does encompass two developing aspects of higher
education, the latter, institutional research, seems to be lagging considerably
behind development and progress of the community college itself. Just as there
has been previous emphasis on junior college institutional research through
studies, conferences, and other means, continued attention and emphasis may
lead to fruitful fulfillment of the promises of community college'institutional
research.
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ITEM SAMPLING OF INSTITUTIONAL ENVIRONMENTS

Dwain F., Petersen
Mankato State College

how ofien have we looked at one of our studies and said, "I wonder what a
return from the other 40 percent would have done to these results?" Even if we
could get a 99 percent return, the question might be about that other 1 percent,
One of the reasons why we can get only a 60 percent return of the typical survey
has to be the length of the instrument. Most run to 150 items and take a mini-
mum of 20 minutes to complete. If the instrument could be shortened without
greatly sacrificing reliability or validity, the increased return might compen-
sate for that loss. If we can get a 99 percent return from individuals respond-
ing to a sample of ftems, it may be better than a 60 percent return irom indi-
viduals responding to all items.

Purpose

It is the purpose of this paper to trace the development of the item
sampling technique to present factor analytical data on the instrument used,
and to compare the results of student sampling and item sampling. To achieve
these purposes, illustrative data from a "Campus Environment Attitudes' studies
which were from item sampling will be presented. These studies will be analyzed
from the standpoint of the following questions. (1) Are there differences in
item means that can be attributed to student sampling and .tem sampling? (2)
Are there differences in item standard deviations that can be attributed to
student sampling and item sampling? (3) Is demographic information collected
from all students along with the item samplez accurate?

Development of the Item Sampling Technique

In a 1955 Psychometrika article, Frede [: M. Lord commenced publication of
his work which has led to the item sampling technique as an alternative to the
traditional individual sampling approach. 1In another article, Lord (1960)
derived the formulae demonstrating the practicability of item sampling. He
also pointed out the need for large numbers, "It is probably not useful in
most cases to try to estimate any true~score or observed score moments . . .
unless the number of examinees is at least 500 or 1,000."

Lord (1962) conducted a simulation study in which item samples were drawn
after all examinees had responded to all items. Thus, they were subject to the
assumption that context has little effect on item responses. Lord found that
it was better to randomly select items without replacement. Furthermore, he
suggested drawing more item samples so that each item would appear in several
different short tests. He also encouraged evaluating the possibilities of
trading items for people in a wide variety of situations.

Since 1962, Plumlee and Cook and Stufflebeam have also conducted simulation
studies. Plumlee found in an industrial personnel testing setting that item
sampling is likely to produce more representative norms than those based on
persons available for longer testing times. (Plumlee, 1964) Cook and

Q
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Stufflebeam (1967) extended the research on item sampling by using various
size item samples and examinee samples. They found that item sampling is
equally effective, if not superior to examinee sampling, in test norming of a
college hygiene test.

Owens and Stufflebeam (1967) empirically compared the validity of item
sampling with that of examinee sampling for estimating test norms of an ele-
mentary achievement test. '"Item sampling was defined . . . as the case where
a single set of test norm statistics was c¢erived from a test administration
in which no examinee attempted more than a fraction of the total items in a
test." Examinee sampling was defined as the case where norm statistics were
derived from administering a population of items to a sample of examinees.
Item and examinee samples were drawn prior to test administration which tested
the assumption that students' responses in the item sample context are com-
parable to their responses on full length instruments. Findings supported
item sampling as an acceptable alternative o examinee sampling for estimating
test norms. Furthermore, the context in which the items occurred tended to
favor item sampling as evidenced by the following specific finding. '"Given a
fixed total number of item responses, a large number of examinees taking only
a few items each provided a better estimate of the population norm than a
small number of examinees answering many items each." (Owens and Stufflebeam,
1967) Sax and Cromack (1966), in a study related to the context questionm,
found that little is gained in arranging items if the time limit is generous
or the test is short. This evidence was gained from an experimental study
with college students. French and Greer (1964) found the order of item arrange-
ment insignificant. Galvanic skin response measures with primary school
children were used in this study.

Item sampling holds the promise of being a technique which can be used to
approach some of the problems of assessing institutional environments. By
randomly sampling the population of items, the instrument can be drastically
reduced in length. BRecause it is possible to administer the item sample to a
population of individuals, a greater return may be expected than if the entire
instrument is utilized. At least two other advantages have been recognized
with item sampling. When an item is randomly selected, it is used; whereas
when an individual is randomly selected, his cooperation still has to be
gained. Item sampling is much quicker because responses to a few items can be
expected almost immediately while responses to a large number of items are
frequently delayed until more time is available.

The development of item sampling has been limited to use with achievement
tests and binary items. It has been used successfully in the National Longi-
twdinal Study of Mathematical Abilities. To the writer's knowledge, item
sampling has not been used for attitudinal measures where the degree of agree-
ment or disagreement was elicited. Yet Lord, in addition to his encouragement
in 1962 to explore possibilities of trading items for people, recommended item
sampling for situations such as when (1) it is impossible or impractical to
administer all items to every examinee; (2) the attempt to test all examinees
fully would itself introduce some bias into the results because of poor coop-
eration from examinees or because of selective 1oss of examinees:; and (3)
there is no pre-existing test on which performance must be estimated . . . ."
(Lord and Novick, 1968) These situations were so similar to those existing
in the assessment of institutional environments that item sampling seemed a
reasonable solution to the problems encountered.
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The Campus Environment Study

The data presented in this paper are relevant to one institution but the
Campus Environment Study (CES) has been utilized in 25 institutions in the
upper Midwest, It was developed by the Central States College and University
(C5CU) Cooperative Research Program.1 CES consists of 150 attitudinal items
designed to describe six college environments: academic, physical, cultural,
communications, community relationships, and moral-ethical environments.

There are 25 items relating to each environment developed on a priori basis.

It is scored: strongly agree = 5, agree = 4, uncertain-= 3, disagree = 2,
strongly disagree = 1, CES was administered to 13,500 students among 25 insti-
tutions in May, 1968. A student sample of 1,300 Mankato State College students
was randomly selected and they contributed 791 of these returns. During the
fall quarter of 1968, 6,500 six-item random samples were drawn from the 150
item pool stratified by environment which results in selection without replace-
ment and an almost infinite number of different short tests. Each item sample
was generated on a computer and included one randomly selected item from each
of the six environments. These item samples were administered to students at
preregistration for winter quarter during November, 1968. There were 5,958
item samples collected during this period. ‘‘he process was repeated during
February, 1969 and 5,421 item samples were collected at preregistration for
spring quarter. The combined item samples for fall and winter produced an
average of 455 responses for each item.

To explore the structure of the CES, two factor analyses were performed
on the results of the Mankato State College student sample (N = 791) of spring,
1968.2 A principal factor analysis with a varimax rotation was performed
separately on the six environmental scales and all 150 items. As the CES
evolves, it may be necessary to replace items and develop empirically based
scales. These factor analyses, as well as others completed later, will provide
clues as to how the scales may be restructured and which items may be replaced.
With the item sampling technique, it is a simple matter to replace an item in
the computer and prirt it out immediately on the item samples.

Results
The factor analysis of the six environmental scales demonstrated that
there was a relatively low correlation between scales. As can be seen in
Table 1, the intercorrelations ranged from .46 to .66 with zn average of .56,
Table 1

CORRELATION MATRIX OF THE ENVIRONMENIS OF THE CAMPUS ENVIRONMENT SCALE
(CES) AT MANKATO STATE COLLEGE, SPRING, 1968

Environments Acad. Phys., Cult. Comm. Comm. Rel,. Moral
Academic —
Physical .57 —
Cultural .57 T .52 —_—
Communications .59 .62 .55 —
Community Relations .59 .60 .58 .66 —
Moral-Ethical .52 A7 .46 .51 .64 —_—
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In the varimax rotation of the principal factor analysis it was demonstra-
ted that academic, communications, cultural, and physical environments are
closely related. 1In Table 2 this factor is presented which seems to comprise
the campus academic environment. The other factor loads very highly on the
moral-~ethical environment which in turn is related to the community relations
scale. The community relations scale also loads on the campus academic environ-
ment but at opposite poles. The loadings in parentheses are not considered
significant although community relations may be in factor I.

Table 2

VARIMAX ROTATION LOADINGS OF PRINCIPAL FACTOR ANALYSIS OF THE SIX
ENVIRONMENTS OF CES AT MANKATO STATE COLLECGE, SPRING, 1968

I I1
Environment Factor Loadings Factor Loadings
Academic -.734 (.349)
Physical -.805 (.220)
Cultural -.767 (.233)
Comaunications -.764 (.341)
Community Relations (-.605) .628
Moral-Ethical (-.275) .928

Factor II might be called an ethical community environment which is dif-

ferentiated from the campus academic environment.

The other factor analysis was performed on all 150 items.
correlation between items was only .11.
factor matrix was also accomplished.
representing all six of the environmental scales.

The average

A varimax rotation of the principal
Ten meaningful factors were extracted

Factor I in Table 3 represents personal communication differentiated from

official communications found in factor 1IV.
communications environment {items 76-100).

Eight of the items are from the
Three are from the community rela-

tions environment (items 101-125) and one (item 23) is from the academic

environment scale.
cation.
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Table 3

FACTOR I FROM VARIMAX ROTATION LOADINGS OF PRINCIFAL FACTOR ANALYSIS
OF THE 150 ITEMS OF CES AT MANKATO STATE COLLEGE, 5PRING, 1968

Item No. Item Factor Loading

79 Generally, students feel quite comfortable in

approaching instructors regarding a problem. 712
78 Instructors are easy to approach with questions

concerning classwork. -.668
9 There is a friendly relationship between faculty

and students. -.545
107 The faculty on this campus is considerate and

concerned with student problems. ~.592
122 The faculty as a general rule welcome student

appeal for advice and counsel. -.579
110 There is a feeling of mutual respect betweesn

students and faculty. ~.548
23 Most instructors provide ample time for individual

consultation. ~.519
96 It is not hard to get to know instructors outside

of class. ~.451
76 It is easy for students to communicate with the

administration. ~.421
77 The expression of student opinions is encouraged. -.401
80 Generally there is a friendly and cooperative

relationship between departments. -.391
82 Faculty members invite informal out-of-class

discussions. -.353

Factor TI is almost completely made up of items from the moral-ethical
scale (items 126-150). Two of the items (58 and 74) are from the cultural
environment scale but are closely related to ethical issues. As can be seen
in Table 4, the moral-ethical classification is quite accurate for this
factor.
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Table 4

FACTOR II FROM VARIMAX ROTATION LOADINGS OF PRINCIPAL FACT(R ANALYSIS
OF THE 150 ITEMS OF CES AT MANKATO STATE COULEGE, SPRING. 1968

Item No. Item Factor Loading

129 In general the student body maintains a high

standard of conduct, .735
58 Patterns of social behavior on this campus conform

favorably to accepted gooad taste. .684
128 Proper social decorum and good manners are above

average on the campus. .663
74 In general the speech and habits of students

reflect refinement and good taste. .658
134 The mcral code of the majority of students is

generally above reproach. .588
133 Attitudes regarding sex held by majority of students

den't violate generally accepted rules of good

conduct. .557
127 Excessive drinkiug by students does not create a

real problem om this campus. .507
126 Students respect institutional rules and regula-

tions. 454
139 There is a pronounced atmosphere of honesty and

sincerity on this campus. 441

Factor III is entirely made up of items from the commurity relationship
scale (items 101-125). However it seems to have an intra-campus friendliness
dimension as can be seen by the items in Table 5. Nearly all of the signifi-
cant items stress a friendly, homey atmosphere where concern for each other
is important.
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Table 5

FACTOR III FROM VARIMAX ROTATION LOADINGS OF PRINCIPAL FACTOR ANALYSIS
OF THE 15C ITEMS OF CES AT MANKATO STATE COLLEGE, SPRING, 1968

Item No. Item Factor Loading

104 Clcre friendships are easy to cultivate with .693
fellow students.

105 The general atmosphere on campus is friendly. .691

102 The campus atmosphere here makes one feel at home. .557

112 Students show a concern for each other at this .517
institution.

124 Life on campus is generally regarded as a 470
pleasant and rewarding experience.

114 There is a relaxed atmosphere on this campus. .398

106 There is strong student loyalty to this insti- .375
tution,

ractor IV in Table 6 is related to factor I. All of the items are from
the communications scale (items 76-100) but reflect more of an official,
adninistrative type of communications. This factor is further differentiated
from factor VI which ".as to do with the student communications media.

Table 6

FACTOR IV FROM VARIMAX ROTATION LOADINGS OF PRINCIPAL FACTOR ANALYSIS
OF THE 150 ITEMS OF CES AT MANKATO STATE COLLEGE, SPRL.:, 1968

Item No. Item Factor Loading

99 The administration informs faculty and students .716
promptly of policy changes.

93 The administration attempts to keep students 714
informed on matters of policy.

86 It is not difficult to find out what is going 409
on around campus.

95 Rumors are quickly dispelled on this campus .387
by ready access to factors.

81 The administration and teaching faculty appear .366
to cooperate well.

=
O
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Faztor V in Table 7 is made up of items from the physical environment
scale (“tems 26-50) except for item 136 from the moral-ethical environment.
All of the items have to do with satisfaction with facilities, services, and
regulations,

Tavle 7

FACTOR V FROM VARIMAX ROTATION LOADINGS OF PRINCIPAL FACTOR ANALYSIS
OF THE 150 ITEMS OF CES AT MANKATO STATE COLLEGE, SPRING, 1968

Item No. Item Factor Loading
47 Housing costs are reasonable fcr the facilities
and services provided. .608
43 Campus food services are satisfactory. .596
136 Inscitutional regulations do not plac: undue
restraints on social conduct. 544
39 Institution-owned housing facilities are satis-
factory. 512
35 Rules regulating student conduct in all housing
areas are reasonable and fair. .485

Factor VI in Table 8 is yet another aspect of communications which might
be considered student communications. All of the items deal with the s.udent
newspaper and are from the communications scale. The items have a common
thread of the newspaper as a tool of communication.

Table 8

FACTOR VI FROM VARIMAX ROTATION LOADINGS OF PRINCIPAL FACTOR ANALYSIS
OF THE 150 ITEMS OF CES AT MANKATO STATE COLLEGE, SPRING, 1968

Item No. Item Factor Loading
84 The student newspaper is a vital commuuication
tool on campus. .788
85 The student newspaper serves as a sounding board
to discuss administrative policies. 747
89 The student newspapar provides a medium for exchange
of intellectual ideas by faculty and students. .705
92 The editors of the campus newspaper have a great

deal of freedom and latitude. .353
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Factor VII is clearly a student cultural factor. All of the items are
from the cultural scale (items 51-75) and are concerned with student attendance
and popularity of cultural events. Table 9 includes the items associated with
this factor. Factor IX is also a cultural factor but appears to be more of an
institutional cultural factor.

Table 9

FACTOR VII FROM VARIMAX ROTATION LOADINGS OF PRINCIPAL FACTOR ANALYSIS
OF THE 150 ITEMS OF CES AT MANKATO STATE COLLEGE, SPRING, 1968

Item No. Item Factor Loading
56 Live performances of symphonies, ballet, and
operas are well patronized by the students. .733
52 The Artist/Lecture-Concert series are well
attended by students. .708
54 Classical music is populer with tie majority
of students. .559

Factor VIII in Table 10 seems to be an organizational communications
factor., All of the items are from the communications scale except item 115
which is concerned with student organization. All of the items have the
common thread of orgenizational committees.

Table 10

FACTOR VIII FROM VARIMAX ROTATION LOADINGS OF PRINCIPAL FACTOR ANALYSIS
OF THE 150 ITEMS OF CES AT MANKATO STATE COLLEGE, SPRING, 1968

Item No. Item Factor Loading

88 The student govermment is functioning

satisfactorily. -.589
98 Student government is a strong link between

faculty and students. -.559
83 There is close cooperation between campus student

organizations. -.462
87 The student-faculty committees on this campus

serve as an effective means of communication. -.449
115 Student organizations play an effective role in

implementing institutional policies. -.401

ERIC o141
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Factor IX in Table 11 is another cultural factor. It differs from factor
VII in that it does not necessarily relate to students, dealing with emphasis,
influence, and interest in cultural concerns.

Table 11

FACTOR IX FROM VARIMAX ROTATION LOADINGS OF PRINCIPAL FACTOR ANALYSIS
OF THE 150 ITEMS OF CES AT MANKATO STATE COLLEGE, SPRING, 1968

Item No. Item . Factor Loading

68 There are available to students opportunities

for creative expression in the fine arts. .59
73 Poetry and literature receive much emphasis

on this campus. .577
69 The music department has a strong cultural

influence. .480
61 The faculty appears to have a keen interest

in the fine arts. .407
67 Speech and forensics have strong emphasis on

this campus. .395

Factor X in table 12 is an academic factor that focuses on the labors
involved in the academic life. All of the items are from the academic environ-
ment (items 1-25). It is probably a negative dimension of the academic environ-
ment.

Table 12

FACTOR X FROM VARIMAX ROTATION LOADINGS OF PRINCIPAL FACTOR ANALYSIS
OF THE 150 ITEMS OF CES AT MANKATO STATE COLLEGE, SPRING, 1968

Item No. Item . Factor Loading
14 Instructors generally expect more work than
most students are able to accomplish. -.757
16 Course work requires so much time that little
is left for other activities. -.739
5 Most instructors establish course standards
that are particularly difficult to attain. -.651
9 Considerable out-of-class preparation by students

is necessary for most courses. -.489
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To investigate any differences in means that might be attributable to
student sampling and item sampling, coefficients of correlation were calculated.
The mean scores were scatterplotted and found to be linear. Pearson product
moment coefficients of correlation were selected due to the large N and the
linear relationship. The r's were between the means of the items of the
student sample (N = 791) of spring, 1968 and the item samples of fall, 1968
and winter, 1969 coubined (XN = 455). Separate r's were produced for each
environment (25 items each) and for the total 150 items. The r's along with
t-ratios to test the significance of the coefficients of correlation are pre-
santed in Table 13,

Table 13

CORRELATIONS BETWEEN STUDENT SAMPLE AND ITEM SAMPLE MEANS OF THE CES AT
MANKATO STATE COLLEGE, SPRING, 1968 AND FALL, 1968 AND WINTER, 1969

Environment r t-ratio
Academic W91 10.49%
Physical .93 12,29%
Cultural .95 14.23%
Communications .83 7.21%
Community Relations .89 9.62%
Moral-Ethical .81 6.58%

Total .88 22,23%

*Significant at the .0l level.

To investigate any differences in standard deviations that might be attri-
butable to student sampling and item sampling, coefficients of correlation of
the standard deviations of the items were calculated in a similar manner. The
r's of the standard deviations along with t-ratios are presented in Table 14,
Standard deviations were generally smaller when item sampling was used. The
mean standard deviation for student sampling was 1.1, whereas the mean standard

deviation for item sampling was 1.0.
Table 14

CORRELATIONS BETWEEN STUDENT SAMPLE AND ITEM SAMPLE STANDARD DEVIATIONS
OF THE CES AT MANKATO STATE COLLEGE, SPRING, 1968 AND FALL, 1968
AND WINTER, 1969

Environment r t-ratio
Academic .62 3.78%
Physical ' .85 7.77%
Cultural 77 5.81%
Communications .88 9.07%
Community Relations .61 3.72%
Moral-Ethical W75 5.40%

.Total .72 12,57%

*Significant at the .0l level.

143
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To investigate the question about whether the demographic information
collected from all students along with item sampling is accurate, summary data
is presented in Table 15.

The undergraduate student body was made up of 54 percent male and 46 per=-
cent female students in fall, 1968 which is precisely the proportion of respon-
ses gained in the winter item sampling. The item sampling technique gained
returns from 53 percent male and 47 percent female students during fall, 1968.
The winter student body was 57 percent male and 43 percent female. The class
standing subgroups were as accurate only for sophomores and juniors during
fall, 1968. Sophomores represented 21 percent and juniors 23 percent of the
undergraduate student body, while the item sampling returns represented 24 per-
cent of the total for each of these groups. Freshmen comprised 43 percent of
student body during fall, 1968 while only 31 percent of the item samples came
from freshmen. Seniors comprised 13 percent of the student body while those
responding to the item sampling technique represented 21 percent of the student
body. Thus, the attitudes expressed during fall, 1968 are from a greater per-
centage of sophomores, juniors, and seniors than existed in the student body.
The fall item sampling and the winter student body proportions of classification
were identical (freshmen 21 percent, sophomores 24 percent, juniors 24 percent,
and seniors 21 percent). This could be explained by the fact that only those
continuing at Mankato State College would preregister and have the opportunity
to complete the item sample. Following this reasoning the spring student body
is likely to be 29 percent fresbmen, 25 percent sophomores, 24 percent juniors,
and 22 percent seniors which is the classification of the winter item sample.
As for program, 18 percent of the student body were officially uncertain
whether they were pursuing teacher or non-teacher education curriculums. On
the item sample, students were asked if they are taking or expect to take a
teacher or non-teacher education program and provision was not made for an
uncertain category. The balance that existed between teacher and non-teacher
education (both 41 percent) was reflected by the item sampling return being
50 percent and 47 percent respectively during fall, 1968. During winter, 1969,
this balance (both 43 percent in the student body) was improved to a 49 percent-
48 percent split on the item sampling return between teacher and non-teacher
education programs.

Table 15

REPRESENTATION OF UNDERGRADUATE STUDENT BODY BY RETURNS FROM THE ITEM
SAMPLING TECHNIQUE, MANKATO STATE COLLEGE, FALL AND WINTER, 1968-1969

Non- Un-
Percent of: Male Female Fresh. Soph. Jr. Sr. Teacher Teacher Cer-
Educ. Educ. tain
Fall Student
Body 54 46 43 21 23 13 41 41 18
Fall Item
Sampling 53 47 31 24 26 21 50 47 3
Winter Student
Body 57 43 31 24 26 21 43 43 14
Winter Item
Sampling 54 46 29 25 26 22 49 48 3

[RICy44
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Discussion

The correlation matrix indicated that the six environmental scales are
interrelated but to a relatively low degree. This resulted from scales that
measured different environments on the campus. The factor analysis of these
six environments indicated that they may be subsumed into two larger environ-
ments: the formal academic environment and the ethical community environment.
However, due to the low intercorrelations among the scales, it is unlikely
that two larger environments would be adequate to represent the many facets of
student attitude.

The factor analysis of the 150 items indicated that all six original
environments of the CES are identifiable .in the structure of student attitude
toward the campus environment. However, there were four distinct types of
communications and "two cultural factors. The dimensions of the communications
factors were (1) personal, (2) official, (3) student, and (4) organizational.
The two cultural factors were a student concern with popularity of culture and
ancther factor related to the influence of culture. The other factors loaded
on the moral-ethical, community relationship, and physical environments in a
predictable manner. The academic factor focused negatively on the labors of
the academic life indicating that classroom discussion, up-to-date lectures,
and research accomplished by the faculty may not be as clearly perceived as
the work that must be done by students.

Correlations between student sampling and item sampling means indicated
that there is high consistency from one quarter to the next in the ratings of
items on the CES. There was no discernible evidence that changes which did
occur could be attributed to the type of sampling used. There were at least
four other possible sources of variation in item means. These were (1) actual
change in student attitude from spring, 1968 through winter, 1969, (2) the
fact that 1,300 inventories were distributed in spring, 1968 and 791 were
returned representing a 60 percent return, (3) sampling error from either the
student sample or the item sampling technique, and (4) the freshmen from the
item sampling studies and the seniors from the student sampling study were not
polled both times.

Correlations between student sampling and item sampling standard devia-
tions were also quite high. The fact that the average standard deviation per
item was lower with item sampling may mean that students are more careful in
responding to six items than when they respond to 150 items. 1In any case it
indicates that there is less variability in student responses with item
sampling than student sampling.

The demographic information collected by the item sampling technique was
highly accurate. All students who preregistered were surveyed and this popu-
lation of students accurately represented the student body. This was especial-
ly true from preregistration to the term registered for. Valuable information
was also gained by asking which program a student expected to take.



ERIC

Aruitoxt provided by Eic:

148

Conclusions

More research is needed on the application of item sampling to the mea-
surement of campus envivonments. Another factor analysis is planned to inves-
tigate the structure of item sampling responses. A technical problem of how
to combine the six~-item samples into composite individuals was encountered or
a factor analysis of item sampling would have been included in this paper.
Student sampling and item sampling needs to be utilized during the same term
to remove that source of variation. If the structure of item sampling respon-
ses coincides with the structure of student sampling responses, strong evidence
for the equivalency of the two approaches will have been gained. Enough clues
exist as a result of this study to replace several of the items on the CES.
The four types of communication demonstrated in the factor analysis of the 150
items deserve careful consideration as do the two types of cultural environ-
ments.

Until this research can be accomplished, it appears that item sampling
can be used with some confidence. The relationships demonstrated between means
and standard deviations indicate that item sampling is at least as reliable as
student sampling.

The major advantages of item sampling as demonstrated by this study are
timeliness, efficiency, adaptability, consistency, unobtrusiveness, and accu-
racy at least of the demographic information collected along with the attitudes.
Item sampling is much more rapid and efficient than student sampling because
respondents only have to respond to a fraction of the items otherwise necessary.
Since the items are printed on each sample by computer, the instrument can be
revised and the items readily changed to adapt to new situations and informa-
tion. Since individuals have only a few items to respond to, less variability
and more consistency was noted in the responses. The item sampling technique
is unobtrusive in that it is unlikely that the same student will get many of
the same items even if he responds to a six-item sample during each quarter of
his college career. Accuracy as compared to student sampling was demonstrated
on the attitudinal items and high accuracy was shown on demographic information
collected along with the item szamples.

The limitations of item sampling include difficulty in validating the
instrument, possible invasion of privacy charges, and convincing producers and
consumers of the data that item sampling is effective. The present anonymous
utilization of the instrument does not provide for setting up validation groups.
If students were asked to identify themselves it could be construed as invasion
of privacy although with only six attitudinal items involved this would not be
as likely as with 150 items. To convince producers and consumers of the
effectiveness of item sampling, it needs to be used, researched, and improved
upon whenever possible.

46
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Footnotes

1. The writer wishes to express appreciation to Dr. Herb Silvey and CSCU for
permission to utilize the pool of items from the Campus Environment Study.

2. The writer wishes to express appreciation to Dr. Douglas H. Anderson and
the University of Minnesota for running the factor analyses.
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QUANTITATIVE METHODS: MODELS AND SIMULATION
A SUMMARY OF TECHNIQUES

Malcolm S. Cohen
Assistant to the Vice President for
State Relations and Planning
The University of Michigan

The task here is to list various quantitative methods and model-building
techniques which can be applied to management planning at institutions of
higher education for analysis of "hard" data. I will outline the advantages
and disadvantages of the various techniques as well as examples of thelr use.
I will not attempt to be exhaustive of all techniques which can be used.

To best summarize the kinds of techniques that might be useful to univer-
sity planners, I will classify these techniques in a number of ways. There is
no one taxonomy that I felt could be used in today's discussion. Rather, I
will talk about various characteristics of quantitative and model-building
techniques.

Eight distinctions that I will make in my remarks involve: (1) Techniques
for Analyzing Hard Data versus Soft Data; (2) Model Building versus Testing;
(3) ldentities versus Behavioral Models; (4) Stochastic versus Non-Stochastic
Models; (5) Analytic versus Simulation Solutions; (6) Macro versus Micro Models;
(7) Static versus Dynamic Models; and (8) Predictive versus Descriptive Models.
I will then give examples of the application of some specific techniques to
educational planning and modeling.

Obviously in the time available all I can hope to do is to make a few
remarks about a few techniques and suggest an application of the techniques to
university planning.

Some Attributes of Model Building Techniques
Hard and Soft Data

The first distinction I wish to make is between techniques dealing with
hard and soft data. It is easy to give examples of hard and soft data. Facul-
ty salaries last year, tuition last fall, or student counts last year are
examples of hard data. However, some of us may have our doubts at times about
how hard these data are. Soft data include attitudes, opinions or expectations
of student, faculty, administrators or others about our college.

Some data lie between these two extremes, such as data on indicated majors
of incoming freshmen. Since students do not formally choose a major until the
end of their sophomore year or the beginning of their junior year, the data are
predictions by the students. I recall one student whose expected major was
nuclear physics. However, to the surprise of his freshman counselor, his pro-
posed two-year program called for history, humanities, and English, and no math
or science. On the whole, however, these soft data may be useful input to a
probability model that predicts expected demands on different major departments
in two years. Thege data might, for instance, pick up changing interests and
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signal changes in future ccurse enrollments.

Model Building versus Testing

The second distinction I would like to draw is between the process of
building a model and the process of testing a model. Often the two occur
simultaneously. By building a model of a university, I mean describing the
university in terms of equations or statements. Some of these descriptors
will be over-simplified, others may even be untrue. However, they will be
approximations of reality. How do we know 1f we have a good model? We have a
good model if it describes the university sufficiently well so that we can use
the model to study activities and patterns within the university. The model is
a good one if it includes or makes visible those factors we wish to study.

The model can be very useful even without data because it permits us to
understand relationships among variables. When data are available, we cau
test the model using a number of techniques. The techniques for testing the
model should not be confused with the process of building a model.

Identities versus Behavioral Models

The statements of models are typically in equation form. These equations
can be of one or two types--either identities or behavioral relations.

An identity is an equation true by definition. For example, if we said
that total instructional costs in a department were equal to the average salary
pald in the department times the number of persons in that department, we have
an identity equation. Just because an equation is an identity, does not mean
it is not useful. For example, it may be possible to break up costs into a
number of components which, when multiplied or added together, form total costs.
However, by separating these components we can get a better understanding of
how costs can be infiuenced. If any one of the components of costs were altered,
total costs might be reduced.

A behavioral equation, on the other hand, is not true by definition. It
implies some behavioral assumptions about how a university operates which the
model builder believes to be useful. For example, we may assert that the
increase in the number of freshmen applicants at College X will depend upoun the
increase in the population of 18 year olds in the state. This assertion is
probably true, but it is possible for the population of 18 year olds in the
state to increase when freshmen applications actually fall. Thus, the relation-
ship is behavioral and not an identity.

Stochastic or Non-Stochastic Models

In the previous section we have been discussing two types of relations
that can occur in a model. Howzver, in order to statistically test the model,
some assumptions must be made about the distribution of random or stochastic
elements that influence the model. For example, we might hypothesize that the
number of hours required to prepare for a particular course was a functicn of
the number of years of experience that the teacher of the course had. There
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are other factors that also affect preparation time, such as the number of
committee assignments the professor teaching the course has, how many times the

professor h2s taught the course before, or how many other courses he is also
teaching.

There is not an exact correspondence between the number of years of ex-
perience a teacher has had and the number of hours of przparation time--we
might write: H = a + bE + U, where H is the number of huurs of preparation
for a course, E is the number of years of experience of the teacher, a and b
are parameters to be estimated, and U is what is left over.

Since there is not an exact correspondence between H and E fer every
teacher, U is not always zero. If we can make some reasonable assumptions

about the distribution of U, we are in a positioa to make some estimates of a
and b.

Analytic versus Simulation Solutions

A fifth distinction to be drawn before discussion of specific techniques
is the difference between analytic and simulation solutions. Once a model has
been built, it is necessary to solve the model to provide predictions. Using
analytic techniques, one tries to obtain an algebraic or statistical solution
for the system of equations in the model. The simulation approach provides a
specific numerical solution for the model. To obtain this solution, however,
one must specify the values of the parameters which would be solved in the
analytic approach. Typically one solves a subset of the equations in the model

using the analytical approach, and the entire system is solved using simulation.

Micro versus Macro Models

A sixth distinction concerns the unit being modeled. We might model the
entire university or we may model individual students, faculty and staff. The
former is called a macro model, the latter a micro model. When we model indi-
vidual departments, we may still have a micro model. If we model colleges
within a university, the distinction is harder to draw.

Static versus Dynamic Models

A model can either be static or dynamic, depending upon the assumptions
made about the time dependency of the model. An economist would classify a
model as static if the model studied only equilibrium situations. A dynamic
model, on the other hand, studies the behavior of a system in attaining equi-
librium. In systems theory, a static model is one that contains only algebraic
equations. A dynamic model contains at least one difference or differential
equation. A model that describes how the university adapts to changes in its
environment is dynamic. A model which allocates costs to different factors
that are algebraically related to one another is static.
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Predictive versus Descriptive Models

Finally we can classify models by their primary purpose. Some models are
constructed to describe reality in order to improve our understanding of some
process. These models are called descriptive. Other models have as their
primary purpose to predict some future event, such as enrollment, and are called
predictive.

Some Examples of Specific Techniques

in this section examples will be given of the use of five specific tech-
niques useful to educational model builders. The five techniques that I will
discuss are regression analysis, discriminant analysis, stochastic process
modeling, linear programming, and input-output modeling.

A regression can be used to predict or explain a behavioral relationship
between a dependent variable and a set of independent variables. For example,
we may use regression analysis to explain the differences between cost per
credit hour among different colleges in a state. We might hypothesize that the
cost is a function of the size of the college and the quality of the institu-~
tion. If we had a measure of quality, we could regress cost/credit hour against
the size and quality variables and test our hypothesis.

Discriminant analysis is useful in statistically separating various groups
of students that have different characteristics. For example, Jdiscriminant
analysis could be employed to separate undergraduate applicants who are likely
to complete their bachelors degree before other students. In applications in-
volving a separation between two groups, regression analysis may be employed
where the dependent variable has two values: success = 1 and failure = O.

Several applications of stochastic process techniques have been used pri-
marily to predict enrollment. A specific stochastic process model in use at
California is described by Oliver as the grade progression ratio (GPR) model.

In the GPR model we attempt to calculate probability that a studeat in the
ith year of school will return in the itjth year. For example, i1f i and j are
both one, the probability to be calculated is the probability of freshmen
becoming sophomores in one year. The data for such a model are usually obtained
from previous enrollment data, typically at a macro level.

Linear programming is used to determine an optimal solution to a problem,
subject to some side conditions or constraint. Keith Trowbridge discussed an
application of linear programming to a university planning problem. (See
References). The problem was to minimize the distance faculty and staff members
have to walk from their parking structure to their office, subject to the con-
straint that no faculty or staff members walk more than a specified distance.
Trowbridge experimented with alternative constraints and chose as an acceptable
solution 2 minimum average distance and a constraint.

Let us assume a college has three departments and gives bacheclors degrees
in these three departments: 1literature, economics, and zoology. If we wanted
tc calculate the average number of credit~hours of one subject to produce a
degree in another, we could use the following input-output matrix:
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Output Degrees

Input Credit Hours Literature Economics Zoology

Literature .6 A .2

Economics .3 .5 .3

Zoology .1l .1l _-5
1. 1.. 1.

Assume 120 credit hours are required for a bachelors degree. The .6 in
row one and column one of the table means literature majors take on the average
.6 of their credits, or 72 credits in literature. If 50 new literature majors
were admitted to the college, this would mean 72 times 50 (3,600) more credits
in literature, but also .3 x 120 x 50 or 1,800 more credit hours in economics,
and .1 x 120 x 50 or 600 more credit hours im zoology.
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INSTITUTIONAL RESEARCH:
SOME COMMENTS FOR USERS AND RESEARCHERS

J. Barry McGannon, S.J.
Dean of the College of Arts and Sciences
Saint Louis University

Having been in administration for twelve years, the past six as dean, I
speak to you from a management point of view. I should also state that I am a
rank amateur and a layman in the sophisticated world of computer-simulated models,
program planning and budgeting systems, and the whole world of institutional
research tools now coming into use for the decision-making process. I might say
that I am personally strongly convinced that planning should be and must become
one of the major functions of every line administrator and this at a progressively
more sophisticated level. Moreover, I regard institutional research as one of
the main sources for planning. I speak of this in the most comprehensive sense
of gathering information, bringing appropriate tools to bear on the decision-
making process, feedback, and continual modification and revision.

The purpose of this paper is to consider what the decision maker's needs
are; how the institutional research effort is, or is not meeting them: and the
nature of the changes, if any, that I would like to suggest to make institutional
research more useful to a person in my position. The panel has been asked to
describe the kinds of information and analyses of institutional programs and
operations which we need to effectively carry out our role. We are asked to
identify and discuss the critical kinds of information which we seem to use
most frequently and the kinds that we would like to have, but do not seem to be
able to get. I am further told that the profession of institutional research
is in a somewhat self-critical mood at this time. This is a clear sign that
the profession is now mature, well-established, and secure; on this I compliment
you.

Very briefly, I want institutional research data which is usable for
decision-making purposes: data on enrollment, broken down by departments, male
and female, part-time and full-time, consistent from semester to semester, and
summer session to summer session, undergraduate, graduate, professional; and I
want to be consulted on the design to be sure that what I get is usable, and I
want this material consistent historically and consistent from year to year. I
want detailed information of the faculty from someone who understands the many
subdivisions and subcategories, from someone in whom I have confidence and who
can feed me the significant kinds of information needed for the kinds of decis-
ions I have to make about faculty salaries, faculty-student ratios, etc. Our
budgeting and financial reporting procedures are now established and canonized
in the new edition of College and University Business Administration published
by the American Council on Education. I want to move very strongly in the
direction of making these budgeting and Iinancial reporting standards and pro-
cedures more usable for management decision-making purposes by supplementing
and adding to them the kinds of management accounting which will be most useful
to me as an academic administrator. T also want to adapt this to a form of
budgeting and reporting that will be more intelligible to businessmen. In
saying all this, I am not criticizing in the least the tremendous amount of
work which has been carried out by the National Association of College and
University Business Officers. I commend and support what they have done. I
do, however, wish to see a new level added to this which will take this same
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information and cast it into a form more immediately usable for management
decision making by academic administrators. Admittedly, finance is only one
aspect of a very important, complex decision-making process, but it is frequently
the most decisive single element, after that of quality of personnei. I believe
I would want to move in the direction of Wesleyan University as described in the
March, 1969 issue of College and University Business. At Wesleyan, the budgeting
system format will be recast at the summarization level so that it is stated in
terms of major programs and activities even though these may cut across existing
organizational lines. This is being done so that the operating budget will be
consistent with the data used for program planning, thus permitting the admin-
istration to be sure that the budget is, in fact, the implementation of planning
decisions. This is essentially an addition to something that has worked well
over the years, but it is a management type of addition,not a custodial type of
addition. I also feel that an important aspect of the relationship of institu-
tional research to effective management of colleges and universities is pre-
dicated upon a clear and proper understanding of the very nature of the college
or university itself. Along these lines, I very strongly recommend careful
reading and consideration of what has frequently been referred to as the Henle
report, Systems for Measuring and Reporting the Resources and Activities of
Colleges and Universities (Nat10na1 Science Foundatlon, NSF 67-1° 15, 444 pages)
This study was sponsored by the National Science Foundation and the National
Institutes of Health. A number of those in this room were involved in its pre-
paration. I refer especially to the diagram on organization on page 203 of this
report and the philosophy related to it.

While I vigorously support the development of tools to aid decision makers,
and continuing experimentation with these tools, I believe it only appropriate
to make it clear that here and now, in most institutions of higher learning in
the United States, the principal problems regarding the uses of institutional
research concern the users of institutional research and the researchers them-
selves rather than the tools which they use. It is true to say that in most
institutions of higher learning at the present time the quality of the tools has
far outstripped the inclination or the ability of most academic decision makers
to utilize these tools. My remarks will be addressed to the tremendously impor-
tant role you have to play in moving the product of good institutional research
into the decision-making process.

Your effectiveness as a director of institutional research will be judged
mainly by the results; that is, just how importantly does institutional research
affect the decisions made at your institution?

The degree of this effectiveness is measured by the degree in which inr
tutional research affects academic decisions. Other nonacademic decisions,
indeed, are important, but they are less central to the enterprise of an
educational institution precisely as an educational institution. What I am
saying here is essentially a reinforcement of the concept enunciated by Henle
and others in the report I mentioned earlier. It is precisely as an educational
institution, as an academic enterprise, that the college or university moves
forward and all of the other services which have to do with finances, physical
facilities, etc., are used to support the academic operation.

It becomes, then, immensely important for you to correctly evaluate the
relative importance of methods and tools of your profession, the products they
produce, and the use of those products in academic decision making. If no one
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uses the studies here and now, your work is relatively useless. I think this
says a great deal to you, about the relative importance of sales and human
relations. A lathe may be a beautiful lathe, but its purpose is not to be
beautiful but rather to make something. You may have a beautiful technique,
but it is no good unless it is used. In institutional research, there is no
such thing as "art for art's sake."

I would now like to pull together a few brief suggestions for institutional
researchers in dealing with academic administrators. These are really suggestions
on how to get academic administrators interested in institutional research and
in the value and importance of it for academic decision making.

First of all, begin from their point of view. Academic administrators are
qualified as generalists, but they probably know relatively little about newly
developed tools of institutional research. Do not begin with these. No one
wants to be sold a beautiful airplane if he does not see how he can ever learn
to fly it. Academic administrators, in my opinion, have a very broad knowledge
of the institution and of almost all facets of the institution--a knowledge far
broader than students or faculty or other administrators whose work may be con-
fined to a given area such as that of the financial officer, the registrar, etc.
Begin with academic administrators where they arej recognize their point of
view.

Make it clear that you are only attempting to help them exercise their
responsibility fcor academic decisions. Let them know that you realize that the
full responsibility for academic decision making is a line responsibility, and
that in this aspect of the matter, institutional research and the institutional
researcher are offering staff assistance to the line officers.

Be prepared for a long, slow process of initiation and of education of the
academic administrator into the potential of institutional research. But once
you win his confidence, be prepared for a deluge of requests for all kinds of
information and research. Basically, he is trying to decide whether you can
really help him or whether you are just another salesman with a new bag of tools.
Here it is vitally important to build up a relationship of mutual trust and
mutual confidence.

In building this relationship with the academic administrator, do not
attack other sources of information used in academic decision making. Insti-
tutional research can supply vitally important kinds of information, but it
will never be able to supply the kind of prudential judgment which is one of the
vital components for the academic decision. For this reason, do not attack other
sources of information. Academic administrators already know the advantages and
the limitations of these sources of information, and they have become through
experience highly trained past masters at sifting the wheat from the chaff, of
sorting out the opportunist from the solid contributor of ideas. Quietly
indicate to them how you think you can provide hitherto untapped sources of
information through institutional research.

It is vitally important that institutional researchers learn all they
possibly can about college and university budgeting. This is a principal tool
of the academic administrator, and as you are well aware, a great deal of your
research will be useful precisely as it is relatable to the budget.
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In building your relationship with the academic administrator, I would like
to urge that you place a tremendous amount of reliance upon oral communication.
Reports are useful as backup data after an oral presentation, but the academic
administrator is overwhelmed with written reports. He does not have the time
to read much as he would wish to, and he will be eternally grateful for a ten
or fifteen minute summary presentation accompanied by a written report. It
seems to me that this kind of personal contact is vitally important to him, and
this will enable you to get direct feedback from the academic administrator, to
inquire of him what his needs are, and to educate him in the potential contri-
bution which you can make to the decision-making process.

I think it is vitally important for an organization such as the Association
for Institutional Research to work with allied educational organizations at the
very highest level, and attempt to reach the presidents of institutions to
educate them and the members of their academic staffs to the contribution which
institutional research can make right now to the present and future planning of
the institution. Certainly, institutional research will not develop adequately
as a profession nor will you as individuals be able to make your maximum con-
tribution to the future of American higher education unless and until those
chiefly responsible for academic decisions are convinced of the importance of
institutional research. And they will not be convinced until they have been
educated to its potential and possibilities.

I strongly urge you, therefore, to work very closely with organizations
such as the American Council on Education, The Association of American Colleges,
The Association of Urban Universities, The National Association of State
Universities and Land Grant Colleges, The American Conference of Academic Deans,
and The Council of Colleges of Arts and Sciences. Attempt to get institutiomal
research and its potential featured in annual meetings of these organizations.
I would very strongly urge that you cooperate with existing organizations such
as WICHE, and Higher Education Executive Associates in working toward the sponsor-
ship of conferences which will bring together in the same room academic admin-
istrators and institutional researchers for mutual education.

I am well aware that at this point many of you may be commenting that I am
talking about a situation which does not exist in your institution. This may
very well be the case. Probably most of you are from institutions which have
already made a rather substantial commitment to ongoing institutional research
as an aid to the decision-making process. But you represent only a favored
cross-section of American higher education and a limited one at that. I am
referring to the literally hundreds of institutions which are currently not
doing any institutional research or not doing it effectively. The need is
apparent4 the need is tremendous. I urge you to address yourselves to it. The
situation is not unlike the one that occurs in thousands of churches every
Sunday morning. The message is needed, but not necessarily by those present.
Those in the church have already been converted. I urge you to address your
concern not only to yourselves, but to the unconverted thousands of academic
administrators who really need institutional research, and would be receptive
to it, but who have never heard the message because no one has ever preached
it to them.
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INFORMATION REVOLLTION: CLARITY OR CONFUSION

Robert E. Hubbard
Executive Director, Division of Educational Services
Wayne State University

My charge is to try to show how the information explosion has had impact
on administering colleges and universities. To do this I first need to tell
you what I believe the nature of the information explosion is. I then want to
discuss how administration has or has not been affected by this explosion. 1In
particular, I want to talk about the problem of sorting from the vast amount
of information now available that which is needed by key persons in higher
education so that they can more effectively administer their institutions.
Finally, I must deal with the problem of whether administrators really do make
better decisions as a result of information which is now available to them.

Nature of the Information Explosion

Perhaps it is really not necessary to dwell at length on this first item
~-the nature of the information explosion. The abundance of data and other
kinds of information is painfully obvious to all of us. Few there are who can
adequately cover the many volumes, books, newspapers, media presentations, and
the like, which are related to fields of general or special interest today.
We are in a state of confusion, and present systems for sifting and sorting
from among the various kinds of information are just not adequate. In short,
the problem of "keeping up" is just insurmountable, and simply increasing the
frequency of committee meetings is not going to solve the problem. Suffice it
to say that we are being inundated with information, and somehow we have got
to dig through the morass of facts and figures to find those bits of informa-
tion which are right for our purposes.

Identifying Information on a Selective Basis for Management Purposes

How then does one decide what kinds of information he needs to have, and
how then does he take steps to acquire that information to help perform his
role as an administrator in an institution of higher learning. Clearly, one
can rely on the traditional techniques of reading all appropriate literature.
But if he does try this, he obviously will never get his job done. It is
painfully clear that he could not possibly read within our twenty=-four hour
day all of the information that he really might find useful for making effec-
tive decisions,

He could, on the other hand, rely on others to determine which of the
many kinds of information he ought to have available for management purposes.
This would shift the responsibility for sifting through the masses of infor-
mation to other people who hopefully could then cull only that which would be
appropriate for the decision-making role. He might even entrust this task to
the library, or to key people in the library, if he happened to be in a
sufficiently powerful position to command utilization of such resources.
This, however, is hardly an effective way to utilize people, and it simply
does not produce the really complete coverage one ought to have of the
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information needed for management purposes,

Then there is the computer. Since this mechanical genius is capable of
storing vast amounts of information, he might trust to it, through appropriate
human intervention, the responsibility of sifting through the information to
provide what is needed for decision-making purposes. Perhaps most will scoff
at attempts to do this because you are painfully aware of the nearly insur-
mountable task of getting the computer to produce in a timely way the informa=
tion we need to have. Turn-around time, if you will, is too great. But we at
Wayne State have experimented with and found successful a technique with which
some of you are familiar. It is known as SDI (Selective Dissemination of
Information), and it capitalizes on the potential of the computer by matching
information which is stored in the computer with interest profiles of
university administrators. The following is a brief summary of this technique
which has been helpful in meeting the problem of selective communication of ’
information, indicating as well how it has proved effective at Wayne.

SDI System at Wayne State University

Wayne began use of a current awareness technique known as SDI (Selective
Dissemination of Information) in July 1964. It was at that time that a
member of the Wayne State University staff, Dr, Robert E. Booth, now Chairman
of the Department of Library Science, attended an IBM seminar in Chicago and
became aware of this technique. He suggested to the present writer that this
appeared to have potential for the operation of a small reference library just
established on the campus, and as a result, some preliminary explorations were
made of the potential of that system.

It was determined that the IBM programs supportive of this system had
been written for the IBM 1401 computer, which was fortunately in the computer
repertoire of Wayne State University, It was also determined that the program
could be made available from IBM and that only a minimum amount of re-
programming was necessary to make it operative on Wayne's 1401 computer.,

The Administrative Reference Center was originally established as a
vehicle to alert University administration of the current literature of higher
education, particularly with relevance to state and national legislation.
Because a fairly large number of University administrators were represented in
the services of the Center, the Administrative Reference Librarian faced the
problem of providing specialized services to a number of quite different users
with varying interest profiles.

The SDI System is particularly well suited for this program because it
provides for the establishment and maintenance of separate interect profiles
for each of the users in the System, The System works as follows:

1, Persons who receive the library service are interviewed to
determine their interest profiles. The SDI program permits
profiles of approximately 60 words in length, and users may
have as many as 36 profiles, Two types of words are maintained:
a root term, which is a truncated form for several longer term:,
and an exact term.
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2. Each profile has a "hit" level associated with it. This provides
a measure of control of document notices which the user receives.
Thus, a combination of terms must be recognized to produce a
required "hit" level and thus alert the user of a document which
is current in the SDI System.

3. The second step in the SDI program is to review the literature
of the library and prepare abstracts, on a periodic basis, of
all the articles, books and journals relevant in the SDI System.
These abstracts are 100 words in length. The abstracts are
automatically indexed by the computer and stored on magnetic
tape,

4. Words from the abstracts are compared with key words in the
interest profiles, and in the cases where the key words match
(required "hit" level achieved), document notices are printed
along with the abstracts on IBM cards. Cards also provide
responses, For example, the user can indicate that he wishes
to see the entire publication.

5. These notices of abstracts 2re mailed periodically to users,
In addition a KWOC indexing service is provided whereby all
key words in the publications included in the abstract system
are indexed and stored on magnetic tape. Printouts of these
periodic indexes are prepared on a biennial basis.

6. The system has been in operation for some five years, during
which time users frum other Michigan universities have been
added as a result of a small grant received from the U.S.
Office of Education in June 1965. Consideration is now being
given for expanding the System further.

Ensuring that Decisions are Based on Available Information

Of course the acid test is whether decisions in colleges and universities
are actually based on this information which we are now able to make availabie,
either on a selective basis such as SDPI or through any of the other techniques
which have been referred to above. But before noting what evidence we may
have in this regard, let me suggest some cautions which we must, I believe,
exercise in using information for management purposes.

1. First, one principal concern is that the more immediate
availability of information presents us with some problems
which in fact might be solved in an orderly way over the
passage of time if someone were not aware of their existence
too quickly. The very fact that they are immediately known
sometimes commands our attention and causes us to take steps
to solve them, while our ignorance of them could well mean
that the solution would have been natural and would have
occurred within the normal operation of the university. My
point is that just because information is available more
quickly, it does not need to be considered or acted on
immediately.
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2, This suggests some additional prescriptions: policy determination
should be entered into cautiously when it is based on information
which now becomes more immediately available. Perhaps trends
can be apparent which were not apparent when the isolated bits
of information came to our attention and caused us to make decisions
or to establish policies which upoa more careful reflection would
not have been made. Also, the nearly immediate generation of
information permits us to analyze data in a systematic way (elements
of program planning and buigeting, if you will) and to take actions
which are based upon a careful synthesis of such data from many
sources. But frequently we are not systems-oriented, and we prefer
to act with the bits of information which we might formerly have
been able to assimilate without difficulty. Now, however. we have
much more data to absorb, complicated by the much more difficult
task of coordinating and extrapolating and deciding on facts which
are put together in a total enviroument which is much greater than
we previously could conceive of.

3. The need for synthetic and analytic abilities has great implications
for the training and background of administrators. University
managers are simply not ready for the chellenge of the new informa-
tion-oriented society.

Even if we recognize and deal successfully with these cautions, we still
must face the problem of determining whether universities are indeed run better
because of the information explosion. My thesis is that the availability of
vast amounts of information and data and the bringing of these in various
selective ways to the attention of administrators has not made for better
administrative decisions. We are still "political" in our decision making.

We are aware of the consequences; yet, we choose to consider the action which
is of political expediency rather than the one which is objectively validated,
and no amount of educational information is going to change this. The iafor-
mation producer has to realistically understand that the administrator canmot
forgo his political role. He can be aware of more information than ever before;
indeed, he must, but his judgment will always be tempered by conditions which
are frequently beyond the grasp of the information producer to understand or
control.

Can this ever be changed? Within limits, I think so. But one of the best
ways to ensure that it not change is to conti.ue to thrust upon the harried and
sometimes overworked administrator information which he simply cannot take time
to absorb and indeed will not take time simply because he faces the necessity
of acting expedieutly in any case anyway. Perhaps this is the challenge of not
only institutional researchers but those concerned with techniques for commu-
nicating information. There are few who deny that we have at our disposal
today the means of producing all the information the human mind is capable of
absorbing and, in fact, of selectively distrituting that information to individ-
vals. The problem is not there; it is rather ensuring that the wisest possible
decisions are reached by people who are in a position to digest and to utilize
this information for the total betterment of the institution.
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THE INFORMATION REVOLUTION: CLARITY OR CONFUSION
Toward a Measure of Clarity

Ben Lawrence
WICHE Management Information Systems Programs

Computers have brought about an information revolution which, on occasion,
seems to create more confusion than clarity. I am reminded of the teenage boy
who, on arrival home from school, asked his mother to explain the principle of
jet propulsion. Not fully understanding jet prcpulsion, she advised her son to
ask his father. His quick response was, "Aw gee, Mow, I don't want that much
information." The computer often provides us with far more information than we
need for the problems we are trying to solve. Not too long ago, a serious,
analytical type nurried into his chief executive's office carrying two armloads
of computer printouts. He dropped them on the desk and said, "Boss, there are
the answers to all your questions. Now, if we only had a method of ‘extracting
the answers from those piles of information."

The computer's capacity to rapidly analyze data is occasionally used with-
out serious thought of the consequences of the use to which such information
might be put. Many times such information is misused and causes more damage
than good. It is like the bear hunter from Tennessee who decided to try his
prowess in Alaska. He was a busy man but wealthy enough to arrange for a quick
three-day trip. He arrived in Alaska on the afternoon before the big hunt. A
group of men had previously been selected by a travel agency to take him on
this hunt. All preparations had been made, and on his arrival he changed his
clothes and they began immediately their hike to a cabin in the hunting area
where they intended to spend the night. While on the trail, ome of the men
noticed that our friend from Tennessee was not carrying a gun. In view of the
fact that he was a renowned hunter, they had assumed that he would bring his
own rifle and, accordingly, had not arranged to get one for him. Panic pre-
vailed for a moment, and finally one of the guides asked, 'Where's your gun?"
The Tennesseean responded by saying, '"What do I need a gun for? In Tennessee,
we hunt bears with our bare hands.'" The guide shrugged his shoulders and pro-
ceeded on the way, too much in awe to challenge his response. On arrival at
the cabin, they ate supper and immediately went to bed. The next morning about
5:30, the man from Tennessee awoke and began scurrying around the cabin while
the men still slept. A short time later he announced to the men that they
should get up and get breakfast and that he was going out to get a bear. All
of them immediately came to life, but he was out the door before they could
raise any objections. They again thrugged their shoulders and began to prepare
breakfast. About a half hour later, as breakfast was just about ready, they
heard a terrible shouting outside the cabin. They rushed to the windows and
looked. There was our friend from Tennessee running toward the cabin as fast
as he could come shouting at the top of his lungs, "Open that door! Open that
door!" Immediately behind him was a very large and irate grizzly bear. Of
course the men in the cabin quickly recognized his problem and readily opened
the door. The man from Tennessee dashed straight for the door, with the grizzly
bear close behind. At the last moment, rather than entering the cabin, the mar
from Tennessee stepped aside. The grizzly bear ran so rapidly he could not make
the switch and he charged through the door. The man from Tennessee quickly

Q

RIC 163

Aruitoxt provided by Eic:



Q

ERIC

Aruitoxt provided by Eic:

168

grabbed the door and closed it and shouted, "All right, boys, you skin that one
out; I'll go after another."

Computers have unleased the capacity to produce large quantities of infor-
mation never before available. As with the bear ir our story, this unleashed
information has the potential of being very damaging. On the other hand, com-
puter-generated information can be used to clarify our understanding of higher
education and develop improved decision-making capabilities equally as well as
it can confuse.

Before I discuss the possibility of bringing about a measure of clarity, I
would like to identify a few factors that make it possible for information to
create confusion, and to describe some situations in the coordination of higher
education at the state level in which the clarity-confusion issue becomes sig-
nificant.

Why Does Computer-Generated Information Create Confusion?

At the outset we must acknowledge that much of the time the computer does
not create confusion. When appropriately developed and used, it is an extremely
useful tool. There are some factors, however--perhaps a combination of factors--
that make it possible for computer-generated information to create relatively
more confusion than traditional methods of information production.

One of these factors is quantity. The computer has created the capacity
to analyze raw data in far greater detail, in many more ways, and in far less
time, than traditional procedures. While such analysis was possible prior to
the computer, it was of little value because the decision to be made on the
basis of the analysis could not wait until the analysis was complete. Now, of
course, the computer can provide very quick response in very great detail.
There is so much detail that very few decision makers have the time to study it
and understand the implications for the decisions they have to make. There is
always the danger, when such volumes of information are at hand, that decisions
will be based only on a superficial examination of its contents and will be
made in light of only the most interesting or obvious iudicators. Perhaps we
should ask the computer to aggregate the information into manageable form.

Another factor is complexity. The capacity to produce large quantities of
information in a short period of time has brought with it a significant increase
in our understanding of the complexity of the relationships among pieces of
information. While we now understand that the relationships are complex, we
have not yet had sufficient time to develop procedures for understanding many
of these complex relationships. We are not of one mind in the interpretation
of the relationships we now see. We are unclear as to the techniques necessary
to modify the relationships. We are even more uncertain as to what modifica-
tions in the relationships are desirable.

A third factor is the lack of purpose in our analysis. Most information
generated today is produced in response to a specific question or demand by an
investigator or decision maker but generated from data collected for other pur-
poses. Unfortunately, information generated for a specific purpose is fre-
quently not applicable to all situations. This fact is compounded because
analysis design itself can affect the information results. Unfortunately, many
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investigators or decision makers do not know the question they wish to ask
until a significant amount of information is already available to them. This
fact is compounded because the information already available to them occasion-
ally encourages them to ask the next wrong question. Without identifying the
purposes to which we propose to put information at the very outset of analysis,
we may be led down the garden path only to find ourselves disillusioned at the
end.

Now that we have developed the capacity to rapidly produce large quanti-
ties of information about complex situations, it is incumbent upon us to ask
the questions, 'To what use are we going to put the information we intend to
produce, and what are the analytical procedures that ve must use in processing
the information that will best describe the total situation in which the prob-
lem exists to which we are seeking a solution?"

It is dangerous to arbitrarily isolate components in complex situatioms.
We can no longer think of information according to isolated categories. We must
consider the relationships among the various components in complex situations.
For example, when analyzing student data, we must take into consideration all
other components of the university. No longer can we provide one list of aca-
demic specialties when we are dealing with students, another list of academic
specialties when we are dealing with faculty, still another when we are dealing
with facilities, still another when we are concerned with degrees awarded, and
still another when we are allocating dollars. The relationships among these
components have become extremely important, and it is incumbent upon us to pro-
vide analysis procedures that will not only enable us to understand the com-
ponent, but will enable us to understand the relationships among the components
and what happens to all other components when one component is altered.

A fourth factor that contributes to confusion is the lack of comparability.
For the most part, evaluation of success or failure, decisions concerning man-
agement efficiency, and determinations of what should be provided or done are
based on comparisons with what others in the same business have done. Accord-
ingly, we tend to produce information to assist us with these comparisons. This
normative type analysis would be fine if it were possible to get information
that was comparable. However, for the most part, information produced by our
colleges and universities today is unique to each institution. We rightly
stress the uniqueness of the respective institutions, and resist any procedures
that might do violence to "the unique character of our institution."

If our information is not comparable and wse persist in making comparisons,
we bring about a great deal of confusion and cebate. I hasten to point out, as
I will explain in greater detail later, that comparable data is possible while
maintaining the unique character of our institutions. We place as much pride
in the uniqueness of the individual as we do in our institutions; nevertheless,
we have found ways by which medical doctors can make useful and valid compari-
sons based on normative data concerning many of our physical attributes.

It is my specific task today to look at the clarity-confusion problem of
information generation as perceived by a state-wide coordinating agency. While
the factors I have previously identified are of great concern at the state
coordinating level, I would like now to give attention to some situations which,
while far from unique, are particularly significant at the state level.
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One situation is the response-to-crisis syndrome. Resource allocation, and
by this I mean, for the most part, who gets the dollar, is of vital importance
to all. Within the institution it affects the lives of every student, faculty
member, and administrator. At the state and federal levels it has become a
source of great public concern. Even the private institutions now seek public
dollars, and public institutions have invaded the private resource area. In
order to perform the functions of higher education that the state sees as im-
perative, state coordinating agencies have sprung up in response to the tremen-
dous task of trying to determine the appropriate allocation of state resources.
This task requires that coordinating agencies have a great deal of information.
They react to the crisis of hurried decisions about deollars. These pressures
on the coordinating agencies to produce answers rapidly are forcing them to
place great demands for information upon the institutions. These demands for
information come so rapidly that institutions have little time to give thought
to the analytical process but must react to the demands imposed upon them. The
coordinating agencies also have little time to work with the institutions in
developing analytical procedures that will appropriately represent the systems
of higher education with which they work and to which they are trying to allo-
cate resources. This demand for more information in short periods of time per-
petuates the types of inappropriate analysis procedures that lead to the pro-
duction of large quantities of information refined for a particular management
situation but not accounting for the relationships among situations. It is,
unfortunately, accepted in large part by ill-informed users as being true
because it came from a computer. It is time to resist the production of these
kinds of information. It is time to develop management information systems
that more adequately and accurately describe higher education and to bring an
end to crisis-induced "quick-and-dirty surveys."

A second situation in which the clarity-confusion problem becomes sigunifi-
cant is in making comparisons among institutions. Coordinating agencies also
are faced with making recommendations to legislators and administrators about
the allocation of programs and resources to institutions that are heterogeneous.
Their functions vary widely within a state. No two institutions are alike, and
some institutions are vastly different. Institutions have become very sensi-
tive about responding to the requests of coordinating agencies for information
according to a specified analysis format that somehow represents the appropriate
analysis format for Mr. Average Institution. All institutions insist that they
are not average, and any serious student of higher education will acknowledge
that their functions are rarely so precisely the same that a single analysis
format will accurately describe them. On the other hand, resources must be
allocated, and they must be allocated knowing that they are limited--that no
one institution will receive all that it is requesting. Some kind of an analy-
sis procedure must be devised that will enable coordinating agencies to produce
the kinds of information that will make it possible for busy legislators and
administrators to make wise decisions concerning the allocation of resources
among institutions with widely varying functions. It is incumbent upon the
coordinating agency, for example, to recognize that when common analytical pro-
cedures are used for generating information in a four-year program within the
university, and when those same procedures are used for generating information
within a two-year academic program in a comrunity college, the outcomes are
likely to be different. While the information may be specified in equivalent
terms and in comparable formats, the production function of these two institu-
tions is different and the outputs of that analysis are not comparable.
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Given a 300-horsepower engine in a Corvette Stingray and a 300-horsepower
engine in & Galaxie nine-passenger station wagon, an analysis of these two
vehicles on acceleration and speed leads one to coaclude that the Corvette
Stingray is superior to the Galaxie nine-passenger station wagon. The question
is, superior for what? The superiority of a Corvette Stingray, given the task
of transporting the seven members of my family across town at either low speed
or high speed, might be seriously questioned.

Given two four-passenger vehicles, a Volkswagon and a Cougar XR-7, one may
be able to do an analytical analysis of transporting four people in these two
vehicles a distance of ten miles. Given the constraints of our highway system
today in terms of speed, economy and efficiency, the Volkswagon will be con-
sidered superior. But all of us acknowledge there is something to be said for
the luxury of the ride in the Cougar XR-7. It does have some value that is
very real but less susceptible to analysis. As distances increase and the human
frame tires, the comfort values of a Cougar XR-7 become more easily measured.
If we are talking about traveling 600 miles in a day, most of us will choose a
Cougar XR-7. Only the Spartans would choose a Volkswagon. My point is that we
readily understand the differences in functions among various types of vehicles
designed to perform different functions, and we compensate for these in what-
ever analysis we attempt to make. It is time that we become astute enough to
make these kinds of distinctions among our various types of institutions. To
be sure, we must make analyses; we must make comparisons. But let us not fall
into the trap of saying that a Volkswagon is a Cadillac.

Having discussed some of the things about computer-generated information
that cause it to add to confusion and some of the situations in which informa-
tion creates confusion, I now pose the question, "How can we work toward the
production of information that will bring about a measure of clarity?"

We respond to this question within the context of four self-imposed, im-
portant, and necessary constraints. The first of these necessary constraints
is adaptability.

Let me stress that information that brings about clarity is something we
will work toward. Changing information needs will not permit us to arrive at
that happy circumstance when our information needs are harmoniously and ex-
haustively met. This situation dictates to us the need for management informa-
tion systems that are adaptable--not adaptable in the sense that they can handle
anything, but adaptable in the sense that they can be modified without re-
building the entire system. We might design the systems in the same way one
designs a submarine. A submarine is a highly integrated operating unit, but it
contains many compartments that can be sealed off in an emergency and still
maintain the basic seaworthiness of the vessel. We need information systems
that are highly integrated but sufficiently compartmentalized so that basic
changes can be made to a particular part of the system without jeopardizing the
integrity of the entire system. For example, the various operating systems--
the student information system, the facilities inventory system, and the
accounting system--must be able to stand alone as operating units but should
also be capable of being interrelated so as to form a larger total system.
Given adequate planning resources, it is now possible to design systems with
these characteristics.
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The second necessary constraint is that we must develop a clear explica-
tion of the goals and objectives of the institution or process which the manage-
ment information system is being designed to serve. We can no longer run the
risk of responding to crisis demands for information with 'quick-and-dirty
surveys." We must develop systems designed to respond to questions within the
context of our overall goals and objectives.

With this more precise definition of our goals, the problems facing us
become more apparent. We can begin to build models describing the system, and
our information needs move from the infinite to the finite. We can move away
from gathering all feasible information to gathering information which is
necessary for the understanding of our most pressing problems.

This approach has two very practical advantages: a) it reduces consider-
ably the amount of information theoretically required--a practical considera-
tion in view of the costs of storage and retrieval of information; and b) it
assists us in reducing the quantity and complexity of information before its
generation rather than after its generation.

I believe we can live with the obvious disadvantage it presents--mainly,
that we undoubtedly will from time to time be required to go back and get more
information.

The third necessary constraint is that we must develop management informa-
tion systems that apply as few restrictions as possible--preferabtly none--on
the operation and development of the respective unique institutions of higher
education. While some restrictions will and must be placed upon our institu-
tions, they should not be placed there by the information system but as a re-
sult of the management decisions that are made on the basis of information thag
accurately describes the institution.

One of the major strengths of higher education in America' is the diversity
of the institutions providing the services. This is to be encouraged, and our
management information systems should permit this diversity.

The fourth important constraint is that we are looking for management
systems that simultaneously provide information for 1) management within the
institution, 2) inter-institutional comparison and study, and 3) reporting at
the state and national levels.

This requires compatible management information systems.1 Management
information systems are compatible when 1) they are identical in every respect,
or 2) they can otherwise produce comparable pieces of information.

Identical management information systems do violence to the third con-~
straint we applied to the development of the systems and therefore are rejected.
How can we, then, develop management information systems that can otherwise
produce comparable pieces of information in order to meet our definition of
compatibility? If we commence with the assumption that institutions of higher
education have common problems, it follows that common analytical models can
be developed that will assist in the solution of those problems. If we can
agree upon the problems that are most pressing among a significant number of
institutions, we can pull together the resources necessary to develop such
analytical models.
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have a ready-made system available for adoption or as a guide for the develop~
ment of their system. However it does not appear advisable at this time to try
to bring about compatibility by developing standardization beyond the concept
of a common data base and the development of common analytical models which
would be used for management information exchange purposes.

Given a standard data base which might include a set of standard data ele-
ments, a set of optional standard data elements (that is, data elements that may
not be required for the operation of all analytical models, but for which a
standard definition is recommended), and a set of data elements that was unique
to the institution's needs, it is then possible for the institution, through its
own unique data structure, codes, field formats and file structures, driving
its own unique management models, to develop unique information for management
within the institution. On the other hand, using that same standard data base
kept according to the institution's own unique data structure (that is, codes,
field formats and file structures), it is possible by means of interface pro-
grams or conversion programs or transformation programs, whichever is the more
appropriate term, to restructure the data elements in a form suitable for
operating common analytical models or management information exchange models,
in order to produce information that is comparable with that produced by other
institutions using that same standard data base.

This briefly stated concept of compatible management information systems
is the concept underlying the management information systems program of the
Western Interstate Commission for Higher Education. This program is now well
under way. It irncludes the major institutions of higher education in the thir-
teen Western states, New York and Illinois. The central staff of the program
is funded by the U. S. Office of Education under a five-year continuing con-
tract. While the program staff is employed by the Western Interstate LCommis-
sion for Higher Education, the program is guided by a steering committee made
up of representatives from the institutions and agencies within the partici-
pating states and by a National Advisory Panel made up of representatives from
the various regional and national organizations having an interest in the
development of management information systems.

While we have outlined a concept by which we can bring clarity out of the
* mass of information being generated by computers, the success we will have in
implementing such a concept will be dependent upon the seriousness of our
desire to bring about clarity. There are still some of us who are afraid that
good information will be misused and that we ought not, therefore, to release
this information or perhaps not even generate it. There are those among us who
argue that comparisons ought not to be made because they are misleading. On
the other hand, the majority of us, I believe, recognize that the public is no
longer in the mood to subsidize higher education without a greater understanding
of what it is paying for. Decisions with regard to resource allocation will,
in fact, be made. Comparisons among institutions and programs will most cer-
tainly be made. The question is, "Will the comparisons, will these decisions
be made on the basis of information generated as accurately as possible by our
institutions in cooperation with one another so as to provide information that
will treat institutions as equitably as possible; or, by our default, will the
generation of this information be left to other persons who will, perhaps, do
it less accurately but perhaps more swiftly than we, ourselves, would do?" The
computer has unleashed the power of an enormous amount of information. It is
highly unlikely that any ome institution is in a position to lead us toward
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Analytical models that concern institutions of higher education range from
very simple to very complex. In the strict mathematical sense, some of the
following examples will not be considered models but will be looked upon as
mere formulas. Using models in the more general sense, however, the following
list provides examples of some of the kinds of formulas, or models, that insti-
tutions of higher education are concerned with: 1) a formula for full-time
equivalent student, 2) a formula for full-time equivalent faculty, 3) models
or formulas for the production of cost of instruction by level of course, by
level of student, or by field of concentration. In the opinion of mathemati-
cians and operations research people, a resource requirements prediction model
will more accurately fit the definition of model as they understand it. A
student flow model is even more complex and appropriately falls within the
sophisticated notion of modeling.

Each model that we may choose for operation requires a finite list of data
elements for its operation. This finite list of data elements may be termed a
data base. If we are to develop compatible information systems, we must adopt
common, or standard data bases. If a data base is to be common or to be stand-
ard among institutions of higher education, each element must be defined in
precisely the same way and the respective bases of each institution must con-
tain all of the necessary elements.

The collection of data bases for the respective models may be called the
standard data base. Given such a standard data base, an institution may pro-
duce information that is unique to the institution and required only for its
internal operation. It would do this through the aggregation of specific data
elements according to its own prescribed model or its own prescribed formula.
It could, for example, develop its own unique student full-time equivalency
using a formula such as (A + B)/C, where A, B, and C are individual data ele-
ments in the standard data base. On the other hand, it could develop informa-
tion that is standard for comparison purposes with other institutions, such as
a standard student full-time equivalency, perhaps being compcsed from the ele-
ments A, D, and C, according to the formula (A + D)/C. This assumes that the
respective basic data elements--A, B, C, and D, in each of the respective
bases--are defined in precisely the same way.

There are, of course, other factors that affect the degree of compatibility
among management information systems. At this point, we must ask ourselves the
question, "How compatible do we wish to be?" Other factors affecting the degree
of compatibility among management information systems are codes, field formats,
file structures, software programs, and hardware. These terms all pertain to
technical matters of storage, retrieval and analysis of data by computer pro-
cess.

However, as we move toward more complete compatibility by adopting stand-
ard codus, field formats, file structures, software programs and hardware, we
find ourselves moving away from the concept of compatible management informa-
tion systems toward the concept of identical management information systems.
As we do this, we tend to apply more constraints upon the institutions than is
desirable.

It may be useful to develop suggested codes, field formats and file struc-
tures and perhaps even software programs for institutions that have not yet
developed their own management information systems to any degree, in order to
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clarity. 1In my estimation, however, if we all work together, we can harness
this power so that it works together for the good of our entire education system
and treats our institutions with a reasonable amount of equity.

With coopera-
tion we will move toward a significant measure of clarity,

Footnote

1. Compatible Management Information Systems, a Technical Report Concerning

The Concepts Underlying Compatibility in the WICHE Management Information
Systems Program (April 15, 1969).
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RESEARCH RESPONSES TO INSTITUTIONAL BEHAVIOR

Irving Cohen
Borough of Manhattan Community College

I'd like to look at institutionail research within the framework of edu-
cation in the American community college. In the community college the dynamics
of change are as insistent and as pervasive as in the four-year colleges and
universities.

In a very real sense, the mushroom growth of the community college is a
direct ourgrowth of the dramatic reappraisal of higher education in our society.
The utility and desirability of extended formal schooling are part of our
national mores. Higher learning has become keeper of the keys. Upward social
mobility and political, social, and economic advancement in our technologically
conditioned "civilization" all require official sanction--the college degree.

Born in the crucible of meeting urgent educational and social needs, the
various community colleges reflect the variety and haste of the circumstances of
their local origins. This is both a burden and a challenge to the community
college system. On the one hand, we seek freedom from the tyranny of tradition
and the opportunity to strike boldly into new directions. We have the advantage
of lacking comfortable habitual ruts. We seek to invoke a self-consciousness
of novelty and the search for new directions in educational purposes--the
opportunity of the many rather than the privilege of an intellectual elite.
Research in cormunity colleges shares this burden and this opportunity.

In the complaxities of community college experiences will be found all
varieties of students, faculties, educational plants, educational offerings
and community relationships. It would be mechanical and retrogressive to
borrow the practices and procedures of older, established institutions as
though we were undeveloped countries borrowing the techniques and technologies
of the "advanced" societies, especially, if we pull them out of context and
apply them without reference to the specific needs of our individual institu-
tions.

Once again, higher education finds itself under attack, this time, as
much from within our institutions as from without. Much of this questioning
comes as a surprise to the custodians of our educational establishments. This
lack of insight into change, this failure to recognize basic movements within
our environment not only underscores the inadequacy of long-range educational
planning but, what may be more important for our immediate purpose, the failure
of institutional research. '

Wherein have we failed? In our preoccupation with pressing and immediate
problems, we have not turned upon ourselves the same critical insight we apply
so generously to others. Educational institutions are just as much historically
conditioned, shaped, nurtured, and directed as any other social grouping. What
may actually distinguish educational responses from other institutional res-
ponses is lethargy. But even this may be changing, especially under the
pressures of political examination and priorities. When the practices of an
institution are indifferent to or fail to respond to or are unaware of the
social forces encompassing it, these forces organize to 'correct'" the unwanted
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or nonresponsive behavior.

The failure of the institution reveals the failure of research and, perhaps,
indicates the political status of institutional research within the educational
establishment. I suspect that the uses of institutional research are functions
of the capacity and interests of the users of the generated data.

If research is to contribute insight into educational needs and behavior,
it must be free, scientific, and basically concerned with the entire educational
process within the institution. It cannot function as a handmaiden.

Student unrest is an effective, uncompromising teacher. Unmistakably, it
focuses on crucial deficiencies in our educational processes and the social
response of our institutions. The condition is not that students are forcibly
intruding extra-institutional issues into academia but that students are re-
acting to the nonacademic political, govermmental, social, and business intru-
sions which the academic community has found no difficulty in accepting. They
seek to transform the nature of the institutional response. In so doing, they
also seek to transform the mature of the institution and to establish new value
systems.

Value systems are the key to understanding the tendencies and doctrines of
change. Mur custodians, our academicians, our evaluators (governmental and
industry alike) have failed to identify the uneasiness within our institutions
because they were locked into their value systems and their systems of rewards
and advancement. Institutional research has also failed to provide insight or
data because it, too, was locked into the same value systems and was unwilling
or unable to range independently far from the administrative preserve. Self-
criticism war either stifled or rationalized away by the exigencies of expedi-
ency. In a sense, institutional unrest may be, to an appreciable extent, the
cost of the dependent character of research.

The thrust for change originated therefore in the criticism of sanctioned
value systems. This criticism was itself generated by the social movements in
our society and the impact of political and military requirements on the very
lives and fortunes of the students. The validity of learning which did not
seem to equip students for dealing with value systems under stress was increas-
ingly called irto question. Students began to protest the "failure" in the
classroom, the loss or absence of quality in teaching, the lack of "“relevance"
in curriculum  Excluded groups began to demand insistently an effective par-
ticipation in the educational process. At the same time the institution of
higher education wasn being recast. Decisive changes were occurring in every
aspect of educational tzhaviuvc: administration, faculty, student body, edu-
cational plant, purpose, governmental, buSiness, and community relationships.

The community college is both a response and a contributing factor in these
developments. If permitted,research can play a meaningful role in understanding,
assessing, and making a creative response to this changing educational climate.

Research could starxt with a look at the community college as an institu-
tion. What is the community college? If the community college truly serves
its community, there may be as many different kinds of community colleges as
there are communities. What is a community? Who is the community? Are the
businessmen the community? Are the students and their parents the community?
Are the organized groups around the school the community? How should education
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be served within the college? To increase the supply of labor for local
industry? To advance the potentialities of students: their intellectual,
social and cultural horizon? Are these two last goals compatible? These are
some of the hard questions we have to face. We need hard empirical data on these
issues and intensive studies of actual community college behavior. Among the
major obvious changes in our educational environment has been the mass influx

of students with widely divergent qualities and aims. The :response to this
demarnd has been the need to organize a mass of teachers recruited from widely
divergent sources, with widely divergent capacities and outlooks. How have they
been trained? How qualified are they to teach? How effective are they in the
classroom? Have they presented a challenge to quality and standards? How do
yvou evaluate teaching performance? Who should evaluate? Are we recruiting from
the proper sources? Again, we need research and hard data.

In the last analysis, the key factor in educational life is what happens
in the classroom. Do we really know what happens behind the closed doors? How
do you evaluate the teaching process? How may we test the quality ¢’ inscruc-
tion? How do you establish teacher accountability?

Let us look at our students. Can we say that the student today is the
same student of ten years ago? Or twenty years ago? Or the pre-World War II
student? What are the distinguishing characteristics of the current student
body? In the community college which absorbs the marginal, the underachieving,
and the disadvantaged student and which offers a wealth of alternative voca-
tional and technical courses, difficult educational decisions are required.
How do you meet the demands of a variegated student body? Then, there is the
whole series of questions concerning the validity and relevance of admissions
criteria. To what extent is articulation with the four-year college necessary?
From the point of view of the more advanced institution, what is the effect on
the quality and performance of the student body with the influx of the transfer
student? What are proper measures of achievement?

In many ways, the quality of an institution can be tested by its graduates.
This is a highly significant issue for the community college. What is the
feedback from the graduates? How effective are they in their chosen areas? To
what extent has the community college contributed to their development? Wherein
. has it failed?

The problem of dropouts is most crucial for the community college. On the
basis of a priori reasoning and accepted dogmas of predictability of academic
success, the rate of disaffection should be significantly higher among commun-
ity college students than among students in other institutions of higher
learning. What are the actual facts? To what extent does motivation play a
role? ' In this connection, it is important to note that there is no viable
alternative for a student who drops out. If this analysis is valid. do a
greater proportion of the nonconforming students now remain in scheool? Has
this had any effect on current student behavior? Have we any real insight of
the effect of the draft on student behavior or academic achievement?

The student seeking upward social mobility faces a particularly poignant
problem. What programs do we have to aid the student with gaps or deficiencies
in his academic background? Do we go through motions or do we have objective,
honest evaluations of our efforts? Do we build images or do we educate?
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There is a great temptation in view of multiplying enrollments to regard
students primarily quantitatively. The individuality of the student tends to
get lost in the shuffle of the registration card. How effective is the insti-
tution in resisting the depersonalization of its student body? How effective
are its counseling and tutorial services? How much interaction really occurs
among the various segments of the educational community: its administrators,
its faculty, its students? How successful is the integration of the various
interests within the educational community? How do you measure the value of
extracurricular activities, How effective is the mechanism for participation
by students and faculty in decision making? These are a few questions that
immediately spring to mind.

While the administration of an institution, obviously, sets the style and
influence to a critical extent the nature of the institutional response, this
leadership also reflects the pressures upon it and undergoes metamorphosis.
Under today's conditions, the multiplicity of demands upon the educational
leader's time and effort has moved education away from the center of his activ-
ity. He is so concerned with budgets, building plans, fund raising, public
relations and organizational problems that we have now i.oved to the point where
"serious' students of the subject are suggesting that emphasis on scholarship
is necessarily limiting the pool of available college presidential timber.

These conditions must be kept in mind in assessing institutional priorities.
For obvious reasons, money moves to the center of administrative attention.
This leads to the easy inference that a sufficiency of funds guarantees the
effectiveness of the educational process. Proper fund raising necessitates the
creation and maintenance of the proper public image.

What would be revealed by analysis of the effective utilization of avail-
able funds is what is actually accomplished educationally? What is the wvalue
of established programs, of the usefulness and purposes of different aspects
of institutional activity, of the overlapping of functions within the insti-
tuion? If there were an objective management survey of educational institu-
tions, would we find money to be the center of educaticnal necessity? In short,
how is administrative accountability measured? To whom and to what is admini-
stration finally accountable?

This is not to deny the vital need for adequate financial support for
educational activities. It suggests that fund raising be translated in the
most productive manner into educational contribution. This contribution also
lends itself to research evaluation.

A few words may be in order on institutional research. As a subclass of
social science research, it may fall into the same *wo categories Milton
Friedman, building on John Neville Keynes, used in describing economic theo-
rizing: positive and normative.

Positive research deals with "what is" and normative with "what ought to
be " Friedman further cautions that the investigator in social science is
part of the subject matter being investigated and, therefore, needs to be
self-conscious in the use of his methodology. The problems are not presented
by methodology. The function of research is to ask the right questions about
the real world.
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These observations are pertinent for institutional research. The great
bulk of our research has been positive. It has been mainly concerned with the
collection of factual evidence. This, we have been instructed, is the limit
of our jurisdiction. It is not within our province to make decisions. Decisions
are political acts and cannot be subsumed under the category of information
gathering. But information gathering can be a subclass of political dececision
making; therefore, the tasks assigned to research may be found in the politics
of research. All research has to do is sharpen and refine its techniques.

Here we face a dilemma. If we stick to our knitting and only amass
accurate data, how do we know that our descriptive accuracy has analytical
relevance? Are they identical? Do we not create confusion by this identity?

At this point, we must probe deeper. How do we achieve relevance in data
(leaving aside, for the moment, the question of the derivation and collection of
the data)? Only by vigorous experimental design. Design inherently assumes
pattern and purpose. It purports to find snswers to questions. If the questions
are to be meaningful, they must refer to t..2 real world. ’

We now find ourselves in the position where, if we are to ask intelligent
questions so as to get accurate and relevant information, we must form judgment
and theories concerning the actual environment in which we operate. We can
alsc appreciate that technique without analysis is blind. If the design of our
exXpe. iment is confused or irrelevant to the questions we are concerned with, all
the sophistication of our technique will only yield a wass of finely honed non-
essentials. We must also remember we are dealing with a real world. Our most
sophisticated techniques require model-building abstractions and can only handle
a limited number of relationships and variables. If we are not careful, we may
find that the limitations of our techniques or our technology impose limits on
our research and insight.

This discussion throws light on the taxonomical distinction between edu-
cational and institutional research. There is a difference of degree, of
emphasis. Both refer to influences on the educational process within the insti-
tution. Activity within the classroom inevitably affects the vitality of the
institution and vice versa.

Have we, as yet, overstepped the bounds of decision making? The design
of the research and the data secured will inevitably influerce any decisions
arrived at that have some reference to reality. Obviously, research cannot
influence decisions uninfluenced by facts that are reached by other consider-
ations. Nor can research be privy, in all instances, to all considerations
that may enter into decision forming.

What is inherent in good research is its intrinsic evaluative or normative
implications. Evaluation seems to create subliminal hostility among those
forces and institutions not interested in bringing meaningful analysis into
public view.

Is evaluation necessary in research? It is not only necessary but in-
evitable. If the right questions are asked and the accurate, relevant da:a
assembled, inferences will be made from the data. The designer of the experi-
ment is in a key position to assess the validity of the data and relevance ot
the inference.
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It is difficult to see how enlightened administration would want it
otherwise and deliberately hobble the creative activity of institutional research.
The creativity of this research could be a key element in solving the problems
of stress within the educational institution.
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